Mapping strain rate dependence of dislocation-defect interactions by atomistic simulations

The MIT Faculty has made this article openly available. Please share how this access benefits you. Your story matters.

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>As Published</td>
<td><a href="http://dx.doi.org/10.1073/pnas.1310036110">http://dx.doi.org/10.1073/pnas.1310036110</a></td>
</tr>
<tr>
<td>Publisher</td>
<td>National Academy of Sciences (U.S.)</td>
</tr>
<tr>
<td>Version</td>
<td>Final published version</td>
</tr>
<tr>
<td>Accessed</td>
<td>Wed Dec 19 00:54:08 EST 2018</td>
</tr>
<tr>
<td>Citable Link</td>
<td><a href="http://hdl.handle.net/1721.1/89079">http://hdl.handle.net/1721.1/89079</a></td>
</tr>
<tr>
<td>Terms of Use</td>
<td>Article is made available in accordance with the publisher's policy and may be subject to US copyright law. Please refer to the publisher's site for terms of use.</td>
</tr>
<tr>
<td>Detailed Terms</td>
<td></td>
</tr>
</tbody>
</table>
Mapping strain rate dependence of dislocation-defect interactions by atomistic simulations

Yue Fan*, Yuri N. Osetskiyb, Sidney Yipc, and Bilge Yildiz*1

*Department of Nuclear Science and Engineering and 1Department of Materials Science and Engineering, Massachusetts Institute of Technology, Cambridge, MA 02139; and 2Materials Science and Technology Division, Oak Ridge National Laboratory, Oak Ridge, TN 37831

Edited by John P. Hirth, professor emeritus, Washington State University, Pullman, WA, and approved September 9, 2013 (received for review May 27, 2013)

Probing the mechanisms of defect–defect interactions at strain rates lower than 103 s−1 is an unresolved challenge to date to molecular dynamics (MD) techniques. Here we propose an original atomistic approach based on transition state theory and the concept of a strain-dependent effective activation barrier that is capable of simulating the kinetics of dislocation–defect interactions at virtually any strain rate, exemplified within 10−2 to 107 s−1. We apply this approach to the problem of an edge dislocation colliding with a cluster of self-interstitial atoms (SIAs) under shear deformation. Using an activation–relaxation algorithm (Kushima A, et al. [2009] J Chem Phys 130:224504), we uncover a unique strain-rate–dependent trigger mechanism that allows the SIA cluster to be absorbed during the process, leading to dislocation climb. Guided by this finding, we determine the activation barrier of the trigger mechanism as a function of shear strain, and use that in a coarse-graining rate equation formulation for constructing a mechanism map in the phase space of strain rate and temperature. Our predictions of a crossover from a defect recovery at the low strain-rate regime to defect absorption behavior in the high strain-rate regime are validated against our own independent, direct MD simulations at 102 to 107 s−1. Implications of the present approach for probing molecular-level mechanisms in strain-rate regimes previously considered inaccessible to atomistic simulations are discussed.

Interactions of defects with dislocations affect many mechanical properties of metals. This is especially important for irradiated materials where a host of nonequilibrium defect structures are produced. They act as obstacles to moving dislocations, alter the mechanical properties, and critically impact the safety and integrity of structural materials in nuclear energy systems (1–3). Molecular dynamics (MD) methods have proven to be useful in revealing the deformation mechanism with atomic-scale details (4), yet they are limited to a high strain-rate regime, about 106 s−1 and above. It is known that material deformation mechanisms are strongly affected by the applied stress, temperature, and grain size (5–7). Strain rate, another key factor, has been relatively less studied because of a significant time-scale gap between typical experiments and conventional atomistic simulations. Many tensile experiments are performed under low strain rates—that is, slower than 103 s−1 (8–10)—whereas MD simulations are limited to much higher strain rates, greater than 106 s−1 (4, 11–15), or to static conditions (1, 14, 15). In static calculations the system is relaxed by potential energy minimization, so thermal activation processes are excluded. In MD simulations thermal activation also can be suppressed because of the high strain rate. Thus, a correspondence may be expected between molecular statics and MD simulations at low temperatures (16–18). However, the equivalence can break down when the strain rates are so high in MD simulations that the system is driven out of equilibrium. For strain rate less than 103 s−1 and at low temperatures, an equivalence may hold between MD and static simulations (SI Appendix).

Generally, the high strain-rate results from MD are either directly compared with experiments (13) or incorporated into continuum approaches (19). An issue currently exists in reconciling the results of atomistic MD simulations with experiments because of the time-scale gap between them, whereas it is known that both strain rate and temperature affect the interaction mechanism and critical stresses (1, 4, 8, 12, 20–27). Methods alternative to MD exist, some based on surveying the potential energy surface coupled with variants of kinetic Monte Carlo (28, 29) and some based on escaping from the deep energy minima in dynamics simulations (30–32). To date these methods have not been used to study dislocation–obstacle interactions to any significant extent, except possibly for the case of an adapted activation–relaxation method known as Autonomous Basin Climbing (ABC) algorithm (18, 33).

An example to this issue is studied here in hcp Zr. Molecular static calculations, akin to simulations at high strain rate and low temperature (16–18), showed that an edge dislocation passes through a cluster of self-interstitial atoms (SIAs) under shear deformation, with both defects recovering their original structures after the interaction (1). On the other hand, in postmortem transmission electron microscopy (TEM) on irradiated Zr specimens deformed at low strain rates (10−3 s−1) and high temperature (600 K), a formation of so-called cleared channels was observed. The entire plastic deformation was found to localize in these channels, which were completely free from defects (8). The presence of dislocation channels indicates the removal of the obstacles on the slip plane by the moving dislocations. Clearly there is a seeming discrepancy between the experiments and simulations.

Significance

Strain rate affects the dislocation interactions and plasticity in materials. Quantitative prediction of dislocation-defect interaction mechanisms and critical stresses as a function of strain rate, reaching down to the experimental deformation conditions much lower than 106 s−1, has been an outstanding challenge to traditional atomistic simulations. This study provides an original analytical and atomistic approach to predict dislocation-defect microstructure evolution at arbitrarily low strain rates. We demonstrated this model on a specific defect–dislocation system in zirconium, where the results bridge simulations to experiments, a paradigm that has been prohibitive to molecular dynamics. The principles in this study are broadly applicable to assessing the effects of strain rate on other defects with increasing complexities in a range of materials.
Recently, we have used the transition state theory (TST) approach to formulate the coupling of strain-rate effects to thermal activation in describing the mobility of an edge dislocation in a metal (18). Here we extend our formulation to predicting the mechanisms and kinetics of dislocation–defect interactions from atomistic simulations over a wide range of time scales including low strain rates. Our starting point is the sampling of interaction pathways and energies at the atomistic level using the ABC method (34–38). Combining the atomistic interaction pathways and energy barriers with TST, in what we now call ABC-T, enables us to span a wide range of time scales. We theoretically derive the impact of applied strain rate on the thermally activated interaction processes using TST, and inform the TST model by results from the ABC calculations. In this original approach (Fig. 1 and Methods), the simulation of dislocation–defect interactions can reach arbitrarily low strain rates, unlike the previous MD simulations that were limited to the very high strain-rate regime. This approach, when implemented in hcp Zr, enabled us to uncover dislocation–defect interaction mechanisms over strain rates from $10^{-7}$ s$^{-1}$ to $10^3$ s$^{-1}$, well beyond the reach of traditional MD methods. We demonstrate the interplay between thermal activation and strain rate through an interaction mechanism map for hcp Zr. The results at high strain rates are then validated against MD simulations on the same defect system, and various mechanisms in other material systems can also be reasonably explained, as discussed later.

The article is laid out as follows. The basic modeling and simulation methodology is summarized in Simulation Methodology, with further details given in Methods. The unique feature introduced is the use of TST to determine the incremental strain step in evolving the system under a prescribed strain rate and temperature. To execute the simulation one needs to know the effective activation barrier at each step, calculated by TST. Atomic simulation results of the dislocation–SIA cluster model under study are discussed in Results of Static Simulation, showing a recovery mechanism at high strain rates for the interaction similar to previous simulations. Results on dislocation–defect interactions at finite temperature and several strain rates are presented in Simulation at Finite Temperature and Constant Strain Rates. At the two lowest strain rates studied, a climb mechanism (defect absorption) associated with a trigger reaction appears, and this is different from the one seen at the higher strain rate (and in static simulations). In Mechanism Map in Strain Rate and Temperature, guided by our unexpected findings from the previous section, we determine separately the corresponding activation barrier and use this as input to a coarse-graining formulation to predict a mechanism map in strain rate and temperature. We show the predicted crossover from recovery to climb agrees quite well with our independent MD simulations in the high strain-rate regime. There are several implications regarding the significance of a mechanism map involving the strain rate as a state variable; they are discussed in Discussion and Conclusion.

Simulation Methodology

In this work we choose to study the interaction between a $1/3 <1120> (1\overline{1}00)$ edge dislocation in the prism plane and a 5-SIA cluster in the basal plane of hcp Zr as a model system. We take an SIA cluster with a planar structure in the basal plane as an energetically favorable defect in Zr (39). For the dislocation, we take the prismatic slip system, found in tensile experiments to be more affected by irradiation than the basal slip system (8). In tensile test experiments, the system is strained by applying a controlled external strain rate. To mimic the experimental conditions, we apply the procedure illustrated in Fig. 1 and described in Methods to simulate the dislocation–defect interactions. The algorithm defined in Methods permits us to identify the dislocation–obstacle interaction mechanism and the critical shear stresses under different strain rates and temperatures, and to extend to arbitrarily lower strain rates than those possible with traditional MD. In summary, the present approach combines the TST framework with the activation–relaxation algorithm known as ABC for sampling interaction pathways and energies (34–38). The simulation proceeds in time step increments. Each incremental strain step is calculated by TST at a prescribed strain rate and temperature, given the reaction pathway and energy barriers ($E_a$) found by ABC calculations. The simulation is terminated when the dislocation is unpinned and the defect system is fully relaxed.

Results of Static Simulation

We first consider the dislocation–SIA interaction under static conditions. The results will provide a useful reference for the simulations at finite temperature and varying strain rates to follow. Fig. 2 shows the system-level response of defect interaction to shear deformation, variation of the shear stress with applied strain, and the corresponding atomic configurations. One can see two stress relaxation events over the course of strain deformation. The atomic configurations at points 2 and 3 indicate the first stress drop is associated with dislocation pinning to the SIA cluster. This pinning consists of a glide motion of the dislocation and a climb of the SIA cluster (Fig. 2B, 2C).
configuration 3). Upon further straining, there is a monotonic increase of the stress from 3 to 4. The second stress reduction occurs at about 250 MPa, where the atomic configurations show clearly the dislocation and SIA cluster detach from each other. The dislocation structure is seen to be fully recovered after the interaction. Although the SIA cluster structure is also recovered, the interaction with dislocation has caused it to be shifted up by one plane above the original glide direction. Because the results of Fig. 2 are the same as those in a previous static simulation in a significantly larger system (1), they may be regarded as validation of our model setup and simulation procedure.

Simulation at Finite Temperature and Constant Strain Rates

We now study the same unit process of dislocation–SIA cluster interaction by applying the TST-based methodology described in Simulation Methodology. Simulations are conducted at 300 K, and three selected strain rates, $10^3$ s$^{-1}$, $10^4$ s$^{-1}$, and $10^5$ s$^{-1}$. The attempt frequency is taken to be $10^3$ s$^{-1}$. Fig. 3A shows the effects of finite temperature and varying strain rates on the system-level response. Both temperature (thermal softening) and reducing strain rate contribute to lowering of the peak stress and the strain values associated with the onset of stress relaxation, which is physically what one would expect. On the stress–strain curve, it may appear that all three strain rates give the same qualitative behavior. However, this is not the case when one examines the corresponding atomic configurations at points 1, 2, and 4, at strain rates $10^3$, $10^4$, and $10^5$ s$^{-1}$, respectively. As shown in Fig. 3, although the dislocation–SIA cluster interaction ended with the recovery of both defects for $10^3$ s$^{-1}$ (point 4), the interaction at the two lower strain rates result in absorption of the SIA cluster (points 1 and 2).

We will refer to the process occurring at the high strain rate of $10^5$ s$^{-1}$, where the dislocation and SIA cluster structures reconstituted, as the “recovery” mechanism (albeit the cluster climbed to one plane higher). We will designate process at the lower strain rates, $10^3$ s$^{-1}$ and $10^4$ s$^{-1}$, where the SIA cluster is absorbed, as the “climb” mechanism. In the latter, absorption by the dislocation is associated with a superjog formation, with the resultant jog being dragged along by the gliding dislocation. In the climb mechanism at $10^5$ s$^{-1}$, the absorbed SIA cluster spreads into an extended jog structure (seen in configuration 1 in Fig. 3), whereas at the higher strain rate (i.e., $10^7$ s$^{-1}$), the absorbed cluster takes on a narrow jog structure. The reason is that the SIA does not have enough time to spread out and fully interact with the dislocation at this relatively higher strain rate (seen in configuration 2 in Fig. 3).

It is important to know under what conditions the recovery and climb mechanisms dominate, as the latter can lead to creep and growth (2, 3), or to sweeping of defects and the formation of clear channels in the prism plane (40). To formulate a strain-rate criterion for the transition between these competing mechanisms, we examine further the results of Fig. 3. We focus on a reaction, to be denoted as the “trigger,” that appears in the stress–strain curve at strain rates of $10^3$ s$^{-1}$ and $10^5$ s$^{-1}$ in connection with the climb mechanism. The trigger reaction is an activated and irreversible process involving the rearrangement of the local structure. The atomic configurations in the trigger reaction are shown in Fig. 4. One sees a few atoms on the bottom edge of the SIA cluster are pushed upwards, leaving behind a relatively low-density region near the dislocation core. The local free volume in turn facilitates rearrangement of the local atom and the absorption of SIA cluster by the dislocation, as seen in Fig. 3 (configurations 1 and 2).

Whether the trigger reaction can take place or not is determined by the interplay between applied strain rate and temperature. To quantify this interplay we look for additional details concerning the thermally activated reaction paths and the corresponding energy barriers in the trigger reaction to understand how they are affected by the applied strain rate. As shown in Fig. 5, the trigger event can only occur with strain values from $e_i$ to $e_f$ (the light blue region in the figure). This is because before strain $e_i$, the dislocation and SIA cluster are not yet in contact with each other, whereas beyond $e_f$ the dislocation will just pass through the SIA cluster following the recovery mechanism. In the range ($e_i, e_f$) the trigger barrier decreases initially with strain and reaches a minimum around 0.33 eV at the critical strain around 0.015. Beyond the minimum, the barrier increases with strain. The parabola-like shape seen in Fig. 5 can be traced to the symmetric distribution of the Burgers vector for the $1/3 < 11\overline{2}0 > (1\overline{1}00)$ edge dislocation when using the Ackland–Wooding–Bacon (AWB95) potential (41) and the symmetric shape of the SIA cluster. This nonmonotonic behavior is distinctly different from the traditional picture of monotonic decrease of dislocation glide activation barrier (represented typically as $E_b(e) = E_{b0}[1 - (e/e_i)^n]$, where $E_{b0}$ is the barrier at zero strain/stress, $e_i$ is the yield strain, and $p$ and $q$ are shape parameters). The combination of a finite strain range (from $e_i$ to $e_f$) for the trigger reaction and the existence of a nonzero minimum of the activation barrier essentially delineate a time window for the activated reaction to occur.

Mechanism Map in Strain Rate and Temperature

It is to be expected that the trigger reaction is an interplay between thermal and strain activations. If the strain rate is too high, there will not be enough time for thermal activation to be effective, so the trigger reaction cannot proceed. By the same token, a lower strain rate permits more time for the thermally activated trigger reaction to occur. Similarly, at higher temperature,
less time is needed for activation, so the trigger reaction becomes more likely. We have previously discussed how thermal activation is affected by strain rate in the mobility of a screw dislocation in bcc Fe under shear (18). The key quantity in this study is the stress (or strain)-dependent activation energies, $E(\varepsilon)$, that allows temperature and rate effects to be coupled in the TST description of dislocation motion. In the same spirit and guided by the findings just described, we follow a procedure explained in detail in Methods to obtain the activation energy profile $E(\varepsilon)$, for the trigger reaction, shown in Fig. 5. An activation probability of the trigger event (see SI Appendix for the derivation) then can be calculated as a function of temperature and applied strain rate as:

$$P_{\text{trigger}}(T, \dot{\varepsilon}) = \frac{1}{\dot{\varepsilon}} \int_{\varepsilon_i}^{\varepsilon_f} k(\varepsilon) e^{-\frac{E(\varepsilon)}{k_B T}} d\varepsilon,$$

where $k(\varepsilon) = \frac{\varepsilon_0}{k_B T} e^{-\frac{E(\varepsilon)}{k_B T}}$ represents the thermal activation rate of the trigger event, $\dot{\varepsilon}$ is the applied strain rate, and $\varepsilon_i$ and $\varepsilon_f$ represent the initial and final strain states for the trigger interaction, respectively. We choose a threshold probability $p_c$ for deciding whether the trigger reaction can be activated, with $p_c$ being 0.5 or greater. If $P_{\text{trigger}} \geq p_c$, then the trigger event proceeds (climb mechanism dominant), whereas if $P_{\text{trigger}} < p_c$, the dislocation passes through the SIA cluster (recovery mechanism dominant).

The mechanism map constructed, shown in Fig. 6, delineates the two regions where recovery and climb mechanisms are expected to dominate. The boundary separating the two regions is obtained by evaluating Eq. 1 with $E(\varepsilon)$ given by the strain-dependent activation barrier shown in Fig. 5 and with $\varepsilon_0 = 10^{13} \text{ s}^{-1}$. The band surrounding the curve is obtained by allowing $\varepsilon_0$ to vary between $10^{12} \text{ s}^{-1}$ and $10^{14} \text{ s}^{-1}$. The results shown correspond to taking $p_c = \int_{\varepsilon_i}^{\varepsilon_f} e^{-\frac{E(\varepsilon)}{k_B T}} d\varepsilon \approx 0.632$. A sensitivity analysis of the choice of $p_c$ from 0.5 to 0.632 shows insignificant variation in the resulting mechanism boundary.

In Fig. 6 we also show the results of our MD simulations on the same dislocation–SIA cluster system at three strain rates (Methods). These simulations are computationally very demanding, especially the long runs required to reach a strain rate of $10^3 \text{ s}^{-1}$. The agreement between the independent MD simulations and the predicted mechanism map seen in Fig. 6 is quite remarkable. This consistency suggests that the basic arguments used in our analysis of coupled thermal and stress activation effects are quantitatively accurate at least in the limit of high strain rates. To our knowledge, such analytical and quantitative testing of the atomistic theory of defect interactions against MD simulations has not been reported heretofore. Besides the high strain-rate regime, our formulation also extends to the low strain-rate regime relevant to many experiments on defect interactions and mechanical deformations. Quantitative validation against appropriate experiments would be worthwhile in future work.

In Fig. 6 we show one statistical TEM study of dislocation channeling where defect absorption mechanisms play an important role (8). Strain rate and temperature have been observed to affect the dislocation–obstacle interactions in several previous reports (i.e., see ref. 4 and the references therein). However, the TST-based analytical approach presented here is able to quantitatively predict a mechanism map over a wide range of strain rates that was inaccessible to MD simulations to reach before.

A clearer picture of strain rate effects on defect interactions as presented here can help to reconcile previous experimental results and molecular static simulations. In the case of interaction between an «a» edge dislocation and a SIA cluster (the same type of defects as those modeled here) in Zr (1), simulation has shown the outcome to be the recovery mechanism. On the other hand, tensile experiments (8) at 600 K and $10^{-3} \text{ s}^{-1}$ showed clear channels, indicating the climb mechanism is expected to operate (Fig. 6). The absorption and drag of SIA clusters by the dislocation can clear the obstacles along the dislocation path, thus providing an explanation of defect-free channels observed in the experiments. This means one should not regard the previous static simulations to be in conflict with experiments; rather they pertain to different regimes on the mechanism map. Our results demonstrate the magnitude of applied strain rate can be an important factor in the formation of dislocation channels. It is worth recalling here that the absorption of obstacle by dislocation is not the only mechanism for dislocation channeling. For example, in Cu, in the interaction between edge dislocation and stacking fault tetrahedra (SFT) with certain geometry, high temperature (>300 K) and low, in MD scale, strain rate ($<10^{-5} \text{ s}^{-1}$) (4), sessile jog can be transformed into glissile structures that can be dragged away by moving dislocations.

![Fig. 5.](image1.png) **Fig. 5.** The energy barrier for the trigger reaction that leads to dislocation jog via the absorption of the SIA cluster, shown here as a function of strain, superimposed on the strain–stress curve at 0 K from Fig. 3. The trigger reaction can take place only between $\varepsilon_i$ and $\varepsilon_f$. The blue data points represents the thermal activation rate of $\varepsilon = 10^{-3} \text{ s}^{-1}$ and $10^{-1} \text{ s}^{-1}$, respectively. The blue data points are the MD results, with the open squares representing the result of recovery (upper bound) and 100 (lower bound).

![Fig. 6.](image2.png) **Fig. 6.** (Mechanism map) The strain-rate–temperature diagram showing the boundary separating the recovery and climb mechanisms in dislocation–SIA cluster interaction studied in this work in hcp Zr. Calculated boundary (red curve) is obtained using an attempt frequency of $10^{13} \text{ s}^{-1}$. Upper and lower bound of the light blue region correspond to attempt frequencies of $10^{14} \text{ s}^{-1}$ (upper bound) and $10^{12} \text{ s}^{-1}$ (lower bound), respectively. The blue data points are the MD results, with the open squares representing the result of recovery mechanism and the filled squares representing the climb mechanism. The red triangle denoted as “exp.” represents the result from previous experiments (9) as an outcome of dislocation–SIA cluster interactions in hcp Zr.
Fig. 7. A summary of selected experimental and computational data from different materials to show the transition from athermal deformations to thermally activated processes with reducing strain rate or with increasing temperature. The data on 316 stainless steel experiments are adapted from ref. 22, 304 stainless steel experiments from ref. 27, Zircaloy-2 experiments from ref. 26, copper experiments from ref. 24, copper simulations from refs. 20, 42, and bcc Fe simulations from refs. 4, 12.

Discussion and Conclusion

We have proposed a unique atomistic modeling framework that combines TST and ABC, ABC-T, to assess the dislocation–defect interaction mechanisms and critical stresses over a wide range of strain rate conditions. In so doing we extend time scales accessible to atomistic simulation beyond the range of traditional MD simulations by many orders of magnitude. We cast our results in a deformation mechanism map with strain rate as an independent control parameter. In studying dislocation–SIA cluster interaction in hcp Zr, we find two distinct competing interaction mechanisms as manifestations of the fundamental interplay between thermal activation and applied strain rate. Because the two mechanisms have different consequences on mechanical properties, we constructed a temperature–strain rate mechanism map, and the fundamental and quantitative understanding of such a mechanism map with regard to simulation versus experiment will have broad implications.

Our findings may be extended to other types of defects and classes of materials where atomistic simulation results are not yet entirely compatible with interpretations of experiments. Consider a similar situation in Cu, where a long-standing and inconclusive inquiry exists to understand the formation of clear channels upon interaction of dislocations with SFT. The SFTs were found to be collapsed by a single moving dislocation in situ straining TEM experiments (23, 24), leading to the formation of defect-free regions. On the other hand, in early MD simulations, the dislocations were found to pass through the perfect SFTs without absorbing them (42). More recent MD simulations demonstrated the interaction is dependent on the geometry, temperature and strain rate, and boundary conditions (20, 25). It was shown that, in the presence of high temperature and free surfaces, the interaction can lead to a partial disappearance of SFT, which is qualitatively more consistent with the observations in the in situ straining TEM experiments. However, a complete disappearance of SFTs was never observed by MD but was often observed experimentally. It has been suggested the strain rate difference between experiments and MD simulations is the most probable reason for the discrepancies between these two sets of results (23). A mechanism map like Fig. 6 could provide a quantitative resolution of this apparent controversy. In Fig. 7 we show a collection of simulation and experimental results of dislocation–defect interactions for several metals. In each case there is a transition in mechanism (open to closed symbols) with either increasing temperature or decreasing strain rate. For example, in MD simulations of dislocation–SIA loop interaction in bcc Fe and of dislocation–SFT interaction in Cu (4, 12, 20), the obstacle can be absorbed or partially absorbed at high temperature but not at low temperature. In tensile experiments on steels, the dominant deformation mechanism is found to change from twinning to dislocation channeling with increasing temperature (21, 22). In tensile experiments on Zircaloy-2, the width of the dislocation channels is observed to be larger at high temperature than at low temperature (26). These various deformation mechanisms shown in Fig. 7 now can be viewed as an underlying competition of strain rate and thermal activation in the spirit of the mechanism map in Fig. 6. We anticipate a similar theoretical framework can be developed to quantitatively predict the boundaries separating interaction mechanisms in any material or defect system as those exemplified in Fig. 7. Although the original ABC algorithm (34) has been used here, significant improvements to the efficiency of the method (43) can enable the investigation of more complex microstructures such as grain boundaries and cracks. Comparing Figs. 6 and 7, we see a unifying role for the mechanism map to guide future simulation and experimental investigations.

A final observation is that we have demonstrated the feasibility of simulating plastic deformation involving elementary dislocation–defect interactions at the atomic scale at low strain rates. This contribution bridges the gap between atomistic simulations and mesoscale models of plasticity in enabling the prediction of deformation mechanisms and kinetics over a very wide range of strain rates and time scales (44). There is considerable potential for future work in extending the present approach to other crystalline defects, such as cracks and grain boundaries (replacing the dislocation) as part of the current attempts to study technologically significant macroscale phenomena using atomistic-level mechanisms (45). In particular we see the coupling of strain rate and thermal activation as a fundamental physical principle that governs nonequilibrium reaction mechanisms driven by time-dependent conditions, applicable not only to defect interactions but also broadly to other fields ranging from rheology (46) to electrochemistry (47).

Methods

Combining ABC and TST in Simulating Dislocation–Obstacle Interactions at Prescribed Strain Rate and Temperature. The algorithm that we constructed to simulate the dislocation–defect interactions at any given strain rate and temperature follows the steps described below. The imposed constant strain rate in simulations mimics tensile test experiments performed under constant strain rate conditions:

i) under a given strain condition (including the initial state with no strain), use ABC to obtain the reaction pathway;

ii) apply nudged elastic band method (48) to calculate the energy barrier of the initial and final states that are determined in step i; and

iii) determine the thermal activation time defined as \( t_a = \frac{e^{E_b/kT}}{\nu e^{E_b/kT}} \), where \( E_b \) is the attempt frequency (of order \( 10^{13} \) s\(^{-1}\)). For a specified strain rate \( \dot{\varepsilon} \), the corresponding strain increment \( \Delta \varepsilon = \Delta \varepsilon = \frac{\Delta t}{\dot{\varepsilon} e^{-E_b/kT}} \), is applied to the system. Go back to step i under the new strain condition.

In this algorithm the coupling between thermal activation and strain rate is treated in the TST framework. Notice the system is strained in discrete steps of variable magnitude at time increments. Because strain loading is continuous in actual experiments, appreciable errors could arise if the calculated strain increment, \( \Delta \varepsilon \), in step iii is too large. The errors come from two aspects: (a) the system can be driven too far from current state, and some abrupt changes to the inherent structures and underlying potential energy landscape might happen, and (b) the activation barrier varies with the function of time/strain; therefore, the calculated strain increment based on identified barrier under a fixed time/strain can induce errors on timescale estimations. The timescale can be overestimated or underestimated, depending on whether
The activation barrier decreases or increases with time/strain. To control the simulation (1). The simulation crystal has the dimensions of 14.46 nm, 4.15 nm, and 13.51 nm along the dislocation Burgers vector, along the dislocation line, and perpendicular to the dislocation slip plane, respectively, and contains 34,181 mobile Zr atoms. The periodic boundary conditions are applied along the dislocation line and Burgers vector directions, whereas atoms at the upper and lower blocks were fixed (Fig. 1). The upper block was moved as a whole with a certain velocity providing the required strain rate. Under each strain rate, the x-component of the total force \( F_x \) on the upper block is calculated. Then the stress is calculated as \( \sigma = \frac{F_x}{\text{area of the upper block}} \). More details of the model, strain application, and applied stress calculations can be found in ref. 4 and references there. Exactly the same crystals were used for ABC and MD simulations. An embedded atom method-type interatomic potential for hcp Zr metal, the AW895 potential (50), is used in this study.

The classical MD simulations are performed under three different strain rates (10^{-4}, 10^{-3}, 10^{-2} s^{-1}), and eight different temperatures (50 K, 150 K, 250 K, 300 K, 350 K, 400 K, and 500 K) at each strain rate. A cubic box was used the NVE ensemble while adjusting the lattice parameter to zero total pressure at each temperature. The performed set of MD simulations is very expensive computationally; for the low strain rate cases up to \( \sim 3 \times 10^8 \) steps are needed in integrating the Newton’s equation of motion to cover physical times of up to \( \sim 150 \) ns.
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