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We present a systematic analysis of the quasielastic scaling functions computed within the relativistic mean field (RMF) theory and we propose an extension of the superscaling approach (SuSA) model based on these results. The main aim of this work is to develop a realistic and accurate phenomenological model (SuSAv2), which incorporates the different RMF effects in the longitudinal and transverse nuclear responses, as well as in the isovector and isoscalar channels. This provides a complete set of reference scaling functions to describe in a consistent way both \((e,e')\) processes and the neutrino/antineutrino-nucleus reactions in the quasielastic region. A comparison of the model predictions with electron and neutrino scattering data is presented.
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I. INTRODUCTION

Scalings are a phenomenon observed in several areas of physics [1]. It occurs when a particle interacts with a many-body system in such a way that energy \(\omega\) and momentum \(q\) are transferred only to individual constituents of the complex system. In the particular case of quasielastic (QE) scattering of electrons from nuclei, in most of the models based on the impulse approximation (IA), the inclusive \((e,e')\) cross section can be written approximately as a single-nucleon cross section times a specific function of \((q,\omega)\). Scaling occurs when, in the limit of high-momentum transfers, that specific function scales, becoming dependent on only a single quantity, namely, the scaling variable \(\psi\). This quantity, whose definition is discussed later, is in turn a function of \(q\) and \(\omega\): \(\psi = \psi(q,\omega)\). The function that results once the single-nucleon cross section has been divided out is called the scaling function \(f = f(q,\psi)\). In other words, to the extent that at high \(q\) this function depends on \(\psi\), but not on \(q\), one says that \(\psi\) scaling occurs.

The study of the scaling function can shed light on the dynamics of the nuclear system. Indeed, within some specific approaches, the scaling function is related to the momentum distribution of the nucleons in the nucleus (or, more generally, with the spectral function) [2,3].

When studying \((e,e')\) processes, it is useful to introduce the following concepts.

(i) **Scaling of the first kind.** This is what is discussed above: It is satisfied when the scaling function does not explicitly depend on the transferred momentum, but only on \(\psi\) including its implicit dependence on \(q\) and \(\omega\).

(ii) **Scaling of the second kind.** This is observed when the scaling function is independent of the nuclear species.

(iii) **Scaling of the zeroth kind.** This occurs when the scaling functions linked to the different channels that make up the cross section, longitudinal \((L)\) and transverse \((T)\), are equal. For example, when considering inclusive electron scattering, zeroth-kind scaling means that the electromagnetic (EM) scaling functions satisfy \(f = f_L = f_T\), where \(f\) represents the total EM scaling function and \(f_L, T\) are the EM longitudinal and transverse ones.

(iv) **Superscaling.** Finally, when scaling of both the first and the second kinds occurs simultaneously, one has superscaling [4,5].

The relativistic Fermi gas (RFG) model, in spite of its simplicity, provides a completely relativistic description of the QE process and allows for fully analytical expressions [5,6]. Additionally, the RFG model satisfies exactly all of the kinds of scaling introduced above. Following the formalism of Refs. [4,5,7], in this work we use the RFG cross sections to build the EM scaling functions \((f_{L,T})\). The general procedure used to define scaling functions consists of constructing the inclusive cross section, or response functions, within a particular model (or data) and then dividing them by the corresponding single-nucleon quantity computed within the RFG model. The explicit expressions for the RFG single-nucleon cross section and response functions are given in Appendix A.

In previous works [4,5,7–9] a large body of \((e,e')\) cross section data were analyzed within this scaling formalism. The results show that first-kind scaling works reasonably well in the region \(\omega < \omega_{QEP}\) (\(\omega_{QEP}\) being the transferred energy corresponding to the QE peak), while second-kind scaling is excellent in the same range of \(\omega\). In contrast, when \(\omega > \omega_{QEP}\) both first- and second-kind scaling are seen to be violated.

In Refs. [5,7] scaling was studied by analyzing experimental data for the individual EM longitudinal \((R_L)\) and transverse \((R_T)\) responses. Those studies concluded that \(f_L\) superscales approximately throughout the region of the QE peak, while \(f_T\) only superscales in the region \(\omega < \omega_{QEP}\) and clearly does not for \(\omega > \omega_{QEP}\). The scaling violation in the transverse response at high \(\omega\) occurs because in that range of the spectrum other
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non-QE processes such as meson production and resonance excitation, at high excitation energies going over into deep inelastic scattering, and excitation of \( np-nh \) states induced by meson-exchange currents are known to be of importance for a correct interpretation of the scattering process.

Exploiting the superscaling property exhibited by the longitudinal data, in Ref. [7] the “experimental longitudinal scaling function,” namely, \( f_{L,\text{exp}}^{ee} \), extracted from the analysis of the longitudinal response for several nuclear species and kinematical situations, was presented. However, owing to the non-QE contributions discussed above, the extraction of an experimental transverse scaling function, \( f_{T,\text{exp}}^{ee} \), has not been systematically performed to date. Nevertheless, in spite of the difficulty of analyzing the transverse scaling function, preliminary studies [10], based on the modeling of the QE longitudinal response and contributions from non-QE channels, have provided some evidence that the scaling of the zeroth kind is not fully satisfied by data. In particular, these studies find \( f_{T,\text{exp}}^{ee} > f_{L,\text{exp}}^{ee} \), a point that is discussed in more detail later.

The superscaling approach (SuSA) is based on the scaling properties of the longitudinal response extracted from \((e,e')\) data to predict charge changing (CC) QE neutrino- and antineutrino-nucleus cross sections [11], namely, \((v_l,l')\) and \((\bar{v}_l,l')\). Thus, SuSA is based on the hypothesis that the neutrino cross section scales as does the electron-scattering cross section. This feature is observed in most of the models based on IA (see, for instance, Refs. [12–14]). SuSA uses the experimental scaling function \( f_{L,\text{exp}}^{ee} \) as a universal scaling function and then builds the different nuclear responses by multiplying it by the corresponding single-nucleon responses. However, notice that the extraction of \( f_{L,\text{exp}}^{ee} \) entails the analysis of the longitudinal \((e,e')\) (isoscalar + isovector) nuclear response. In contrast, CC neutrino-nucleus reactions involve only isovector couplings and are mainly dominated by purely transverse responses \((f_{TVV} + T_{AA})\) and \( T_{VA} \); the indices \( V \) and \( A \) referring to the vector and axial components of the weak hadronic current). Thus, one could question the validity of the SuSA. This issue was studied in Ref. [15] by analyzing the scaling functions of the relativistic mean field (RMF) model (see below). There it was found that, contrary to what one might expect, the \((e,e')\) longitudinal scaling function agrees with the total \((v_l,l')\) one (which is mainly transverse) much better than does the transverse scaling function from \((e,e')\). This result is explained by the different roles played by the isovector and isoscalar nucleon form factors in each process (see Ref. [15] for details).

Within the RMF model the bound and scattered nucleon wave functions are solutions of the Dirac-Hartree equation in the presence of energy-independent real scalar (attractive) and vector (repulsive) potentials. Because the same relativistic potential is used to describe the initial and final nucleon states, the model is shown to preserve the continuity equation (this is strictly true for the CC2 current operator); hence, the results are almost independent of the particular gauge selected [13,14]. The RMF approach has achieved significant success in describing QE electron-scattering data. On the one hand, its validity has been widely proven through comparisons with QE \((e,e')\) data (see Refs. [13,16] and Sec. IV). In this connection, an important result is that the model reproduces surprisingly well the magnitude and shape of \( f_{L,\text{exp}}^{ee} \); i.e., it yields an asymmetric longitudinal scaling function, with more strength in the high-\( \omega \) tail, and with a maximum value (~0.6) very close to the experimental one. On the other hand, the model predicts \( f_{T,\text{exp}}^{ee} > f_{L,\text{exp}}^{ee} \). This violation of zeroth-kind scaling was analyzed in Ref. [15], where it was shown that the origin of such an effect lies in the distortion of the lower components of the outgoing nucleon Dirac wave function by the final-state interactions (FSIs).

However, the RMF model also presents some drawbacks. First, it predicts a strong dependence of the scaling function on the transferred momentum \( q \), an occurrence that is hardly acceptable given the above phenomenological discussion. For increasing values of \( q \) the RMF model presents: (i) a strong shift of the scaling functions to higher \( \omega \) values, (ii) too much enhancement of the area under the tail of the functions, and (iii) correspondingly too severe a decrease in the maximum of the scaling functions. All of these features are studied in detail in Sec. II. Second, getting results with the RMF model is computationally very expensive, especially when the model is employed to predict neutrino cross sections where one has to fold in the flux distribution of the incident neutrino or one has to compute totally integrated cross sections. Hence, in what follows, after correcting for the too-strong \( q \) dependence of the RMF model, we implement the main features of the model in a new version of the SuSA approach, called “SuSA version 2,” or “SuSAv2,” which makes it possible to obtain numerical predictions to compare with data using fast codes, yet retaining some of the basic physics of the RMF.

In summary, the main goal of this work is to extend the SuSA model, incorporating in its formalism information from the RMF model. So we build the new model in such a way that it reproduces the experimental longitudinal scaling function, \( f_{L,\text{exp}}^{ee} \), takes into account the differences in the isoscalar/isovector scaling functions and avoids the problems of the RMF model in the region of medium and high momentum transfer.

The structure of this work is as follows: In Sec. II we present and discuss the features of the various scaling functions in the RMF model. In Sec. III we define the SuSAv2 model. In Secs. IV and V we present the SuSAv2 results for QE electron- and neutrino-nucleus reactions, respectively, and compare them with selected experimental data. In Sec. VI we draw our main conclusions. Some details on the definitions of scaling functions and on the implementation of Pauli blocking in the SuSAv2 approach are presented in the Appendices.

II. RMF SCALING BEHAVIOR

In this section we present a systematic analysis of the scaling functions computed with the RMF and the relativistic plane wave impulse approximation (RPWIA). Both models are based on the relativistic impulse approximation (RIA) and provide a completely relativistic description of the scattering process. The bound-state Dirac-spinors are the same in both models and correspond to the solutions of the Dirac equation with scalar and vector potentials. The two models differ in the treatment of the final state: The RPWIA describes the
outgoing nucleon as a relativistic plane wave, while the RMF model accounts for the FSI between the outgoing nucleon and the residual nucleus using the same mean field as used for the bound nucleon.

In this work we analyze the scaling functions involved in the \((e,e')\), \((v,\mu^-)\), and \((\bar{v},\mu^+)\) reactions as functions of \(q\). Because there exist a great number of \((e,e')\) and \((v,\mu)\) experimental data for \(^{12}\text{C}\), in this work we have chosen it as a reference target nucleus.

We first split all different response functions by isolating the isoscalar \((T=0)\) and isovector \((T=\pm 1)\) contributions in electron scattering, and the vector and axial contributions for neutrino- and antineutrino-induced reactions: \(\text{VV}\) (vector-vector), \(\text{AA}\) (axial-axial), \(\text{VA}\) (vector-axial). This strategy allows us to extract clear information on how the FSI affects the responses linked to \((e,e')\), \((v,\mu^-)\) and \((\bar{v},\mu^+)\) reactions.

The \((e,e')\) inclusive cross section, double differential with respect to the electron-scattering angle \(\Omega_e\), and the transferred energy \(\omega\), is defined in terms of two response functions corresponding to the longitudinal, \(R_L\), and transverse, \(R_T\), channels \((L\) and \(T\) refer to the direction of the transferred momentum, \(q\)). It reads

\[
\frac{d^2\sigma}{d\Omega_e d\omega} = \sigma\text{Mott}(v_L R_L + v_T R_T),
\]

where \(\sigma\text{Mott}\) is the Mott cross section and the \(v\)'s are kinematical factors that involve leptonic variables (see Ref. \[8\] for explicit expressions). Assuming charge symmetry, these two channels can be decomposed as a sum of the isoscalar \((T=0)\) and isovector \((T=\pm 1)\) contributions. In terms of the scaling functions (see Ref. \[5\]) the nuclear responses are

\[
R_{L,T}^{e,e'}(q,\omega) = \frac{1}{k_F} \left[ f_{L,T}^{T=0,1,e,e'}(\psi^T) G_{L,T}^{T=0,1}(q,\omega) \right. \\
+ \left. f_{L,T}^{T=0,1,e,e'}(\psi^T) G_{L,T}^{T=0,1}(q,\omega) \right],
\]

Similarly, the CC muon-neutrino (antineutrino) cross section is \([11]\)

\[
\frac{d^2\sigma}{d\Omega_\mu dE_\mu} = \sigma_0 (\bar{\nu}_L R_{L,L}^{VV} + \nu_{CC} R_{CC}^{AA} + 2 \nu_{CL} R_{CL}^{AA} + \bar{\nu}_{LL} R_{LL}^{AA} + \nu_T R_T + \bar{\nu}_T R_T),
\]

where \(\Omega_\mu\) and \(E_\mu\) are the scattering angle and the energy of the outgoing muon, respectively, \(\chi = +\) for neutrino-induced reactions and \(\chi = -\) for antineutrino ones, \(\sigma_0\) is the equivalent to the Mott cross section in CC neutrino reactions, and the \(\bar{\nu}'\)s are leptonic kinematical factors (see Refs. \([11,12]\) for explicit expressions). In this case, the responses are

\[
R_{L,L}^{VV,\nu^\pm}(q,\omega) = \frac{1}{k_F} f_{L,L}^{VV,\nu^\pm}(\psi^T) G_{L,L}^{VV}(q,\omega),
\]

\[
R_{CC}^{AA,\nu^\pm}(q,\omega) = \frac{1}{k_F} f_{CC}^{AA,\nu^\pm}(\psi^T) G_{CC}^{AA}(q,\omega),
\]

\[
R_{CL}^{AA,\nu^\pm}(q,\omega) = \frac{1}{k_F} f_{CL}^{AA,\nu^\pm}(\psi^T) G_{CL}^{AA}(q,\omega),
\]

The \(G^0\)'s in Eq. \((2)\) and Eqs. \((4)\)–\((9)\) are the single-nucleon responses from RFG that are defined in Appendix \(A\). The \(f^T\)'s are the scaling functions which—if scaling is fulfilled—only depend on the scaling variable \(\psi^T\), also defined in Appendix \(A\). The scaling variable \(\psi^T\) depends on \(q,\omega\), and the energy shift, \(E_{\text{shift}}\), which is introduced to reproduce the position of the experimental QE peak (see Appendix \(A\)).

In the following we examine three basic features of the scaling functions in the RPWIA and RMF models: shape, position and height of the peak, and the integrals of the scaling functions over \(\psi^T\) \([17]\).

A. Shape of the scaling functions

The goal here is to study the shape of all scaling functions. In Fig. 1 (Fig. 2), for different values of \(q\), we present the transverse (longitudinal) RMF scaling functions normalized to the maximum value corresponding to a reference function, and relocated so that the maximum is at \(\psi^T = 0\). As already mentioned, the scaling variable \(\psi^T\) depends on \(q,\omega\), and \(E_{\text{shift}}\). For each scaling function, \(E_{\text{shift}}\) is taken so that the maximum is located at \(\psi^T = 0\). The results within the RPWIA model are presented in Fig. 3.

We do not present results of \(f_{CC}^{AA}, f_{CL}^{AA}, f_{LL}^{AA}\) for neutrino and antineutrino scattering, and \(f_{CL}^{\nu^\pm}\) for electron scattering.
because they are very sensitive to small effects owing to cancellations and/or to the smallness of the denominator (G function), which appears in the definition of the scaling function (see Appendix A). The first three are seen to be insignificant for neutrino reactions, whereas the fourth does not enter in that case and is known to be a minor correction in the QE regime for electron scattering.

Results obtained within RPWIA show that all scaling functions have the same shape (see Fig. 3). This comment also applies to models based on nonrelativistic and semirelativistic descriptions (see Refs. [12,18]).

Within the RMF model, all transverse scaling functions approximately collapse in a single one. On the contrary, the longitudinal responses are grouped in two sets: one corresponding to the pure electron isovector and neutrino (antineutrino) VV responses, i.e., \( f_{L,vv}^{T=1,e'} \) and \( f_{L,vv}^{T=1,\nu} \), and the other to the isoscalar contribution for electrons, namely, \( f_{L,vv}^{T=0,e} \). This result emerges for all \( q \) values and tends to be rather general. It is also noticeable that the tail is higher and more extended for the transverse responses, whereas for the longitudinal ones it tends to go down faster.

It is worth observing that in all cases the RMF scaling functions display a much more pronounced asymmetric shape than the RPWIA ones, an effect related to the specific treatment of FSIs.

B. Height and position of the peak of the scaling function

In panel (a) [panel (b)] in Fig. 4 the peak-height of the transverse (longitudinal) set of scaling functions is presented as a function of \( q \). The results correspond to RMF and RPWIA predictions. We observe that the peak heights of the scaling functions within RPWIA are almost \( q \) independent (and very close to RFG value of 3/4), while the RMF ones present a mild \( q \) dependence in the transverse set and a somewhat stronger one for the longitudinal set. It is well known that FSIs tend to decrease the peak height of the responses, putting the strength in the tails, especially at high energy loss. This is particularly true for the RMF approach [13,19] and models based on the relativistic Green’s function (RGF) [16,20]. Similar effects have also been observed within semirelativistic approaches [12,18]. More specifically, in Fig. 4, we see that the discrepancies between the RMF and RPWIA peak-height results average to \( \sim 25\% \) in the transverse set. However, those discrepancies are more strongly \( q \) dependent in the

![FIG. 2. (Color online) As in Fig. 1, but for the longitudinal RMF scaling functions.](image1)

![FIG. 3. (Color online) As in Fig. 1, but in this case the results correspond to RPWIA. Transverse and longitudinal sets are presented together.](image2)

![FIG. 4. (Color online) (a) Peak height of the transverse set of scaling functions as a function of the transferred momentum \( q \). The upper set of lines corresponds to the prediction within RPWIA, while the lower set of lines has been obtained with the RMF model. (b) As for panel (a), but now for the longitudinal set of scaling functions.](image3)
longitudinal sector, reaching \(\sim 30\%\) (\(\sim 70\%\)) in the lower (higher) \(q\) region for the longitudinal isovector responses (blue lines). Finally, the difference between the isoscalar longitudinal \((e,e')\) scaling function produced by RMF and RPWIA (magenta dash-dotted lines) is somewhat smaller: \(\sim 20\%\) (\(\sim 30\%\)) for lower (higher) \(q\).

In Fig. 5 we study the position of the peak of the transverse and longitudinal sets. To this scope we display the energy shift, \(E_{\text{shift}}\), needed to have the corresponding scaling function peak located at \(\psi' = 0\), as a function of \(q\). Results for the transverse set of scaling functions. (b) As for panel (a), but now for the longitudinal set of scaling functions.

From the analysis of Figs. 4 and 5 one may conclude that \(f_{T=1,e,e'}^{YV}(q)\) presents the same behavior (height and position) as \(f_{L}^{YV,\nu(\bar{\nu})}(q)\) (blue lines). The differences between these three curves are approximately constant and arise from the differences in the bound states involved in the reaction: proton + neutron in \((e,e')\), neutron in \((\nu,\mu^-)\), and proton in \((\bar{\nu},\mu^+)\). The Coulomb-FSI, namely, the EM interaction between the struck nucleon and the residual nucleus, which plays a role when the outgoing nucleon is a proton, could also introduce a difference; however, we find that its effects are negligible and that the differences between, for instance, \(f_{L}^{YV,\nu}\) and \(f_{L}^{YV,\bar{\nu}}\) in RPWIA (where no Coulomb-FSI are involved) are almost the same as in RMF (see Figs. 4 and 5).

As mentioned in the Introduction, the strong \(q\) dependence of the RMF peak position, which keeps growing with the momentum transfer, is a shortcoming of the model, whose validity is questionable at very high \(q\). Indeed, for high \(q\) the outgoing nucleon carries a large kinetic energy so the effects of FSI should be suppressed for such kinematics. In fact, it would be desirable that the RMF results tend to approach the RPWIA ones for increasing momentum transfer; i.e., the scaling functions should become more symmetric, and a saturation of the peak-height reduction and of the energy shift should be observed. That trend is consistent with the scaling arguments \([4,7,13]\), i.e., the experimental evidence of a universal scaling function for increasing \(q\). This is one of the motivations to use an alternative model if one aims to reproduce the experimental \((e,e')\) data at medium-to-high momentum transfers.

A possible alternative for the behavior of the peak height, peak position, and shape of the scaling functions would be to implement the RMF model at low to intermediate \(q\) and the RPWIA one for higher \(q\) values.

C. Sum rules

In Fig. 6, the values of the integrals over \(\psi'\) of the different scaling functions within RMF model are presented versus \(q\). These are given by

\[
S_i(q) = \int_{-\infty}^{\infty} f_i(q, \psi') d\psi'.
\]

FIG. 5. (Color online) (a) Shift energy, \(E_{\text{shift}}\), needed to have the corresponding scaling function peak located at \(\psi' = 0\), as a function of \(q\). Results for the transverse set of scaling functions. (b) As for panel (a), but now for the longitudinal set of scaling functions.

FIG. 6. (Color online) Integrals of RMF scaling functions as functions of \(q\).
The integration limits, denoted by \((-\infty, +\infty)\), extend in reality to the range allowed by the kinematics. The above integral in the case of the longitudinal \((e,e')\) scaling function was shown to coincide, apart from some minor discrepancies ascribed to the particular single-nucleon expressions considered and the influence of the nuclear scale introduced, with the results obtained using the standard expression for the Coulomb sum rule (see Ref. [17] for details). Hence, in what follows we denote the functions \(S_i(q)\) simply as sum rules.

We see that all integrals of the transverse set are above unity and increase almost linearly with \(q\). In general, one observes that they are almost independent in all cases: \(\sim 1\) for the longitudinal set and \(\sim 1.05\) for the transverse set.

### III. EXTENSION OF THE SUPERSCALING APPROACH: THE SuSAv2 MODEL

In this section we build the SuSAv2 model as a combination of the original SuSA model and some of the physical ingredients contained in the RMF and RPWIA models.

On the one hand, as we have shown in the previous sections, the RMF model has a \(q\) dependence that is too strong. On the other hand, the SuSA model does not account for the difference between the longitudinal and transverse \((e,e')\) scaling functions. Similarly, SuSA does not account for possible differences in the scaling function linked to isospin effects (isovector, isoscalar, isovector + isoscalar) or to the character of the current \((J_V J_V, \text{vector-vector}; J_V J_A, \text{axial-vector}; J_A J_A, \text{axial-axial})\).

Thus, we aim to improve the SuSA model by introducing into it specific information from the RMF approach. The goal is to get a new version of SuSA, SuSAv2. The model is based on the following four assumptions.

(i) \(f_L^{ee'}\) superscales; i.e., it is independent of the momentum transfer (scaling of the first kind) and of the nuclear species (scaling of the second kind). It has been proven that \(f_L^{ee'}\) superscales for a range of \(q\) relatively low \((300 < q < 570 \text{ MeV}/c)\); see Ref. [4]. As in the original SuSA model, here we assume that superscaling is fulfilled by nature.

(ii) \(f_T^{ee'}\) superscales. It has been shown that \(f_T^{ee'}\) approximately superscales in the region \(\psi' < 0\) for a wide range of \(q\) \((400 < q < 4000 \text{ MeV}/c)\); see Ref. [7]. However, we assume that once the contributions from non-QE processes are removed \((\text{MEC, } \Delta\text{-resonance, DIS, etc.})\) the superscaling behavior could be extended to the whole range of \(\psi'\).

(iii) The RMF model reproduces quite well the relationships between all scaling functions in the whole range of \(q\). This assumption is supported by the fact that RMF model is able to reproduce the experimental scaling function, \(f_L^{ee'}\), and the fact that it naturally yields the inequality \(f_T^{ee'} > f_L^{ee'}\).

(iv) At very high \(q\) the effects of FSI disappear and all scaling functions must approach the RPWIA results.

Contrary to what is assumed in the SuSA model, where only \(f_L^{ee'}\) is used as reference scaling function to build all nuclear responses, within SuSAv2 we use three RMF-based reference scaling functions (which will be indicated with the symbol \(f\)): one for the transverse set, one for the longitudinal isoscalar set, and another one to describe the longitudinal isovector scaling function in electron scattering. This is consistent with the study of the shape of the scaling functions discussed in the previous section, where three different sets of scaling functions emerged.

We employ the experimental scaling function \(f_L^{ee'}\) as guide in our choices for the reference ones. In Fig. 7 we display the RMF longitudinal scaling function, \(f_L\), for several representative values of \(q\). Notice that the functions have been relocated by introducing an energy shift (see later) so that the maximum is at \(\psi' = 0\). It appears that scaling of the first kind is not perfect and some \(q\) dependence is observed. Although all the curves are roughly compatible with the experimental error bars, the scaling function that produces the best fit to the data corresponds to \(q \approx 650 \text{ MeV}/c\). This is the result of a \(\chi^2\) fit to the 25 experimental data of \(f_L^{ee'}\) as illustrated in the inner plot in Fig. 7.

![FIG. 7. (Color online) Longitudinal scaling function for \((e,e')\) computed within RMF. Each line corresponds to a different momentum transferred (see legend). The scaling functions have been shifted to place the maximum at \(\psi' = 0\). In the inset smaller plot the reduced \(\chi^2\), defined as \(\chi^2/25 = \frac{1}{25} \sum_{i=1}^{25} \left( (f_{L, \text{exp}} - f_{L, \text{RMF}})/\sigma_{L, \text{exp}} \right)^2 \), where \(\sigma_{L, \text{exp}}\) are the errors of the experimental data, is presented versus \(q\). The minimum \(\chi^2\) is around \(q = 650 \text{ MeV}/c\). Data from Ref. [9].](image-url)
According to this result, we identify the reference scaling functions with \( f_{T}^{1.0.0.0} \), \( f_{L}^{1.0.0.0} \), and \( f_{T}^{1.0.0.0} \) evaluated within the RMF model at \( q = 650 \) MeV/c and relocated so that the maximum is at \( \psi' = 0 \) (we account for the energy shift later):

\[
\tilde{f}_{T} \equiv f_{T}^{1.0.0.0} \bigg|_{q=650}^{\text{RMF}},
\]

\[
\tilde{f}_{L,T=1} \equiv f_{L,T=1}^{1.0.0.0} \bigg|_{q=650}^{\text{RMF}},
\]

\[
\tilde{f}_{L,T=0} \equiv f_{L,T=0}^{1.0.0.0} \bigg|_{q=650}^{\text{RMF}}.
\]

Thus, by construction, the (\( e,e' \)) longitudinal scaling function built within SuSAv2 is \( f_{L}^{(e,e')}_{\text{SuSAv2}} = f_{L}^{1.0.0.0} \bigg|_{q=650} \approx f_{L}^{1.0.0.0} \). To work with these reference scaling functions we need analytical expressions for them. To that end, we have used a skewed-Gumbel function which depends on four parameters. The expressions that parametrize the reference scaling functions are presented in Appendix B.

The next step before building the responses [see Eqs. (2)–(9)] is to define the rest of scaling functions starting from the reference ones. According to the third assumption for the construction of SuSAv2, we define

\[
\tilde{f}_{L}^{V,V,\psi}(q) = \mu_{L}^{V,V,\psi}(q) \tilde{f}_{L,T=1},
\]

\[
\tilde{f}_{T}^{V,V,\psi}(q) = \mu_{T}^{V,V,\psi}(q) \tilde{f}_{T},
\]

\[
\tilde{f}_{T}^{A,A,\psi}(q) = \mu_{T}^{A,A,\psi}(q) \tilde{f}_{T},
\]

\[
\tilde{f}_{T}^{V,A,\psi}(q) = \mu_{T}^{V,A,\psi}(q) \tilde{f}_{T},
\]

where we have introduced the ratios \( \mu \) defined as

\[
\mu_{L}^{V,V,\psi}(q) \equiv f_{L}^{V,V,\psi}(q)/f_{T}^{1.0.0.0}(q),
\]

\[
\mu_{T}^{A,A,\psi}(q) \equiv f_{T}^{A,A,\psi}(q)/f_{T}^{1.0.0.0}(q),
\]

\[
\mu_{T}^{V,A,\psi}(q) \equiv f_{T}^{V,A,\psi}(q)/f_{T}^{1.0.0.0}(q),
\]

\[
\mu_{L}^{V,V,\psi}(q) \equiv f_{L}^{V,V,\psi}(q)/f_{L,T=1,0.0.0}(q),
\]

for the transverse set and

\[
\mu_{L}^{V,V,\psi}(q) \equiv f_{L}^{V,V,\psi}(q)/f_{L,T=1,0.0.0}(q),
\]

for the longitudinal one.

From the results of these ratios, presented in Fig. 8, it emerges that one can assume \( \mu_{L}^{V,V,\psi}(q) \approx 1 \), with an error of the order of \( \sim 1\% \). The same assumption could be made for \( \mu_{T}^{V,V,\psi}(q) \) and \( \mu_{T}^{A,A,\psi}(q) \) but in this case the error averages to \( \sim 5\% \) and \( \sim 7\% \), respectively. Regarding the longitudinal isovector set, although not shown, one gets \( \mu_{L}^{V,V,\psi}(q) \approx 1 \) with an error of the order \( \sim 1\% \).

Therefore, it is a good approximation to set all of the \( \mu \) ratios equal to unity in Eqs. (14)–(17).

In summary, within SuSAv2 we assume \( f_{T}^{V,V,\psi}(q) = f_{T}^{A,A,\psi}(q) = f_{T}^{V,A,\psi}(q) = f_{T}^{V,V,\psi}(q) = f_{L}^{V,V,\psi}(q) = f_{L}^{V,V,\psi}(q) = f_{L}^{V,V,\psi}(q) = f_{L}^{1.0.0.0} \). Notice that because \( f_{T}^{1.0.0.0} \) and \( f_{C,CL,LL}^{A,A,\psi} \) are not defined (see Sec. II A) we also assume \( f_{T}^{1.0.0.0} = f_{L,T=1} \) and \( f_{C,CL,LL}^{A,A,\psi} = f_{L,T=1} \).

Finally, to implement assumption number 4 of the model, namely, the disappearance of FSI at high \( q \), we build the SuSAv2 L and T scaling functions as linear combinations of the RMF-based and RPWIA reference scaling functions,

\[
\mathcal{F}_{L}^{T=0.1} = \cos^{2} \chi(q) \tilde{f}_{L}^{T=0.1} + \sin^{2} \chi(q) \tilde{f}_{L}^{\text{RPWIA}},
\]

\[
\mathcal{F}_{T}^{T} = \cos^{2} \chi(q) \tilde{f}_{T} + \sin^{2} \chi(q) \tilde{f}_{T}^{\text{RPWIA}},
\]

where \( \chi(q) \) is a \( q \)-dependent angle given by

\[
\chi(q) = \frac{\pi}{2} \left( 1 - \left[ 1 + \exp \left( (q - q_{0})/w_{0} \right) \right]^{-1} \right),
\]

with \( q_{0} = 800 \) MeV/c and \( w_{0} = 200 \) MeV. The reference RPWIA scaling functions, \( \tilde{f}_{k}^{\text{RPWIA}} \), are evaluated at \( q = 1100 \) MeV/c, while the reference RMF scaling functions, \( \tilde{f}_{k} \), are evaluated at \( q = 650 \) MeV/c (see discussion in Sec. II). The explicit parametrization of \( \tilde{f}_{k}^{\text{RPWIA}} \) is given in Appendix B. With this procedure we get a description of the responses based on RMF behavior at lower \( q \), while for higher momentum transfers it mimics the RPWIA trend. The transition between RMF and RPWIA behaviors occurs at intermediate \( q \) values, namely, \( \sim q_{0} \), in a region of width \( \sim w_{0} \).

The response functions [see Eqs. (2) and (4)–(9)] are simply built as

\[
R_{L}^{V,V}(q,\omega) = \frac{1}{k_{F}} \left[ \mathcal{F}_{L,T=1}(\psi') G_{L,T=1}^{V,V}(q,\omega) \right. + \mathcal{F}_{L,T=0}(\psi') G_{T=0}^{V,V}(q,\omega) \bigg],
\]

\[
R_{T}^{V,V}(q,\omega) = \frac{1}{k_{F}} \left[ \mathcal{F}_{T}(\psi') G_{T=1}^{V,V}(q,\omega) + G_{T=0}^{V,V}(q,\omega) \right],
\]

\[
R_{L}^{A,A}(q,\omega) = \frac{1}{k_{F}} \left[ \mathcal{F}_{L,T=1}(\psi') G_{C}^{A,A}(q,\omega) \right],
\]

\[
R_{C}^{A,A}(q,\omega) = \frac{1}{k_{F}} \left[ \mathcal{F}_{T}(\psi') G_{C}^{A,A}(q,\omega) \right],
\]

\[
R_{L}^{V,A}(q,\omega) = \frac{1}{k_{F}} \left[ \mathcal{F}_{L,T=1}(\psi') G_{L}^{V,A}(q,\omega) \right],
\]

\[
R_{T}^{V,A}(q,\omega) = \frac{1}{k_{F}} \left[ \mathcal{F}_{T}(\psi') G_{L}^{V,A}(q,\omega) \right],
\]

\[
R_{C}^{V,A}(q,\omega) = \frac{1}{k_{F}} \left[ \mathcal{F}_{T}(\psi') G_{C}^{V,A}(q,\omega) \right],
\]

Furthermore, to reproduce the peak position of RMF and RPWIA scaling functions, discussed in Sec. II B,
within SuSAv2 we consider a $q$-dependent energy shift, namely, $E_{\text{shift}}(q)$. This quantity modifies the scaling variable $\psi(q,\omega) \rightarrow \psi'(q,\omega, E_{\text{shift}})$ as described in Appendix A. In particular, we build this function $E_{\text{shift}}(q)$ from the results of the RMF and RPWIA models presented in Fig. 5. Thus, $E_{\text{shift}}(q)$ for the reference RMF scaling function $f_{T}[\psi'(E_{\text{shift}})]$ is the parametrization of the brown dot-dot-dashed line in the panel (a) of Fig. 5. The same procedure is used to parametrize $E_{\text{shift}}(q)$ corresponding to the $f_{L,T=1}$ and $f_{L,T=0}$, but in this case using, as an average, the blue dot-dot-dashed line from the panel (b) of Fig. 5. Moreover, for the RPWIA case we use for the longitudinal and transverse responses the corresponding RPWIA $E_{\text{shift}}(q)$ curves shown in Fig. 5.

Notice that for $q \lesssim 300$–$350$ MeV/c it is difficult to extract the peak position of the RMF scaling function from the data so we have set a minimum shift energy, $E_{\text{shift}} = 10$ MeV. This choice of $E_{\text{shift}}(q)$ depending on the particular $q$-domain region considered is solely based on the behavior of the experimental cross sections and their comparison with our theoretical predictions (see results in next sections). In the past we have considered is solely based on the behavior of the experimental cross sections and their comparison with our theoretical predictions (see results in next sections). In the past we have considered a fixed value of $E_{\text{shift}}$ (different for each nucleus) to be included within the SuSA model to fit the position of the QE peak for some specific $q$-intermediate values. Here we extend the analysis to very different kinematics covering from low to much higher $q$ values. However, the RMF model leads the cross section to be shifted to higher values of the transferred energy. This shift becomes increasing larger for higher $q$ values as a consequence of the strong, energy-independent, highly repulsive potentials involved in the RMF model. Comparison with data (see the results in the next sections) shows that the shift produced by RMF is too large. Moreover, at very high $q$ values, one expects FSI effects to be less important and lead to results that are more similar to those obtained within the RPWIA approach. This is the case when FSIs are described through energy-dependent optical potentials. Therefore, as already mentioned, our choice for the functional dependence of $E_{\text{shift}}(q)$ is motivated as a compromise between the predictions of our models and the comparisons with data.

IV. COMPARISON WITH ELECTRON-SCATTERING DATA

In this section we present a systematic comparison of total inclusive $^{12}\text{C}(e,e')$ experimental cross sections and the predictions for the QE process within RMF, SuSA, and SuSAv2 models. As mentioned, data correspond to the total inclusive cross section which includes contributions from several channels, namely: QE scattering, inelastic scattering, many-nucleon emission, etc. The models presented in this work aim to describe only the QE process. Therefore, one expects that the models do not reproduce the total inclusive experimental data corresponding to kinematical situations in which non-QE contributions play some role. Thus, the main interest of the systematic analysis presented in this section is the comparison between SuSAv2 predictions and those from the SuSA and RMF models. Full analyses of the inclusive $(e,e')$ cross section (including descriptions of QE and non-QE contributions) have been presented with some success in the past [10,11,21]. We plan to complete the description of the inclusive process within the context of the SuSAv2 model, as was made in Refs. [10,11] within SuSA, in the near future.

In Figs. 9–11 we present the comparison of the $(e,e')$ experimental data and models. Owing to the large amount of available data on $^{12}\text{C}(e,e')$ at different kinematics (see Refs. [22,23]) in these three figures we only show some representative examples. Each figure is labeled by the incident electron energy, $\epsilon_i$ (in MeV), the scattering angle, $\theta_e$, and the transferred momentum corresponding to the center of the QE peak, $q$ (in MeV/c). Pauli blocking has been included in the SuSA and SuSAv2 models following the procedure described in Refs. [24,25]. In Appendix C we present a comparison of the models (SuSA and SuSAv2) and data when PB is or is not included. The panels in Figs. 9–11 are organized according to the value of the transferred momentum (at the center of the QE peak) in three sets: low $q$ (from $q = 238$ to $q = 333$ MeV/c) in Fig. 9, medium $q$ (from $q = 401$ to $q = 792$ MeV/c) in Fig. 10, and high $q$ (from $q = 917$ to $q = 3457$ MeV/c) in Fig. 11. The only phenomenological parameters entering in the calculation are the Fermi momentum $k_F$ and the energy shift $E_{\text{shift}}$. For these we use $k_F = 228$ MeV/c (see Ref. [7]) in both SuSA and SuSAv2 models. A constant energy shift of 20 MeV is employed in SuSA [7], while a $q$-dependent function, the one described in Sec. III, is used for $E_{\text{shift}}$ in the SuSAv2 model.

We begin commenting on the low-$q$ panels presented in Fig. 9. The main contributions to the cross section from non-QE processes such as inelastic processes contributions (\Delta resonance) and MEC, are very small, even negligible, in
Some clarifications are called for regarding the RMF results in Fig. 9, where sharp resonances appear at very low $\omega$ values. These correspond to $1p1h$ excitations with the phase shift of a given partial wave going through 90°. With more complicated many-body descriptions, these sharp features are smeared out.

In summary, to test the goodness of the models in the kinematical situation of Fig. 9, one should focus on the study of the tails of the cross sections where large-enough $\omega$ values ($\omega \gtrsim 50–60$ MeV) are involved. There, one observes that SuSA predictions are clearly overshifted to high $\omega$ values while RMF and SuSAv2 models fit the data reasonably well. In addition, as expected, SuSA results are systematically below SuSAv2 and RMF ones at the QEP.

We now discuss the results for medium-$q$ values presented in Fig. 10. First of all, one should mention that for the kinematics of this figure, in addition to the QE process, non-QE contributions are essential to describe the experimental cross sections. For instance, in panels (f), (g), and (h) the $\Delta$ peak appears clearly defined at $\omega$ values above the QE peak. In panel (e) one sees that in the region around the center of the QE peak, the RMF prediction is above the SuSAv2 one, being closer to the experimental data. This is consistent with the behavior of the RMF scaling function studied in Sec. II (see Fig. 4), namely, the peak height of the RMF scaling functions increases for decreasing $q$ values.

If the main non-QE contributions are not included in the modeling it is hard to conclude which model is better to reproduce the purely QE cross section. However, it seems reasonable to conclude that SuSAv2 improves the agreement with data compared to SuSA. For instance, in the situation of panel (e), it would be needed that non-QE processes would contribute more than 20% to the total cross section for SuSA to fit the height of the data around the center of the QE peak. A 20% fraction of the cross section linked to the non-QE contributions is probably too much for that kinematics. Similar comments and conclusions apply to the results in panel (d) of Fig. 9.

For $q$ values close to 650 MeV/c [panels (f) and (g)] RMF and SuSAv2 produce very similar results because of the way in which SuSAv2 has been defined (see Sec. III). For higher $q$ values, $q \gtrsim 792$ MeV/c [panel (h)], SuSAv2 and RMF predictions begin to depart from each other. In particular, RMF results tend to shift the peak to higher $\omega$ values and to place more strength in the tail, while SuSAv2 cross sections tend to be more symmetrical owing to the increasing dominance of the RPWIA scaling behavior (see Sec. III).

This difference is more evident for higher $q$ values, as observed in panels (j)–(l) of Fig. 11. It is important to point out that for the kinematics presented in Fig. 11 the non-QE contributions are not only important but they become dominant in the cross sections. This is the case presented in panels (k) and (l), where the QE peak is not even visible in the data.

We could summarize the main conclusions from the present comparison of models and data as follows.

(i) Regarding the enhancement of the transverse response, $R_T$, in SuSAv2 compared with SuSA. In the absence of modeling of non-QE contributions, the most clear indications that support the SuSAv2 assumptions arise
from the comparison with data at kinematical situations in which non-QE effects are supposed to be small [panels (e) and (d) in Figs. 9 and 10, respectively].

(ii) Regarding the energy shift study. Within the SuSA model we have used a constant energy shift of 20 MeV/c. On the one hand, from the comparison with the low-\(q\) set of experimental data, Fig. 9, one concludes that 20 MeV is too large a shift. On the other hand, the comparison with the high-\(q\) set of data, Fig. 11, suggests that 20 MeV is probably too small. Then one is led to conclude that a constant energy shift is not the best option to reproduce \((e,e')\) data. These results support the idea of introducing a \(q\)-dependent energy shift such as we made in the SuSAv2 model. The theoretical justification of this assumption is discussed in Sec. III.

V. COMPARISON WITH NEUTRINO AND ANTI NEUTRINO DATA

In recent years a significant amount of charge-changing quasielastic (CCQE) neutrino and antineutrino cross-section data have been presented in the literature. In this section, as in the previous one for the \((e,e')\) process, we compare the results of SuSAv2 model with some selected samples from different experiments: MiniBooNE [26,27], Minerva [28,29], and NOMAD [30]. The SuSA predictions are also presented as reference.

MiniBooNE has measured CCQE cross sections that are higher than most predictions based on IA. The excess, at relatively low energy \((\langle E_\nu \rangle \sim 0.7 \text{ GeV})\), observed in MiniBooNE cross sections has been interpreted as evidence that non-QE processes may play an important role at that kinematics [31–33]. It is important to point out that in the experimental context of MiniBooNE, “QE” events are defined as those from processes or channels containing no mesons in the final state. Thus, in principle, in addition to the purely QE process, which in this work refers exclusively to processes induced by one-body currents (IA), meson-exchange current effects (induced by two-body or many-body currents) should also be taken into account for a proper interpretation of data.

In Figs. 12 and 13 the double-differential \((\nu,\mu^-)\) and \((\bar{\nu},\mu^+)\) cross sections measured by the MiniBooNE Collaboration are compared with SuSAv2 (solid blue line) and SuSA (dashed red line) predictions. Panels (a) and (b) correspond to a muon-scattering angle of \(\cos \theta < 0.9\) and \(\cos \theta < 0.5\), respectively. As observed, the SuSAv2 cross section is significantly larger than the SuSA one, although it still falls below the MiniBooNE data. Thus, there is still room for MEC contributions. In Ref. [34] the RMF model is compared with the same set of data as shown in Figs. 12 and 13. In general, one observes that RMF and SuSAv2 models produce almost identical results [as happened in \((e,e')\) for intermediate \(q\) values].

In the NOMAD experiment the incident neutrino (antineutrino) beam energy is much larger, with a flux extending from \(E_\nu = 3\) to 100 GeV. In this case, one finds that data are in reasonable agreement with predictions from IA models [35,36]. Notice that the large error bars of these data do not allow for further definitive conclusions. In Fig. 14 we present the CCQE total cross section for neutrino [panel (a)] and antineutrino [panel (b)] reactions. Experimental data from NOMAD and MiniBooNE are compared with SuSA and SuSAv2. SuSAv2 improves the agreement with the NOMAD data, being, in general, closer to the center of the bins. The extension of the RMF model to very high energies requires at first complicated and very long time-consuming calculations. In this sense, the advantage of SuSAv2 is that it can be easily and rapidly extended up to very high neutrino energies. Although not shown here, preliminary results evaluated with the RMF model at NOMAD kinematics [37] are proved to be very similar to the SuSAv2 ones.

In the MINER\(\nu\)A experiment the neutrino energy flux extends from 1.5 to 10 GeV and is peaked at \(E_\nu \sim 3\) GeV, i.e., in between MiniBooNE and NOMAD energy ranges. Therefore, its analysis can provide useful information on the role played by meson-exchange currents in the nuclear dynamics. In a recent work [25] it was found that, contrary to the comparison with the MiniBooNE data, the two IA models analyzed (RMF and SuSA) provide a good description of the MINER\(\nu\)A data without the need of significant contributions.
from MEC. In Fig. 15 we present the single-differential cross section \( \frac{d\sigma}{dQ^2_{\text{QE}}} \), measured by MINERvA, as a function of the reconstructed four-momentum transfer squared, \( Q^2_{\text{QE}} \), (see Refs. [28,29] for explicit definition of \( Q^2_{\text{QE}} \)). The SuSA and SuSAv2 results are compared with MINERvA data. In spite of the enhancement with respect to SuSA, SuSAv2 is not only consistent, but it also improves the agreement with MINERvA data. In fact, RMF and SuSAv2 models produce very close results (RMF predictions are presented in Ref. [25]). Thus, contrary to the MiniBooNE situation, the comparison of MINERvA data and IA-based models, in particular, RMF and SuSAv2, leaves little room for MEC contributions.

A further general comment on the previous results is in order: The difference between SuSA and SuSAv2 is larger for neutrino than for antineutrino results. This occurs because of the cancellation occurring between \( R_T \) (positive) and \( R_T' \) (negative) responses in antineutrino cross sections. Notice that the transverse responses are substantially enhanced in SuSAv2 compared with SuSA.

In summary, we find that SuSAv2 compared with the SuSA model improves the comparison with neutrino and antineutrino data. Additionally, SuSAv2 (as SuSA) can easily make predictions at kinematics (very high energies) in which other more microscopic-based models, such as RMF, require additional assumptions and demanding, time-consuming calculations.

VI. CONCLUSIONS

The SuSA model, based on the scaling behavior exhibited by \((e,e')\) data in the longitudinal channel, has been extensively used in the past to explain not only electron scattering, but also neutrino reactions. The basic idea of SuSA is the existence of a universal scaling function, the one ascribed to longitudinal \((e,e')\) data, to be applied to any other process. Hence, SuSA makes use of the same scaling function for the two channels, longitudinal and transverse, involved in QE electron-scattering reactions, as well as for the whole set of responses that enter in charged-current neutrino scattering processes.

However, the RMF model provides a description of the scattering reaction mechanism, including the role played by FSI. The RMF model leads to a longitudinal scaling function in accordance with data, and hence, also in agreement with the SuSA result. However, contrary to the main assumption considered by SuSA, namely, the existence of only one universal scaling function, the RMF model provides a
transverse scaling function that is higher by \(\sim 20\%\) than the longitudinal one. In other words, scaling of the zeroth kind is not fulfilled by RMF. This result also seems to be in accordance with the preliminary analysis of data that shows the pure QE transverse channel to lead to a scaling function exceeding the longitudinal one by an amount, \(\sim 20\% - 25\%\), similar to the one shown by the RMF results.

The analysis of neutrino reactions also introduces basic differences with the electron case. Whereas in the latter, responses contain isoscalar and isovector contributions, in the former, the responses are purely isovector. Moreover, not only do pure vector-vector responses contribute to neutrino processes, but so do axial-axial and the interference axial-vector ones. All of these results, in addition to the preliminary analysis of the separate QE longitudinal and transverse responses, may introduce some doubts about the existence of a unique scaling function valid for all processes.

In this work we have pursued this problem and have extended the SuSA model by taking into account the results provided by the RMF approach. Hence, we study in detail RMF scaling functions corresponding to all channels, and from this we select the minimum set of scaling functions, named reference scaling functions, that allow us to construct the cross section for electron- and neutrino-scattering reactions. The new model, called SuSAv2, takes care of the enhancement of the \((e,e')\) transverse response compared with the longitudinal one, as well as the general behavior shown by the functions ascribed to neutrino reactions.

SuSAv2 is based on a “blend” between the properties of the RMF and RPWIA responses. The former appears to do well at low to intermediate values of the momentum transfer, for instance, yielding both an asymmetric scaling function and the T/L differences observed in electron-scattering data. However, because of the strong energy-independent scalar and vector potentials involved, the RMF model does less well at high values of \(q\), where the energy shift is seen to be too strong and the high-energy tail in the RMF scaling function is likely too large. The RPWIA, on the other hand, does not work well at low to intermediate momentum transfers and, in fact, yields results that are not very different from those of the RFG, which are known to be too symmetrical and not to contain the T/L differences seen in both the RMF results and in electron-scattering data. What SuSAv2 attempts to do is provide a crossover from the low to the intermediate momentum transfer regime (where the RMF results are employed) to the high-\(q\) regime (where the results revert to those of the RPWIA). A particular, reasonable “blending” function has been used, although the specific parametrization assumed is not critical. Indeed, when updated 2p-2h MEC responses and updated representations of inelastic contributions are incorporated (see below) it will be appropriate to make detailed fits to existing electron-scattering data and at that point one can refine the determination of the parameters used in this initial study.

We have applied the new SuSAv2 model to the description of electron and neutrino scattering, and have proved that SuSAv2 predictions are higher than the SuSA ones and are closer to data. This is so for electron scattering as well as for neutrino reactions. However, in the latter, theory still underestimates data in most of the cases, in particular, for neutrino reactions. This outcome is similar to the one already observed for the RMF results.

The SuSAv2 model incorporates some basic ingredients not taken into account within SuSA; hence, it clearly improves its reliability to the description of scattering processes, being at the same time a model that is easy to implement in the “generator codes” used to analyze the experiments. Moreover, its application to very high energies does not involve particularly demanding calculations, in contrast to the RMF model, which may can complex and long, time-consuming calculations.

Finally, a comment is in order concerning the ingredients incorporated by SuSAv2 (likewise for SuSA and RMF). This is a model based exclusively on the IA. Hence, ingredients beyond the IA, i.e., two-body meson-exchange currents, inelastic contributions, etc., should be added to the model. Work along these lines is presently under way, as is the application of SuSAv2 to different experimental kinematics:

![Graph showing CCQE neutrino and antineutrino data comparison with SuSA and SuSAv2 predictions.](image-url)
Argonne, T2K, etc., These studies will be presented in a forthcoming publication.
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APPENDIX A: DEFINITION OF THE SCALING FUNCTIONS

Within the context of the RFG model, the scaling variable is defined as (see Refs. [4–6])

\[
\psi' \equiv \frac{1}{\sqrt{\xi F}} \left( \frac{\lambda' - \tau'}{\sqrt{(1 + \lambda')\tau' + \sqrt{\lambda' - \tau'} (\tau' + 1)}} \right),
\]

where \( \xi F = \sqrt{1 + (k_F/M)^2 - 1} \), \( \kappa = q/(2M) \), \( \lambda' = \omega'/(2M) \), and \( \tau = \kappa^2 - \lambda'^2 \). \( M \) is the nucleon mass and \( k_F \) is the Fermi momentum [7]. Additionally, we have introduced the variable \( \omega' = \omega - E_{\text{shift}} \). The quantity \( E_{\text{shift}} \), which is different for each target nucleus [7], is introduced to account phenomenologically for the shift observed in the QE peak when the cross section is plotted as a function of \( \omega \). Trivially, if \( E_{\text{shift}} = 0 \) one recovers the unshifted scaling variable \( \psi \).

1. Electromagnetic scaling functions

For \( N = Z \) nuclei the isovector (\( T = 1 \)) and isoscalar (\( T = 0 \)) EM longitudinal, \( L \), and transverse, \( T \), scaling functions are

\[
f_{L,T}^{T=1,0}(k,\lambda) \equiv \frac{k_F}{G_{L,T}^{T=1,0}(k,\lambda)}. \tag{A2}
\]

We have introduced the elementary cross sections

\[
G_{L,T}^{T=1,0}(k,\lambda) = \frac{1}{2\kappa D} U_{L,T}^{T=1,0}(k,\lambda), \tag{A3}
\]

where

\[
U_{L}^{T=1,0}(k,\lambda) = \frac{k^2}{\tau} \left[ H_E^{T=1,0} + W_2^{T=1,0} \right], \tag{A4}
\]

\[
U_{T}^{T=1,0}(k,\lambda) = 2\tau H_M^{T=1,0} + W_2^{T=1,0}, \tag{A5}
\]

with

\[
H_E^{T=1,0} = \frac{Z + N}{4} \left( G_{E,M}^{T=1,0} \right)^2, \tag{A6}
\]

\[
W_2^{T=1,0} = \frac{1}{1 + \tau} \left[ H_E^{T=1,0} + \tau H_M^{T=1,0} \right]. \tag{A7}
\]

\( Z \) and \( N \) are the number of protons and neutrons in the target nucleus, respectively. Finally,

\[
\Delta \equiv \xi_F (1 - \psi^2) \left[ \frac{\sqrt{\tau (\tau + 1)}}{\kappa} + \frac{\xi_F}{3} \frac{\tau}{\kappa^2} (1 - \psi^2) \right], \tag{A8}
\]

\[
D \equiv 1 + \frac{1}{2} \xi_F (1 + \psi^2). \tag{A9}
\]

Note that Pauli-blocking effects have been neglected here.

Notice that we have introduced the isoscalar and isovector EM form factors, \( G_{E,M}^{T=1,0} \), which in terms of the more familiar proton and neutron ones are

\[
G_{E,M}^{T=0} = G_p^E + G_n^E, \tag{A10}
\]

\[
G_{E,M}^{T=1} = G_p^E - G_n^E. \tag{A11}
\]

In this work, the Gari-Krümpelmann extended (GKex) vector meson dominance (VMD) based model [38–40] has been used for the proton and neutron EM form factors.

The total longitudinal, \( L \), and transverse, \( T \), scaling functions are defined as usual,

\[
f_{L,T}(k,\lambda) \equiv k_F R_{L,T}(k,\lambda) \tag{A12}
\]

where \( R_{L,T} \) are built as above but with the following definition of \( H_{E,M} \) and \( W_2 \):

\[
H_{E,M} = Z \left( G_{E,M}^p \right)^2 + N \left( G_{E,M}^n \right)^2 \tag{A13}
\]

\[
W_2 = \frac{1}{1 + \tau} \left[ H_E + \tau H_M \right]. \tag{A14}
\]

2. Charge-changing neutrino and antineutrino scaling functions

In this case the current is purely isovector (\( T = 1 \)). As usual, one defines

\[
f_{K}(k,\lambda) \equiv k_F R_{K}(k,\lambda) \tag{A15}
\]

where \( K = L, T, CC, CL, LL, T' \) for \( VV \), \( AA \), and \( VA \) cases. The elementary cross sections are

\[
G_{K}(k,\lambda) = \frac{1}{2\kappa D} U_{K}(k,\lambda), \tag{A16}
\]

which are defined in terms of

\[
U_{L}^{VV} = \frac{k^2}{\tau} \left[ H_E^{T=1,0} + W_2^{T=1,0} \right], \tag{A17}
\]

\[
U_{T}^{VV} = 2\tau H_M^{T=1,0} + W_2^{T=1,0}, \tag{A18}
\]

\[
U_{CC}^{AA} = \frac{k^2}{\tau} \left[ \left( \frac{\lambda}{\kappa} \right)^2 H_A' + H_A \Delta \right], \tag{A19}
\]

\[
U_{LL}^{AA} = \frac{k^2}{\tau} \left[ H_A' + \left( \frac{\lambda}{\kappa} \right)^2 H_A \Delta \right], \tag{A20}
\]

\[
U_{CL}^{AA} = \frac{k^2}{\tau} \left( \frac{\lambda}{\kappa} \right) \left[ H_A' + H_A \Delta \right], \tag{A21}
\]

\[
U_{SA}^{AA} = H_A [2(1 + \tau) + \Delta], \tag{A22}
\]

\[
U_{TA}^{AA} = 2\sqrt{\tau (1 + \tau)} H_{VA}[1 + \Delta']. \tag{A23}
\]
The functions $H_{E,A}^{T=1}$ are given in Eq. (A6), but in this case the factor $(Z + N)$ should be replaced with $N$, which is $N$ or $Z$ for neutrino or antineutrino CC reactions. We have also introduced the functions

$$H_A = N [G_A^{T=1}]^2, \quad H'_A = N [G'_A] \xi F, \quad H_{V,A} = N [G_{V,A}^{T=1}]^2,$$

(A24) (A25) (A26)

with

$$G_A' \equiv G_A^{T=1} - \tau G_A^{T=1} = \frac{1}{1 + |Q^2|/M_A^2} G_A^{T=1} \quad (A27)$$

and $G_A^{T=1} = g_A (1 + |Q^2|/M_A^2)^{-2}$, with $g_A = 1.2695$, $m_\pi$ the pion mass, and $M_A = 1.03$ GeV.

Finally, the quantity $\Delta'$ which appears in Eq. (A23) is defined as

$$\Delta' = \frac{1}{\kappa \sqrt{1 + 1/T}} \frac{1}{2} \xi F (1 - \psi^2). \quad (A28)$$

Note that Pauli-blocking effects have also been neglected here.

**APPENDIX B: PARAMETERIZATION OF THE REFERENCE SCALING FUNCTIONS**

In this Appendix we summarize the parametrization of the reference scaling functions. The skewed-Gumbel (sG) function is

$$f_{SG} = S(v_0; \psi) \psi G(\psi, \sigma, \beta; \psi), \quad (B1)$$

where

$$S(v_0; \psi) = \frac{2}{1 + e^{v_0/\psi}}, \quad (B2)$$

$$f_G(\psi, \sigma, \beta; \psi) = \frac{\beta e^\psi}{\sigma} \exp[-\sigma e^\psi], \quad \sigma = -\frac{\psi - \psi_0}{\beta}. \quad (B3)$$

In Table I are shown the values of the free parameters that fit the reference scaling functions $f_{L,T=1}$, $f_{L,T=0}$, and $f_T$.

In Fig. 16 these reference scaling functions are presented as functions of the scaling variable $\psi$.

The reference RPWIA scaling functions are

$$f^{RPWIA}_L = \frac{2(a_1)_{L,T} \exp \left[ -\frac{(\psi - a_4)^2}{a_5} \right]}{1 + \exp \left( \frac{\psi - a_4}{a_5} \right)}, \quad (B5)$$

with $a_1 = -0.892196$, $a_2 = 0.1792$, $(a_3)_L = 6070.85$, $(a_3)_T = 6475.57$, $a_4 = 1.74049$, $a_5 = 0.64559$.

**TABLE I. Values of the parameters that characterize the sG reference scaling functions.**

<table>
<thead>
<tr>
<th>$f_{L,T=1}$</th>
<th>$f_{L,T=0}$</th>
<th>$f_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta$</td>
<td>0.8923</td>
<td>1.0361</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.6572</td>
<td>0.5817</td>
</tr>
<tr>
<td>$\psi_0$</td>
<td>0.1708</td>
<td>0.02217</td>
</tr>
<tr>
<td>$1/\psi_0$</td>
<td>-0.7501</td>
<td>-0.1163</td>
</tr>
</tbody>
</table>

**APPENDIX C: PAULI BLOCKING IN SuSA AND SuSAv2**

In this Appendix we show the effects of Pauli blocking (PB) in the SuSA and SuSAv2 models. The procedure employed to introduce PB in the SuSA model was already presented.

**FIG. 16. (Color online) Reference scaling functions in the SuSav2 model.**

**FIG. 17. (Color online) SuSA with and without Pauli Blocking is compared with data. $E_{shift} = 10$ MeV has been employed.**
in Ref. [25]. The method, proposed in Ref. [24], consists of building a new scaling function by subtracting from the original one, \( f(\Psi(\omega, q)) \), its “mirror” function, \( f(\Psi(-\omega, q)) \) (see Ref. [25] for details). In the RFG this procedure yields exactly the same result as usually seen when introducing Pauli blocking via \( \theta \) functions. However, the method can also be applied to models, like SuSA, which are not built starting from a momentum distribution. The same procedure is used in this work to introduce PB in the SuSAv2 model.

We comment on Fig. 17, where SuSA results with and without PB are compared with a few sets of data at the kinematics in which PB effects are significant, i.e., very low \( q \). To fit the position of the peak better, in this case we have used a shift energy of 10 MeV in the SuSA model (compared with the 20 MeV used in Figs. 9–11). This makes the comparison with data easier and allows us to focus on PB effects, namely, the width and peak height of the cross sections. In general, we conclude that the agreement between SuSA and data improves when PB is introduced. SuSA without PB (green dashed) produces cross sections that are too wide, while SuSA with PB (brown) provides narrower cross sections in better agreement with data. This is particularly true, for instance, in panels (a) and (b) in Fig. 17. The same comments apply to Fig. 18, where SuSAv2 with and without PB is compared with the same set of low-\( q \) data. The lowest energy transfer data, corresponding to the excitation of resonant and collective states, cannot be described by any of the present models.

A clear difference between SuSA and SuSAv2 (Figs. 17 and 18) is that the latter clearly overestimates the data in the region below and close to the peak. However, in all cases the maximum is placed at the region \( \omega \lesssim 50–60 \) MeV where, as discussed in Sec. IV, the validity of the models based on IA is questionable and no definitive conclusions can be drawn based on comparison of model and data in this \( \omega \) region.

FIG. 18. (Color online) SuSAv2 with and without Pauli Blocking is compared with data.
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