Computational Light Routing: 3D Printed Optical Fibers For Sensing and Display
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Despite recent interest in digital fabrication, there are still few algorithms that provide control over how light propagates inside a solid object. Existing methods either work only on the surface or restrict themselves to light diffusion in volumes. We use multi-material 3D printing to fabricate objects with embedded optical fibers, exploiting total internal reflection to guide light inside an object. We introduce automatic fiber design algorithms together with new manufacturing techniques to route light between two arbitrary surfaces. Our implicit algorithm optimizes light transmission by minimizing fiber curvature and maximizing fiber separation while respecting constraints such as fiber arrival angle. We also discuss the influence of different printable materials and fiber geometry on light propagation in the volume and the light angular distribution when exiting the fiber. Our methods enable new applications such as surface displays of arbitrary shape, touch-based painting of surfaces and sensing a hemispherical light distribution in a single shot.
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Fig. 1. Total internal reflection happens because of the higher refractive index in the core. This allows good propagation of light inside an optical fiber.

1. INTRODUCTION

Despite recent advances there are still few fabrication techniques and algorithms that let us control how light propagates inside a solid object. Existing methods design surfaces that reflect [Weyrich et al. 2009; Matusik et al. 2009] and refract light [Papas et al. 2011; Finckh et al. 2010] or restrict themselves to reproducing light diffusion in solid objects [Dong et al. 2010; Hašan et al. 2010]. We present automatic object design algorithms that, coupled with 3D printing, let us fabricate complex objects with embedded optical fibers. These fibers let us control light propagation in objects, enabling novel display and sensing applications.

Printing optical fibers is made possible by modern multi-material 3D printers. We print two materials with different indices of refraction (Figure 1). The core material, where light propagates, has a higher index. A low-index cladding material surrounds the core. The difference in indices causes total internal reflection, allowing light to propagate with low loss even after multiple bounces.

Recently Willis et al. [2012] have shown that many optical components can be custom printed including optical fibers. Using printed fibers they designed applications such as tangible displays in the form of chess pieces, custom sensors of mechanical motion and toys with dynamic eyes. However, the internal complexity of fiber volumes enabled by 3D printing, coupled with manufacturing constraints, led to a hard manual design problem.

We propose an automatic fiber routing algorithm that accounts for these constraints. It routes light between arbitrary surfaces enabling new applications of printed optical fibers. In entertainment applications, we created backlit face displays [Liljegren and Foster 1990]. In scientific visualization, we created a brain-shaped display that let us visualize MRI data in context.
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Fabrication has introduced the graphics community.

2. RELATED WORK

Fabrication. Fabrication has introduced the graphics community to problems of how to control the interaction of light with physical objects. Most recent work focuses on the surface of objects, including reproduction of reflectance [Matusik et al. 2009; Weyrich et al. 2009] or refraction [Papas et al. 2011; Finckh et al. 2010].

Inter-surface mapping. Given input and output surfaces, our routing algorithm creates fibers to connect them. There are a variety of methods for morphing surfaces [Gomes et al. 1998]. While these morphing techniques create a sequence of intermediate steps through time, our approach can be seen as morphing through space.

Traditional manufacturing. Fiber imaging applications depend on fibers which are traditionally manufactured in two steps. First each individual fiber is made in isolation. In some methods, they are constrained to constant cross-section. In other methods, they are even constrained to cylindrically symmetric cross-sections [Senior 1992]. Second these fibers are packed into a bundle which is then shaped. The process works by placing fibers together and applying heat to fuse them [Kociszewski et al. 1993]. At this point a simple parallel bundle is obtained, its shape can then be changed by the simultaneous application of both heat and external forces. For example to create a taper, it’s possible to stretch the bundle at its end points resulting in thinning at the middle where the object can be cut. To create an image inverter, a rotation can be applied to the end points resulting in fibers in a helix shape.

Printed fibers avoid this global deformation step, by placing material voxels with different refractive indices directly in their final position. Printing enables bundles of much more complex shape, such as bundles with the shape of a face. While it is possible to start with a traditional bundle and grind it to any shape, it would be hard to control the fiber arrival angle. This is made easy with printing. Printing also has no limitation regarding cross-sections which can easily vary along the fiber. Currently these benefits come at the cost of impurities in the fibers, but most important not perfectly flat interfaces between core and cladding resulting from voxel quantization which introduces light loss.

Printed fibers avoid this global deformation step, by placing material voxels with different refractive indices directly in their final position. Printing enables bundles of much more complex shape, such as bundles with the shape of a face. While it is possible to start with a traditional bundle and grind it to any shape, it would be hard to control the fiber arrival angle. This is made easy with printing. Printing also has no limitation regarding cross-sections which can easily vary along the fiber. Currently these benefits come at the cost of impurities in the fibers, but most important not perfectly flat interfaces between core and cladding resulting from voxel quantization which introduces light loss.

In this work, we characterize the capabilities and limitations of printing optical fibers (Section 3) including the advantages of using different materials, how shape influences light propagation in the fibers and how to control the exiting light distribution. Next, we describe algorithms (Section 4) that take two arbitrary surfaces as input and design a volume of optical fibers to route light between them. Using our method, we design (Section 5) complex objects such as arbitrary shaped touch-sensitive displays and a hemispherical light distribution sensing component.

Given input and output surfaces, our routing algorithm creates fibers to connect them. There are a variety of methods for morphing surfaces [Gomes et al. 1998]. While these morphing techniques create a sequence of intermediate steps through time, our approach can be seen as morphing through space. Our work differs from previous morphing methods because we are mostly interested in properties of the fibers themselves, such as curvature. In addition, we have to handle spatial manufacturing constraints such as keeping fibers from getting too close.

We solve this 3D geometric problem using variational methods [Duchon 1977]. This approach has been used for other geometric problems including surface design [Moreton and Séquin 1992] and deformation [Sorkine et al. 2004]. [Turk and O’Brien 1999] use thin-plate implicit functions to create a smooth morphing between two surfaces. Techniques more similar to our work include [Botsch and Kobbelt 2005], who used triharmonic functionals for smooth shape deformation, and [Jacobson et al. 2012], who used higher-order functionals for shape deformation. In our work, we use triharmonic functionals to have better control and continuity of curvature at the boundary conditions. In addition, we propose other objective terms to represent manufacturing limitations such as the minimum fiber spacing.
ical aperture depends mostly on the two refractive indices \( n_{\text{t}} \) and \( n_{\text{c}} \). The acceptance angle range will mostly cross the fiber wall and leak. Numerical aperture, the range of incident angles that lead to total internal reflection, is given by the following formula:

\[
\sin(\theta_{\text{max}}) = \sqrt{n_{\text{c}}^2 - n_{\text{t}}^2},
\]

where \( \theta_{\text{max}} \) is the angle of incidence with respect to the fiber axis. The acceptance angle is identical to the exiting angle of light from the fiber, which we will also call its field of view.

Similar to [Willis et al. 2012], we chose VeroClear as the core. This is a transparent and colorless material with a high refractive index (1.47). We also experimented with FullCure 720, which has similar refractive index but has a yellowish color. The cladding material should have a lower refractive index. We experimented with air as cladding (Figure 4) and also with different printer materials (Figure 3). Both TangoPlus (a clear flexible material with index 1.42) and the printer’s support material work well as cladding. Support material absorbs more light, leading to fibers that are more resilient to leaking. For this reason, we follow [Willis et al. 2012] and choose support as cladding. Both TangoPlus and support material have similar numerical aperture equivalent to a \( \theta_{\text{max}} \) of 25 degrees.

3.2 Geometric factors

In this section, we describe our experiments with cross-section geometry and core/cladding diameter ratio. We experimented with three different cross-sections: circle, square, and hexagon. The square cross-section does not work. To our surprise, both circle and hexagonal fibers showed similar transmission. We chose to use hexagonal fibers because the hexagon tiles the plane well, leading to a larger area dedicated to the core of fibers. Circular sections always have extra cladding spaces due to tiling limitations. In addition, hexagonal fibers reduce the number of mesh triangles needed to represent the geometry. This is a mundane, but practical, concern since printer software cannot handle models with very large triangle count. Besides cross-section geometry, the usable area also depends on the core/cladding ratio. Ideally, we would like to make the core very small and the cladding even smaller, but we are limited by the printer resolution. Most of the results shown in this work have a core diameter around 1mm and cladding spacing (distance between neighboring fibers) around 0.15 mm. Our experiments with cladding spacing down to 0.05 mm failed because this size is very close to the printer resolution (0.042 mm in the x or y direction). We have measured how fiber transmission varies with cross-section diameter (Figure 5). For this experiment, we restricted ourselves to circular cross-sections and printed fibers in an s-shape with 8 cm bending radius in each arc (more setup details in subsection 3.4). We printed this fiber ranging in diameter from 1 to 3.1 mm. Multiple conflicting diameter-related factors influence transmission. A larger diameter results in fewer light bounces and therefore less light loss. However, a larger diameter often results in bounces at a larger incidence angle resulting in a sweet spot.
In this section, we present an experimental evaluation of printed 3.4 Bending loss
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We measured two of these sets of fibers. The first set had a height of 6 cm and 6 radii values ranging uniformly between 1.75 to 3 cm. For each of these radii, we measure 7 different arc angles (28°, 36°, 45°, 51°, 60°, 67°, 75°). The second set had a height of 7 cm and 8 radii values ranging uniformly between 3.25 to 5 cm. For each of these radius, we measure 4 different arc angles (15°, 28°, 36°, 45°). Notice that low angle values were avoided to guarantee that there is no line of sight between the pixel on the laptop screen and the camera.

We perform the transmission measurements using an LCD screen as input. The two fiber volumes are placed on the laptop screen which is all black except for gaussian blobs at the fiber po-}
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place the diffuser sheet directly on the screen to get a measurement of the input light.

We assume the attenuation coefficient only depends on the bending radius $R$. $\alpha_{\text{out}} = \alpha_{\text{in}} \exp(-\alpha(R)l)$ where $l$ is the length of a segment of constant radius in cm. Each measurement is not only influenced by the coefficient associated with its bending radius, but also by the straight segment loss. We performed two fittings to this data. First we assume $\alpha(R) = a + b \exp(-cR)$. This exponential decrease of attenuation has been commonly observed both in theory and practice with traditional optical fibers for both fibers with diameter comparable and larger than light’s wavelength [Gloge 1972; Senior 1992]. We find $\alpha(R) = 0.37 + 2.5 \exp(-1.1R)$, where attenuation is measured in cm$^{-1}$ and 0.37 corresponds to the straight fiber attenuation. This gives us a mean relative error of 15% and 68 of the 74 data points have relative error less than 33%. While this error is non-negligible, these fitting results support the exponential attenuation model with length and the exponential decrease of $\alpha$.

Figure 7 shows the transmission of the curved part of our measured fibers where brighter green means higher transmission. These are uncompensated measurements where the loss of the straight segment was estimated. The length axis measures only the curved part of each fiber. We plot two concentric circles for each measurement, the ratio of their radius is our model’s relative fitting error.

Second, we drop any hypothesis on $\alpha(R)$ and fit 15 bending attenuation values. Mean relative error decreases to 10% and now 68 of the 74 data points have error less than 20%. Figure 7 shows both the exponential model in black and the 15 attenuation coefficients in blue. We chose to plot the straight fiber attenuation coefficient as a point at radius 10 cm; this value is actually at infinite radius.

All these measurements confirm that transmission is greatly reduced as the bending radius decreases which motivates our algorithmic decisions in the next section.

4. FIBER ROUTING

In theory, fibers carry light with no loss because of total internal reflection. In practice, however, limited printer resolution introduces a minimum spacing between neighboring fibers and printer voxel quantization introduces surface irregularities that cause light to leak while propagating (Figure 8).

In this section, we present an algorithm to design fibers to route light to a user provided surface. We present different objective functions and design constraints that enable the automatic design of complex bundles to route light. Our algorithm receives two parameterized surfaces as input and creates fibers to connect them. It maximizes light transmission by minimizing fiber curvature. In addition, it maximizes fiber separation and constrains fibers to arrive orthogonal to the input/output surfaces and conform to the user provided parameterization. We also show how to incorporate additional degrees of freedom into our optimization by automatically selecting a parameterization of the volume’s flat interface (Subsection 4.3).

We propose an implicit formulation for the routing problem. Our algorithm receives as input both an input and an output surface, together with their $u,v$ parameterizations. It then calculates $u,v$ coordinates for every point in space by solving a variational problem. Each fiber can be seen as the set of points in space that have a given $u_0,v_0$ coordinate — in other words, a level set. In our current formulation, we solve for both $u$ and $v$ as separate optimization problems, so from now on we will only discuss $u$.

Figure 9 shows sample results of our algorithm for motivation. The green and blue points represent the input and output surfaces which can be arbitrary. We will denote the base by $\mathcal{B}$ and the target surface by $Q$. Each input point has an associated $u$ coordinate, which we denote by $g(x)$. The algorithm extends these coordinates to all free space (displayed here as color).

The input parameterization serves as a hard constraint during optimization. We impose the additional hard constraint that the fibers arrive orthogonal to the surfaces. Every time light crosses between
different media, there is a reflected and a transmitted ray. We constrain the arrival angle to maximize the power of the transmitted ray. As an extreme case, rays arriving at very high angles would be internally reflected and no light would exit the desired surface. This angle constraint can be achieved by constraining the derivative of \( u(x) \) in the direction of the normal \( n(x) \). Notice that this normal need not be the true normal of the surface. For instance, when routing complex models, we replaced it by smoothed normals, which still keep the arrival angle low but are less constraining.

Our objective function includes two different volumetric design goals: curvature \( C(u) \) and compression \( K(u) \). We formulate these objectives in the following quadratic program:

\[
\begin{align*}
\text{minimize} \quad & C(u) + w_k K(u) \\
\text{subject to} \quad & u(x) = g(x), \quad x \in Q \cup B, \\
& \nabla u(x) \cdot n(x) = 0, \quad x \in Q \cup B. 
\end{align*}
\]

### 4.1 Curvature term

As we have shown in the previous section, both fiber curvature and length influence transmission. Yet we observe, while solving our arbitrary surface routing problem, that high curvature is often the main cause of high loss (Figure 6). This is partly due to the fiber end points being hard constraints in our formulation. For simplicity, we chose to minimize fiber curvature and we leave as future work optimizing actual fiber transmission.

We would like to obtain a set of fibers that has minimum curvature. However, the expression for curvature is non-linear in \( u \). It involves the product of second and first derivatives. We experimented with minimizing second derivatives (thin-plate energy):

\[
\int u_{xx}^2 + u_{yy}^2 + u_{zz}^2 + 2u_{xy}^2 + 2u_{xz}^2 + 2u_{yz}^2 \tag{2}
\]

but chose to use third derivatives instead:

\[
C(u) = \int u_{xx}^2 + u_{yy}^2 + u_{zz}^2 + 3u_{xxy}^2 + 3u_{xyy}^2 + 3u_{xzz}^2 + \cdots. \tag{3}
\]

Here the subscripts denote partial derivatives. The thin-plate energy resulted in fibers that were mostly straight but had high curvature in concentrated regions. As shown in Figure 10, the third derivative energy better distributes curvature along the length of the fiber, avoiding these high curvature values. All results in this paper were generated using the third-derivative energy.

### 4.2 Compression term

If two fibers get too close to each other, the resulting volume might not be manufacturable. The reason is that there is a minimum width of cladding a printer can actually print. We use the term compression to refer to many fibers coming together in a small area. In this section, we present an objective function to minimize average compression, or in other words, to maximize fiber spacing.

Let us start by considering the 2D case. In our implicit formulation, compression can be written as \( \|\nabla u\| \). For example, when all fibers are going up then \( u_x \) is zero and this constraint reduces to \( |\frac{du}{dx}| \). This is exactly the number of fibers \( du \) per unit of space \( dx \).

We write our quadratic objective as \( K(u) = \int u_x^2 + u_y^2 \).

How to extend it to 3D space? One might consider maximizing the area of the fiber cross-section \( |\nabla u \times \nabla v| \). However, this could still lead to thin walls between fibers in one direction. We simply minimize both \( |\nabla u|^2 \) and \( |\nabla v|^2 \) independently. This also maintains the separable structure of our optimization problem. We can still solve two entirely separate problems one for \( u \) and one for \( v \).

As an example of a result generated using our compression objective see Figure 11, where we route light to a face. In the first row, we color-coded fiber endings with the max compression over the fiber path. In the second row, we show the mean curvature over the fiber path. As expected, we see that the mean curvature decreases with higher compression weights (more green). Surprisingly, the mean curvature also decreases from 0.038 to 0.026. This happened for all models we experimented with and can be understood by remembering we are only optimizing an approximation to curvature. However, there are drawbacks. Maximum compression and maximum curvature both increase from 1.65 to 1.70 and from 0.54 to 0.65 respectively. As a consequence, we usually keep low weights on compression to benefit from the decrease in mean values without hurting the maximum values much.

While adding these compression objectives gives us a useful design tool to balance between compression and curvature, we should also like to add more degrees of freedom to the algorithm. In the next section we discuss how to jointly optimize the volumetric routing and the base parameterization.

### 4.3 Base layout

So far we assumed the user provided parametric coordinates for the surface and the base. For some applications such as shape displays, the user is usually not interested in any particular base parameterization. This means that ideally the algorithm should be free to change this parameterization if this change results in more efficient routing. In this section, we describe how to incorporate this extra degree of freedom to improve routing. With this variation, our algorithm can automatically decide where to place the base and with which scale. It also allows for non-linear stretching of the base. The major drawback of changing the fiber cross-section non-uniformly at the base is decreasing the input energy of some fibers and therefore the display’s dynamic range. For all points on the base surface, we replace the constraint \( u(x, y) = g(x, y) \), where \( g \) was fixed, by a linear combination of basis functions:

\[
u(x, y) = \sum_i \alpha_i h_i(x, y). \tag{4}
\]
the number of control points is increased. For grids of \(8 \times 8\) points, we could usually get no more improvement. Therefore, all results generated in this paper used a grid of \(4 \times 4\) points, which helps in keeping the linear system sparse. In the future, we would like to experiment with other families of warps in order to capture high frequencies in the optimized base parameterization.

As we chose a family of thin-plate warps of the base parameterization, there is no guarantee it is a bijection. As happened in this example, the optimized base parameterization may assign the same \(u, v\) coordinate to multiple points on the base plane. This was not a big problem since the resulting parameterization tends to be well-behaved around positions corresponding to fibers. The only step of the algorithm where not having a bijection was a problem was while sampling the base to grow fibers. Currently, we uniformly sample in \(u, v\) and solve for the corresponding \(x, y\) position to start the fiber. When there are multiple answers we found it adequate simply to choose the one nearest to the projected center of the mesh.

Base layout introduced an undesirable side effect when designing an inward looking hemisphere that routes light from a plane (Figure 14, right). Both our energies force the base to grow very large, since that reduces both curvature and compression (Figure 13, left). Since it is impractical to make these very large objects, we added an extra objective term to keep stretch low. This term works as a weak quadratic prior that pulls \(u_{x}, u_{y}, v_{x}, v_{y}\) towards their mean values on the target surface. Figure 13 shows how this term provides control over stretch. Both curvature and compression are volumetric terms, while stretch is an area term. We normalize all energies by volume and area respectively before adding them.

After the addition of the base layout constraints and the stretch energy term, our optimization problem is written below.

\[
\begin{aligned}
& \text{minimize} & & C(u) + w_k K(u) + w_s S(u) \\
& \text{subject to} & & u(x) = \sum_i^N \alpha_i h_i(x), \ x \in B, \\
& & & u(x) = g(x), \ x \in Q, \\
& & & \nabla u(x) \cdot n(x) = 0, \ x \in Q \cup B,.
\end{aligned}
\]

Using this algorithm, we routed and printed a few different surfaces (Figure 14). The parameters used and some summary statistics of routing quality including curvature and compression are shown in Table I. Execution time, number of fibers and voxels can be found in Table II. In the next section, we show how these routings behave when carrying light.

### 4.4 Path constraints

All routing examples discussed so far considered as constraints only the input and output surfaces. In fact, many important applications of printed fibers [Willis et al. 2012] require additional constraints on the fiber’s path. For example, we may want fibers to guide light inside a character’s body to its eye or head. Alternatively, some sensing applications of fibers may require avoiding other components such as buttons.

In this section, we show how additional linear equality or inequality constraints can be added to our optimization formulation to represent these path constraints. They provide more routing control to the user letting him specify relay points, bottlenecks, obstacles and even route around objects.

The simplest of these are relay points. If the user desires that a specific fiber \(u_0, v_0\) pass through a certain point in space \(z\), we can simply identify which voxel contains the point and add the linear constraint \(u(x) = u_0, v(x) = v_0\). Figure 16-a shows a case where relay points were used to bend the fiber 45° to the right. This same

---

**Figure 12.** By optimizing the base parameterization jointly with fiber routing (right column), we obtain fibers with much less curvature (last row) and only slightly more compression (third row). On the top right, we show the base of the printed face model with its optimized fiber placement.

**Figure 13.** We add a stretch energy term to keep the base from growing too large in areas where that minimizes curvature. On the top, we show the results with stretch weight 0.0001 and 0.001. The lower area weight result’s width was 40% larger. On the bottom, we show the base parameterizations for weight 0, 0.0001 and 0.001.

Fortunately, this is still a linear constraint. The only variables are the values of \(u\) and the coefficients \(\alpha_i\). In our current implementation, we chose a radial thin-plate spline basis \(h_i(r) = r^2 \log(r)\) centered at a grid of control points. In addition to these splines, we include the affine basis \(h_1(x, y) = 1, h_2(x, y) = x, h_3(x, y) = y\).

Figure 12 shows the effect of using base layout. In the first row, we see a visualization of the unoptimized and optimized base parameterization. In the second row, notice how the fibers on the right are more well behaved after their base positions are optimized.

The median of the maximum compression of each fiber increases slightly by 4.6%, while curvature showed large decreases. For example, the median of the mean curvatures decreased 39% and the median of the maximum curvatures decreased 29%. The mean compression of each fiber is visualized on the third row and the mean curvature on the last.

This method proved effective at finding smooth base parameterizations. Moreover, we observed that these converge quickly when
Fig. 14. Table of routing results. First row, the input parameterized mesh. Second row, the optimized base parameterization. Third row, randomly selected fibers. Fourth row, for each model we show mean curvature and mean compression per fiber.

Table I. Routing statistics. Each provided statistic is first a mean or max operator over each fiber’s path, followed by a median or max over all fibers.

<table>
<thead>
<tr>
<th>Bundle</th>
<th>Compression / Area Weight</th>
<th>Median of Max Curv</th>
<th>Max of Max Curv</th>
<th>Median of Max Curv</th>
<th>Max of Max Curv</th>
<th>Median of Max Compr</th>
<th>Max of Max Compr</th>
</tr>
</thead>
<tbody>
<tr>
<td>Face</td>
<td>0 / 0</td>
<td>0.022</td>
<td>0.072</td>
<td>0.073</td>
<td>1.05</td>
<td>1.16</td>
<td>1.55</td>
</tr>
<tr>
<td>Car</td>
<td>0.001 / 0.001</td>
<td>0.029</td>
<td>0.079</td>
<td>0.067</td>
<td>0.369</td>
<td>0.88</td>
<td>1.48</td>
</tr>
<tr>
<td>Brain</td>
<td>0.001 / 0.001</td>
<td>0.027</td>
<td>0.046</td>
<td>0.073</td>
<td>0.191</td>
<td>1.0</td>
<td>1.4</td>
</tr>
<tr>
<td>Inward</td>
<td>0 / 0.001</td>
<td>0.029</td>
<td>0.058</td>
<td>0.071</td>
<td>0.349</td>
<td>1.5</td>
<td>2.5</td>
</tr>
<tr>
<td>Sphere</td>
<td>0.01 / 0.001</td>
<td>0.013</td>
<td>0.034</td>
<td>0.022</td>
<td>0.838</td>
<td>0.94</td>
<td>1.40</td>
</tr>
</tbody>
</table>

Fig. 15. Routing around objects.

Case highlights limitations of our implicit method: for bending angles larger than 60° the resulting red fibers extended horizontally all the way to infinity, failing to connect input and output surfaces.

Equality constraints can also be used to route fibers around an object (Figure 15). This was accomplished by identifying the coordinates of the two middle fibers, let’s say $u_0, u_1$, and adding the linear constraint $u(x) = .5(u_0 + u_1)$ to one or more middle points.

While equalities are useful, we found them to be rather limited. The problem is that in other settings, we just don’t know a priori the coordinate value of a point in space. For example, we experimented with routing through a bottleneck (Figure 16-b) using equality constraints by setting the left wall’s coordinate to 0 and the right’s to 1. This led to very high curvature fibers since the leftmost and rightmost fibers stuck to the walls. We found inequality constraints to be much more expressive. By adding wall constraints $u \leq 0$ to the left and $u \geq 0$ to the right, we can achieve a low curvature fiber that fits in the bottleneck.

As a final example, we route fibers through multiple obstacles (Figure 16-c). Ideally, we would have a forbidden region constraint. However, this is essentially an ‘or’ constraint. At the obstacle points, $u$ should be either less than 0 or larger than 1 which is not a convex constraint. Instead, we request as input for each obstacle if the fiber bundle should go to its right or left. Different combinations give the user control over the routing. These obstacles also work in 3D. In Figure 16-c, we apply these constraints independently to $u$ and $v$. Each obstacle can constrain $u$, $v$ separately or both at the same time.

We attempted solving simple versions of routing using this non-convex constraint and a local optimization technique (interior point method). However, being a local method it fails to jump over obstacles and it simply gets stuck to whichever left/right combination it was initialized with. As such a local method is not better than simply fixing sides.

4.5 Implementation details

We solve our optimization problem by discretizing $u$ into a grid and using finite differences to approximate all derivatives. This so-
lution has one variable for each grid cell. Fortunately, since we are searching for very smooth fiber routings, small grids are sufficient to capture these low frequencies. Our problem is a quadratic program with linear equality constraints. Therefore, it is efficiently solved with a sparse linear system obtained using Lagrange multipliers. The only exception is when we use inequalities for path constraints. In this case, we use an interior point method. All our implementations were performed in Matlab.

We grow the fibers by integrating the curves from their initial positions in the input surface along the tangent field $t = \nabla u \times \nabla v$. We chose integrating fibers for simplicity of implementation. A more robust solution would be to extract the isocurves using interpolation of the grid data. In practice, we did not observe significant drifting even with this simple integration solution.

To create the final mesh, we create hexagonal cylinders for each fiber. The remaining question is choosing the cross-section orientation and shape at each point. Since $\nabla u, \nabla v$ might not have the same norm and might not be orthogonal, our fibers have anisotropic cross-sections. We observed very small loss in transmission for small deviations from uniform cross-section. This justifies not imposing additional cross-section uniformity constraints which would hurt other objectives.

In addition, when printing hexagonal fiber cross-sections, it is important to have a smoothly changing basis of the plane orthogonal to the fiber. We use $\nabla u$ to define one axis and choose the other one as $\nabla u \times t$, where $t$ is the tangent. In fact, even when printing circular cross-sections, this smooth basis helps in connecting adjacent sections into triangles. For a given point on a fiber, after determining the local frame, we search for the 6 closest points, one in each of the adjacent fibers. With knowledge of these points we can create the local anisotropic cross-section without intersecting the neighboring cylinders.

Table II shows our algorithm runtime split in two stages: optimize and meshing. Optimization time is the solution of the linear system and depends only on the number of voxels. Meshing includes time for fiber growth and mesh generation. The time it takes depends only on the number of fibers. This is a big advantage of our implicit algorithm: the same optimized implicit function can be used to route fibers at multiple resolutions (spheres in Table II).

### 5. APPLICATIONS

#### 5.1 Display

We can print displays of arbitrary shape by connecting projector pixels to surface elements. We use a micro-projector to input an image on the fiber bundle’s flat interface, and route light to the surface where it meets the diffuse paint for a complete field of view. Previous work on displaying animated content on surfaces can be divided into those that project from the outside [Raskar et al. 2001; Raskar et al. 2002] and those that project from the inside [Liljegren and Foster 1990]. When projecting from outside, a single projector is usually not enough for complex objects. Because not all points may be visible from a single viewpoint, multiple projectors are often used [Raskar et al. 2001]. This projection technique has a long history in entertainment including the singing heads at Disney’s Haunted Mansion and light shows on architectural monuments. The major drawback of all these techniques is that they require unobstructed clear air between the projectors and the object. For indoor settings, this prevents the viewers from touching or even getting close to the display. For outdoor settings, scattering of the light rays caused by fog may reveal the technique. To avoid these limitations, [Liljegren and Foster 1990] project from the inside of the object using a wide-angle lens. Lenses restrict the maximum bending angle of light and also restrict the display geometry to star-shaped objects. Our displays use fibers to carry light all the way to the surface pixel, enabling more light bending and more complex display shapes.

For each result in this section, the input parameterized mesh and the associated routing can be seen in Figure 14. The printed displays and an evaluation of their point spread function and contrast are shown in Figure 18. This figure also shows the warped input image we project on the flat side and how it is seen on the display side. Table II shows the number of fibers for each display.

We printed a face display to project animated characters making different facial expressions. Figure 17 shows its appearance with varying content. It also shows the display seen from multiple viewpoints, which shows how the diffuse layer of paint worked well. In particular, from a fixed viewpoint, even points on the surface contour are visible. This display shows light bending by 90 degrees (side of face). It shows how we can achieve very concentrated point spread functions, which lead to sharp edges and adequate contrast. In fact, this face display shows how the contrast on the side of the face is actually better than in the front. The first reason is some of

![Fig. 16. Routing with constraints. Relay points (a) can be added to constrain the path of individual fibers using equality constraints. Bottleneck constraints can be implemented with equality constraints but this may lead to low quality paths (b-left). We used inequality constraints to achieve a low curvature routing through a bottleneck (b-right). Multiple obstacles (c) can be specified simultaneously in both 2D and 3D.](image-url)
the light that was to be routed to the side escaped through the tangent and arrived at the front of the face (see checkerboard images). Another reason is that some light enters the cladding instead of the core. These rays traverse the object and are not routed, eventually hitting the front of the face. We plan to investigate the use of masks to block this incoming light.

We also printed a half-sphere display that turns light by almost 90 degrees. We projected a rotating globe animation. For this sphere, the layer of applied paint was not thick enough. As a result, more light exists the surface in the normal direction than at grazing angles. This can be seen by the increased brightness in the middle of the globe picture. Notice that this cannot be fixed by calibration, since it is a view dependent effect; it could only be fixed by a thicker layer of diffuse paint.

We printed a car display that allows us to dynamically change its content. We projected cars of different colors and blinking lights. While the image at the middle of this car display is very sharp (even for the 90 degree turns at the door), the front and back of the car...
are blurry. This happened because the car was the most elongated display we printed (16 cm). When we aim the projector at the center of the flat interface, light rays with destination at the front and back enter the fibers with high arrival angles. The image at these fibers was sharper when centering the projection there. This could be improved by placing the projector at a larger distance or even by printing displays with non-flat interfaces.

Finally, our last display has the shape of a brain with half a lobe removed to reveal its inside. We use it to display volumetric f-MRI data. Each point on the surface of our display is assigned the color of the corresponding point in the MRI volume. This shows how our technique can handle even very concave display surfaces. However, this comes at the expense of dynamic range, since transmission of different fibers varies considerably. We show uncalibrated checkerboard images and a manually calibrated MRI image which slightly improved the result. There are two reasons for the varying dynamic range of fibers. First, because of the concave region, the surface parameterization of the brain mesh is much less uniform than the other models (compare the pixel sizes on the left and right lobes). Second, fibers that arrive at the cutting plane took much more complex curved paths than other fibers (see Figure 14). The brain is the only result in this paper where we used intensity calibration.

We also printed simpler fiber volumes where both interfaces are flat. Using fibers, we prototyped merging two images where we route the light from the physical displays to the final display plane (Figure 19). The top image shows a tiling of the two input images. The black band cannot be seen from this viewpoint. It is currently not seamless because the relayed image is also darker and blurrier. In future work, we would like to use fibers to route light around an object making it ‘invisible’ from a given view direction.

The content for the face, sphere and car displays was generated by positioning the display surface mesh near a moving or deformable mesh and transferring the shading attributes at each frame. This process creates an animated texture that can be projected at the object’s base. Notice that the parameterization used is not the user provided one, but instead the new mesh parameterization induced by the base layout optimization. Both the car and face textures highlight these distortions. For the brain, we simply intersect the display surface with the volumetric image.

5.2 Sensing

While fibers can be used to carry light from a projector to a display surface, they can also be used to carry light in reverse. We designed two sensing applications of fibers: touch-sensitive painting on surfaces and hemispherical light distribution acquisition.

**Touch-sensitive painting.** Simultaneous sensing and display through the same fiber can be challenging. Projected light is usually much stronger, which compromises the signal to noise ratio of the sensing measurements. For interactive painting, we deal with this problem by sensing infrared light. It is important to use near-infrared, since our experiments showed our printed fibers are not capable of carrying wave-lengths farther from the visible spectrum.

For our setup, we used a pen that has an LED at its tip. It emits light when pressure is applied to the tip, such as when touching the surface. The input light is then carried in the reverse direction and lights the appropriate pixel on the object’s flat side. While there is some leaking onto neighboring fibers, this was not significant. We have a camera placed near the projector with an infrared filter to detect which fiber was lit. The infrared filter worked well and the projector emitted almost no infrared light; as a result, the signal to noise ratio was extremely good. Both the camera and projector have to stay close to each other such that both fall inside the numerical aperture of all fibers. This was not an issue in our setup with the face as a display. Figure 20 shows this system in action. We start with a skin color canvas and draw a red and white head band to-gether with a big yellow earring. Notice how the pen is detected even for fibers that curve 90 degrees. Painting on physical objects was previously explored with a head mounted display and a separate haptic interface for detecting position of the pen [Agrawala et al. 1995]. Our setup allows displaying and sensing through the same object and only requires projectors and cameras.

![Fig. 20. Painting on a face using a touch-sensitive IR LED pen.](image)

![Fig. 21. Image of the hemispherical light distribution exiting different small material samples when illuminated by a directional light source.](image)
Hemispherical light distribution acquisition. We designed a set of fibers to route light between a plane and an inward looking hemisphere. As a proof of concept, we applied it to capturing the angular light distribution coming from a material sample. This is an important component in BRDF acquisition. Our setup and results are shown in Figure 21. Black cloth is used to isolate a sample of three different materials including white diffuse paper, white specular paper and anisotropic metal. We light the material with a laser pointer from multiple directions and image the response on the flat side. No diffuser material is used for this application, since we do not need an extended field of view. In fact, we would rather have a shorter field of view. The images acquired by our setup can capture the shape of the different material highlights and their orientation. Our assembly provides good angular coverage at the cost of introducing some blur. We believe these qualitative results are promising. In future work, our transmission model could be used to calibrate the hemisphere allowing quantitative evaluation.

Besides sensing light, our first experiments suggest that it is also possible to use such a hemisphere to illuminate the material sample. We leave as future work a setup that can illuminate from any direction on one hemisphere and capture from any direction in the other hemisphere, thus enabling full BRDF capture. This would build on prior work in no-moving-parts BRDF acquisition including systems such as that of Dana [2001], which combined a parabolic mirror and beam splitter to allow BRDF acquisition without requiring either camera or light source to move around the sample. However, this system was limited in its angular coverage. Ben-Ezra et al. [2008] built a BRDF measurement system based on LEDs placed on a hemisphere, using them for both illumination and sensing. While this allowed for BRDF acquisition with no moving parts and full angular coverage, the sampling rate was limited because of the need to place discrete LEDs on a hemispherical dome. Our 3D printed hemisphere-to-plane optical fiber assembly holds the potential for no-moving-parts, full-coverage BRDF acquisition, with an angular sampling rate limited only by the ratio of fiber width to overall printed hemisphere size.

Printed fibers should have additional applications in photography. As a very simple example, an outward looking sphere behaves as a fish-eye lens. It can implement complex projections with a passive setup. Shown here, a stereographic mapping (Figure 19, right).

6. LIMITATIONS

For all our applications, the major limitation is resolution. For applications where material cost is not a problem, bigger object sizes can be used to gain more resolution. We also expect printer resolution to increase in the future. Contrast is also currently a limitation, since some light leaks from the fibers. As more printable materials become available this should improve contrast in two ways, by increasing the difference in refractive index and reducing leaking and by blocking leaked light with highly absorbing materials.

A limitation of our implicit algorithm is that there is no guarantee that a fiber that starts in the input surface will connect to the output surface. In our experience this is a rare event, but it is possible that a fiber leaving the bottom surface simply loops back on itself or extends to infinity. For future work, we could consider an explicit algorithm that represents fibers as spline curves, we could then easily constrain it’s end points and its topology, but things such as compression might be harder to optimize. After some experiments, we found another limitation: our algorithm does not handle discontinuous u, v mappings between the two surfaces. Continuity imposes the restriction that a fiber has to end near its neighbors at the base.

Finally, we would like to investigate how to minimize actual fiber curvature or even maximize fiber transmission directly.

7. CONCLUSION

In this work, we showed how a combination of automatic design algorithms and new manufacturing techniques enable new applications of optical fibers. Our algorithm employs an implicit representation of fibers to minimize curvature and compression while conforming to the user provided parameterization and constraining fiber arrival angles. We showed new applications of fiber printing such as touch-sensitive displays of arbitrary shape and acquisition of a hemispherical light distribution.

In future work, we would like to investigate other applications of fibers. For instance, it should be possible to couple printed lenses and fibers to route an input light field. Beyond relaying light, we could design fiber optic networks where fibers split and merge enabling linear optical computation.
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