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A Fast Distributed Proximal-Gradient Method

Annie I. Chen and Asuman Ozdaglar

Abstract—We present a distributed proximal-gradient method for optimizing the average of convex functions, each of which is the private local objective of an agent in a network with time-varying topology. The local objectives have distinct differentiable components, but they share a common nondifferentiable component, which has a favorable structure suitable for effective computation of the proximal operator. In our method, each agent iteratively updates its estimate of the global minimum by optimizing its local objective function, and exchanging estimates with others via communication in the network. Using Nesterov-type acceleration techniques and multiple communication steps per iteration, we show that this method converges at the rate $1/k$ (where $k$ is the number of communication rounds between the agents), which is faster than the convergence rate of the existing distributed methods for solving this problem. The superior convergence rate of our method is also verified by numerical experiments.

I. INTRODUCTION

There has been a growing interest in developing distributed methods that enable the collection, storage, and processing of data using multiple agents connected through a network. Many of these problems can be formulated as

$$\min_{x \in \mathbb{R}^n} f(x) = \frac{1}{m} \sum_{i=1}^{m} f_i(x),$$

where $m$ is the number of agents in the network, $f(x)$ is the global objective function, and for each $i = 1, \ldots, m$, $f_i(x)$ is a local objective function determined by private information available to agent $i$. The goal is for agents to cooperatively solve problem (1). Most methods for solving this problem involve each agent maintaining an estimate of the global optimum of problem (1) and updating this estimate iteratively using his own private information and information exchanged with neighbors over the network. Examples include a team of sensors exploring an unknown terrain, where $f_i(x)$ may represent regularized least-squares fit to the measurement taken at agent $i$. As another example, in a distributed machine learning problem, $f_i(x)$ may represent a regularized loss function according to training samples accessible to agent $i$.

Most optimization algorithms developed for solving problem (1) and its variations are first-order methods (i.e., methods that use gradient or subgradient information of the objective functions), which are computationally inexpensive and naturally lead to distributed implementations over networks. These methods typically converge at rate $1/\sqrt{n}$, where $n$ is the number of communication steps in which agents exchange their estimates; in other words, the difference between the global objective function value at an agent estimate and the optimal value of problem (1) is inversely proportional to the square-root of the number of communication steps carried out (see [1] for a distributed subgradient method and [2] for a distributed dual averaging algorithm with this rate). An exception is the recent independent work [3], which developed a distributed gradient method with a diminishing step size rule, and showed that under certain conditions on the communication network and higher-order differentiability assumptions, the method converges at rate $\log(n)/n$.

In this paper, we focus on a structured version of problem (1) where the local objective function $f_i(x)$ takes the additive form $f_i(x) = g_i(x) + h(x)$ with $g_i$ a differentiable function and $h$ a common nondifferentiable function. We develop a distributed proximal gradient method that solves this problem at rate $1/n$ over a network with time-varying connectivity. Our method involves each agent maintaining an estimate of the optimal solution to problem (1) and updating it through the following steps: at iteration $k$, each agent $i$ takes a step along the negative gradient direction of $g_i$, the differentiable component of his local objective function, and then enters the consensus stage to exchange his estimate with his neighbors. The consensus stage consists of $k$ communication steps. In each communication step, the agent updates his estimate to a linear combination of his current estimate and the estimates received from neighbors. After the consensus stage, each agent performs a proximal step with respect to $h$, the nondifferentiable part of his objective function, at his current estimate, followed by a Nesterov-type acceleration step.

This algorithm has two novel features: first, the multi-step consensus stage brings the estimates of the agents close together before performing the proximal step, hence allowing us to reformulate this method as an inexact centralized proximal gradient method with controlled error. Our analysis then uses the recent results on the convergence rate of an inexact (centralized) proximal-gradient method (see [4]) to
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1This models problems in which $h$ represents a nondifferentiable regularization term. For example, a common choice for machine learning applications is $h(x) = \lambda \|x\|_1$, where $\|x\|_1$ is the sum of the absolute values of each element of the vector $x$. 
establish the convergence rate of the distributed method. Second, exploiting the special structure in the objective functions allows for the use of a proximal-gradient method that can be accelerated using a Nesterov acceleration step, leading to the faster convergence rate of the algorithm.

Other than the papers cited above, our paper is related to the seminal works [5] and [6], which developed distributed methods for solving global optimization problems with a common objective (i.e., \( f_i(x) = f(x) \) for all \( i \) in problem (1)) using parallel computations in multiple servers. It is also related to the literature on consensus problems and algorithms (see [7]–[10]) and a recent growing literature on multi-agent optimization where information is decentralized among multiple agents connected through a network (see [11]–[15] for subgradient algorithms and [16], [17] for algorithms based on the alternating direction method of multipliers). Finally, our paper builds on the seminal papers on (centralized) proximal-point and proximal-gradient methods (see [18]–[20]).

The paper is organized as follows: Section 2 describes preliminary results pertinent to our work. In Section 3, we introduce our fast distributed proximal-gradient method and establish its convergence rate. Section 4 presents numerical experiments that verify the effectiveness of our method. Finally, Section 5 concludes the paper with open questions for future work.

Notations and Definitions:

- For a vector or scalar that is local, we use subscript(s) to denote the agent(s) it belongs to, and superscripts with parentheses to denote the iteration number; for example, \( x_i^{(k)} \) denotes the estimate of agent \( i \) at iteration \( k \).
- For a vector or scalar that is common to every agent, or is part of a centralized formulation, the iteration number is also written in superscripts with parentheses; for example, \( x^{(k)} \) denotes the average estimate of all agents at iteration \( k \). Similarly, \( e^{(k)} \) and \( e^{(k)} \) denote the errors in the centralized formulation at iteration \( k \).
- The standard inner product of two vectors \( x, y \in \mathbb{R}^d \) is denoted \( \langle x, y \rangle = x^T y \). For \( x \in \mathbb{R}^d \), its Euclidean norm is \( \| x \| = \sqrt{x^T x} \), and its 1-norm is \( \| x \|_1 = \sum_{i=1}^d |x(l)| \), where \( x(l) \) is its \( l \)-th entry.
- For a matrix \( A \), we denote its entry at the \( i \)-th row and \( j \)-th column as \( A_{ij} \). We also write \( [a_{ij}] \) to represent a matrix \( A \) with \( A_{ij} = a_{ij} \). A matrix \( A \) is said to be stochastic if the entries in each row sum up to 1, and it is doubly stochastic if \( A \) is both stochastic.
- We write \( a(n) = O(b(n)) \) if and only if there exists a positive real number \( M \) and a real number \( n_0 \) such that \( |a(n)| \leq M|b(n)| \) for all \( n \geq n_0 \).
- For a function \( F : \mathbb{R}^d \to (-\infty, \infty) \), we denote the domain of \( F \) by \( \text{dom}(F) \), where
  \[
  \text{dom}(F) = \{ x \in \mathbb{R}^d \mid F(x) < \infty \}.
  \]

For a given vector \( x \in \text{dom}(F) \), we say that \( z_F(x) \in \mathbb{R}^d \) is a subgradient of the function \( F \) at \( x \) when the following relation holds:

\[
F(x) + \langle z_F(x), y - x \rangle \leq F(y) \quad \text{for all } x \in \text{dom}(F).
\]

The set of all subgradients of \( F \) at \( x \) is denoted by \( \partial F(x) \).

II. Preliminaries

In this section, we introduce the main concepts and establish key results on which our subsequent analysis relies. Section 2.1 gives properties of the proximal operator; Section 2.2 summarizes convergence rate results for an inexact centralized proximal-gradient method characterized in terms of the errors introduced in the method.

A. Properties of the Proximal Operator

For a closed proper convex function \( h : \mathbb{R}^d \to (-\infty, \infty] \) and a scalar \( \alpha > 0 \), we define the proximal operator with respect to \( h \) as

\[
\text{prox}_h^\alpha \{ x \} = \arg\min_{z \in \mathbb{R}^d} \left\{ h(z) + \frac{1}{2\alpha} \| z - x \|^2 \right\}.
\]

It follows that the minimization in the preceding optimization problem is attained at a unique point \( y = \text{prox}_h^\alpha \{ x \} \), i.e., the proximal operator is a single-valued map [18]. Moreover, using the optimality condition for this problem

\[
0 \in \partial h(y) + \frac{1}{\alpha} (y - x),
\]

we can see that the proximal operator has the following properties [19]:

Proposition 1: (Basic properties of the proximal operator) Let \( h : \mathbb{R}^d \to (-\infty, \infty] \) be a closed proper convex function. For a scalar \( \alpha > 0 \) and \( x \in \mathbb{R}^d \), let \( y = \text{prox}_h^\alpha \{ x \} \).

(a) We have \( \frac{1}{\alpha} (x - y) \in \partial h(y) \).

(b) The vector \( y \) can be written as \( y = x - \alpha z \), where \( z \in \partial h(y) \).

(c) We have \( h(u) \leq h(y) + \frac{1}{2\alpha} \| x - y - u \| \) for all \( u \in \mathbb{R}^d \).

(d) (Nonexpansiveness) For \( x, \hat{x} \in \mathbb{R}^d \), we have

\[
\| \text{prox}_h^\alpha \{ x \} - \text{prox}_h^\alpha \{ \hat{x} \} \| \leq \| x - \hat{x} \|.
\]

B. Inexact Proximal-Gradient Method

Our approach for the analysis of the proposed distributed method is to view it as an inexact centralized proximal-gradient method, with the error controlled by multiple communication steps at each iteration. This allows us to use recent results on the convergence rate of an inexact centralized proximal-gradient method to establish the convergence rate of our distributed method. The following proposition from [4] characterizes the convergence rate of an inexact proximal-point method in terms of error sequences \( \{e^{(k)}\}_{k=1}^\infty \) and \( \{\varepsilon^{(k)}\}_{k=1}^\infty \).

Proposition 2: [4, Proposition 2] Let \( g : \mathbb{R}^d \to \mathbb{R} \) be a convex function that has a Lipschitz continuous gradient with Lipschitz constant \( L \), and let \( h : \mathbb{R}^d \to (-\infty, \infty] \) be a lower semi-continuous proper convex function. Suppose the function \( f = g + h \) attains its minimum at a certain \( x^* \in \mathbb{R}^d \).
Given two sequences \( \{ e^{(k)} \}_{k=1}^{\infty} \) and \( \{ \varepsilon^{(k)} \}_{k=1}^{\infty} \), where \( e^{(k)} \in \mathbb{R}^d \) and \( \varepsilon \in \mathbb{R} \) for every \( k \), consider the accelerated inexact proximal gradient method, which iterates the following recursion:

\[
\begin{align*}
\{ x^{(k)} \} &\in \text{prox}_{\alpha \varepsilon^{(k)}} \{ y^{(k-1)} - \alpha (\nabla g(y^{(k-1)}) + e^{(k)}) \} \\
y^{(k)} &= x^{(k)} + \frac{k-1}{k+2} (x^{(k)} - x^{(k-1)})
\end{align*}
\]

where the step size is \( \alpha = \frac{1}{L} \), and

\[
\text{prox}_{\alpha \varepsilon^{(k)}} \{ y \} = \{ x \in \mathbb{R}^d \mid h(x) + \frac{1}{2\alpha} \| z - y \|^2 \leq \min_{z \in \mathbb{R}^d} h(z) + \frac{1}{2\alpha} \| z - y \|^2 + \varepsilon \}
\]

indicates the set of all \( \varepsilon \)-optimal solutions for the proximal operator.

Then, for all \( n \geq 1 \), we have

\[
f(x(n)) - f(x^*) \leq \frac{2L}{(n+1)^2} \left( \| x^{(0)} - x^* \| + 2 \tilde{A}_n + \sqrt{2B_n} \right)^2
\]

where

\[
\tilde{A}_n = \sum_{k=1}^{n} k \left( \frac{\| e^{(k)} \|}{L} + \frac{\sqrt{2\varepsilon^{(k)}}}{L} \right), \quad B_n = \sum_{k=1}^{n} k^2 \varepsilon^{(k)}
\]

Proposition 2 indicates that as long as the error sequences \( \{ \| e^{(k)} \| \}_{k=1}^{\infty} \) and \( \{ \varepsilon^{(k)} \}_{k=1}^{\infty} \) are such that the sequences \( \{ k \| e^{(k)} \| \}_{k=1}^{\infty} \) and \( \{ k \sqrt{\varepsilon^{(k)}} \}_{k=1}^{\infty} \) are both summable, then the accelerated inexact gradient method achieves the optimal convergence rate of \( O\left( \frac{1}{n^2} \right) \). It is straightforward to verify using the analysis in [4] that the result also holds for a constant step size \( \alpha = \frac{1}{L} \).

We shall see that error sequences in our inexact formulation, introduced by the distributed nature of our problem and controlled by multi-step consensus, can be bounded by sequences of the form \( \{ p(k) \gamma^k \}_{k=1}^{\infty} \) for some polynomial \( p(k) \) of \( k \) and some \( \gamma \in (0, 1) \), which we shall henceforth refer to as polynomial-geometric sequences. The next proposition shows that such sequences are summable and allows us to use Proposition 2 in the convergence analysis of our method (the proof is omitted due to limited space).

**Proposition 3:** (Summability of polynomial-geometric sequences)

Let \( \gamma \) be a positive scalar such that \( \gamma < 1 \), and let

\[ P(k, N) = \{ c_0 k^N + \ldots + c_0 k^0 \mid c_j \in \mathbb{R}, j = 0, \ldots, N \} \]

denote the set of all \( N \)-th order polynomials of \( k \), where \( N \) is a nonnegative integer. Then for every polynomial \( p(k) \in P(k, N) \),

\[
\sum_{k=0}^{\infty} p(k) \gamma^k < \infty.
\]

The result of this proposition for \( p(k, N) = k^N \) will be particularly useful for our analysis in the upcoming sections. Therefore, we make the following definition:

\[
S_N^\gamma := \sum_{k=0}^{\infty} k^N \gamma^k < \infty.
\]

### III. Model and Method

We consider the optimization problem

\[
\min_{x \in \mathbb{R}^d} f(x) := \frac{1}{m} \sum_{i=1}^{m} f_i(x),
\]

where \( f(x) \) is the global objective function, and \( f_i(x) = g_i(x) + h(x), i = 1, \ldots, m \) are local objective functions that are private to each agent. For example, for regularized logistic regression, the local objective functions are given by \( g_i(x) = \frac{1}{n_i} \sum_{j \in N_i} \log(1 + \exp(-b_j (a_j, x))) \) and \( h(x) = \lambda \| x \|_1 \), where \( N_i \) is the training dataset of agent \( i \), corresponding to \( \{ a_j \mid j \in N_i \} \), the set of feature vectors, and \( \{ b_j \mid j \in N_i \} \), the set of associated labels.

We adopt the following assumption on the functions \( g_i(x) \) and \( h(x) \).

**Assumption 1:** (a) For every \( i \), \( g_i : \mathbb{R}^d \to \mathbb{R} \) is convex, continuously differentiable, and has a Lipschitz-continuous gradient with Lipschitz constant \( L > 0 \), i.e.,

\[
\| \nabla g_i(x) - \nabla g_i(y) \| \leq L \| x - y \| \quad \text{for all } x, y \in \mathbb{R}^d.
\]

(b) There exists a scalar \( G_g \) such that for every \( i \) and for every \( x \in \mathbb{R}^d \), \( \| \nabla g_i(x) \| < G_g \).

(c) \( h : \mathbb{R}^d \to \mathbb{R} \) is convex.

(d) There exists a scalar \( G_h \) such that for every \( x \in \mathbb{R}^d \), \( \| z \| < G_h \) for each subgradient \( z \in \partial h(x) \).

(e) \( f(x) = \frac{1}{m} \sum_{i=1}^{m} f_i(x) = \frac{1}{m} \sum_{i=1}^{m} g_i(x) + h_i(x) \) attains its minimum at a certain \( x^* \).

These assumptions are standard in the analysis of distributed first-order methods (see [6], [21] and [1]).

We propose the following distributed proximal-gradient method for solving problem (5): Starting from initial estimates \( \{ y_i^{(0)} \}_{i=1}^{m} \) with \( y_i^{(0)} \in \mathbb{R}^d \), each agent \( i \) updates his estimate \( y_i^{(k-1)} \) at iteration \( k \) as follows:

\[
\begin{align*}
y_i^{(k)} &= y_i^{(k-1)} - \alpha \nabla g_i(y_i^{(k-1)}) \\
y_i^{(k)} &= \sum_{j=1}^{m} \lambda_{ij}^{(k)} y_j^{(k)} \\
x_i^{(k)} &= \text{prox}_{\alpha \varepsilon^{(k)}} \{ y_i^{(k)} \} \\
y_i^{(k)} &= x_i^{(k)} + \frac{k-1}{k+2} (x_i^{(k)} - x_i^{(k-1)})
\end{align*}
\]

Here, \( \alpha > 0 \) is a constant stepsize which is also the constant scalar used in the proximal operator. The scalars \( \lambda_{ij}^{(k)} \) are weights given by

\[
\lambda_{ij}^{(k)} = [\Phi(t(k) + k \varepsilon^{(k)})]_{ij},
\]

for all \( i, j = 1, \ldots, m \) and all \( k \geq s \), where \( t(k) \) is the total number of communication steps before iteration \( k \), and \( \Phi \) is a transition matrix representing the product of matrices \( A(t) \), i.e., for \( t \geq 0 \),

\[
\Phi(t, s) = A(t) A(t-1) \cdots A(s+1) A(s),
\]

where \( A(t) = [a_{ij}(t)]_{i,j=1,\ldots,m} \) is a matrix of weights \( a_{ij}(t) \geq 0 \) for \( i, j = 1, \ldots, m \). Using a vector notation
\( \hat{q}^{(k)} = [\hat{q}_{i}^{(k)}]_{i=1,...,m} \) and \( q^{(k)} = [q_{i}^{(k)}]_{i=1,...,m} \), we can rewrite (6b) as
\[
\hat{q}^{(k)} = \Phi(t^{(k)} + k, t^{(k)}) q^{(k)}
= A(t^{(k)} + k) A(t^{(k)} + k - 1) \cdots A(t^{(k)}) q^{(k)}.
\]
Hence, this step represents agents performing \( k \) communication steps at iteration \( k \). At each communication step, agents exchange their values \( q_{i}^{(k)} \) and update these values by linearly combining the received values using weights \( A(t) \). We refer to (6b) as a multi-step consensus stage, since linear (in fact, convex, as we shall see) combinations of estimates will serve to bring the agent estimates close to each other.

Our method involves each agent updating his estimate along the negative gradient of the differentiable part of his local objective function (step (6a)), a multi-step consensus stage (step (6b)), and a proximal step with respect to the nondifferentiable part of his local objective function (step (6c)), which is then followed by a Nesterov-type acceleration step (step (6d)). Hence, it is a distributed proximal-gradient method with a multi-step consensus stage inserted before the proximal step. The multi-step consensus stage serves to bring the estimates close to each other before performing the proximal step. The multi-step consensus stage is presented in Algorithm (6).

This lemma will ensure that the distance between each agent’s estimate and the average estimate decreases geometrically with respect to the number of communication steps taken in the consensus stage. In particular, it gives the following bound on the distance between iterates \( \hat{q}^{(k)} \), the outcome outcomes of the multi-step consensus stage (6b), and their average, \( \bar{q}^{(k)} = \frac{1}{m} \sum_{i=1}^{m} \hat{q}_{i}^{(k)} \).

### Proposition 4

[1, Proposition 1(b)] Let Assumption 2 hold, and for \( t \geq s \), let
\[
\Phi(t,s) = A(t)A(t-1) \cdots A(s+1)A(s).
\]
Then the entries \( \Phi(t,s)_{ij} \) converges to \( \frac{1}{m} \) as \( t \to \infty \) with a geometric rate uniformly with respect to \( i,j \). Specifically, for all \( i,j \in \{1,...,m\} \) and all \( t,s \) with \( t \geq s \),
\[
\|\Phi(t,s)_{ij} - \frac{1}{m}\| \leq 2 \frac{1 + \eta^{-s}}{1 - \eta^{B}} \left( 1 - \eta^{-B} \right)^{t-s}.
\]

For simplicity, we shall denote \( \Gamma = 2 \frac{1 + \eta^{-s}}{1 - \eta^{B}} \left( 1 - \eta^{-B} \right)^{t-s} \), and restate this theorem as
\[
\|\Phi(t,s)_{ij} - \frac{1}{m}\| \leq \Gamma \gamma^{t-s}. \tag{7}
\]

This lemma will ensure that the distance between each agent’s estimate and the average estimate decreases geometrically with respect to the number of communication steps taken in the consensus stage. In particular, it gives the following bound on the distance between iterates \( \hat{q}^{(k)} \), the outcome outcomes of the multi-step consensus stage (6b), and their average, \( \bar{q}^{(k)} = \frac{1}{m} \sum_{i=1}^{m} \hat{q}_{i}^{(k)} \).

### Proposition 5

(Distributed proximal-gradient method as an inexact centralized proximal-gradient method)

We now show how our method can be formulated as an inexact centralized proximal gradient method in the framework of [4]:

### A. Formulation as an Inexact Method

We now show that our method can be formulated as an inexact centralized proximal gradient method in the framework of [4]:

### Proposition 5

(Distributed proximal-gradient method as an inexact centralized proximal-gradient method) Let \( x_{i}^{(k)} \) and \( y_{i}^{(k)} \) be iterates generated by Algorithm (6). Let \( \pi^{(k)} = \frac{1}{m} \sum_{i=1}^{m} x_{i}^{(k)} \) and \( \bar{y}^{(k)} = \frac{1}{m} \sum_{i=1}^{m} y_{i}^{(k)} \) be the average iterates at iteration \( k \). Then Algorithm (6) can be written as
\[
\begin{align*}
\pi^{(k)} & \in \text{prox}_{\mu_{c}}^{\Theta_{g}} \left\{ \frac{\pi^{(k-1)} - \alpha \nabla g(\pi^{(k-1)})}{\Theta_{g}(\pi^{(k-1)})} + e^{(k)} \right\} \\
\bar{y}^{(k)} & = \pi^{(k)} + \frac{k-1}{k+2} (\pi^{(k)} - \pi^{(k-1)})
\end{align*}
\tag{10}
\]

### Assumption 2

(Weight Matrix and Network Conditions)
Consider the weight matrices \( A(t) = [a_{ij}(t)] \), \( t = 1,2,... \).

(a) (Double stochasticity) For every \( t \), \( A(t) \) is doubly stochastic.

(b) (Significant weights) There exists a scalar \( \eta \in (0,1) \) such that for all \( i \), \( a_{ii}(t) \geq \eta \), and for \( j \not= i \), either \( a_{ij}(t) \geq \eta \), in which case \( j \) is said to be a neighbor of \( i \), and receives the estimate of \( i \), at time \( t \); or \( a_{ij}(t) = 0 \), in which case \( j \) is not a neighbor of \( i \) at time \( t \).

(c) (Connectivity and bounded intercommunication intervals) Let
\[
E_{t} = \{(j,i) \mid j \text{ receives the estimate of } i \text{ at time } t\},

E_{\infty} = \{(j,i) \mid j \text{ receives the estimate of } i \text{ for infinitely many } t\}.
\]

Then \( E_{\infty} \) is connected. Moreover, there exists an integer \( B \) such that if \( (j,i) \in E_{\infty} \), then \( (j,i) \in E_{t} \cup E_{t+1} \cup \cdots \cup E_{t+B-1} \).

In this assumption, part (a) ensures that each agent’s estimate exerts an equal influence on the estimates of others in the network. Part (b) guarantees that in updating his estimate, each agent gives significant weight to his current estimate and the estimates received from his neighbors. Part (c) states that the overall communication network is capable of exchanging information between any pair of agents in bounded time. An important implication of this assumption is that for \( \mathcal{B} = (m-1)B \), then \( E_{t} \cup E_{t+1} \cup \cdots \cup E_{t+B-1} = E_{\infty} \).

The following result from [1] on the limiting behavior of products of weight matrices will be key in establishing the convergence of our algorithm in the subsequent analysis.

### Proposition 4

[1, Proposition 1(b)] Let Assumption 2 hold, and for \( t \geq s \), let
\[
\Phi(t,s) = A(t)A(t-1) \cdots A(s+1)A(s).
\]
Then the entries \( \Phi(t,s)_{ij} \) converges to \( \frac{1}{m} \) as \( t \to \infty \) with a geometric rate uniformly with respect to \( i,j \). Specifically, for all \( i,j \in \{1,...,m\} \) and all \( t,s \) with \( t \geq s \),
\[
\|\Phi(t,s)_{ij} - \frac{1}{m}\| \leq 2 \frac{1 + \eta^{-s}}{1 - \eta^{B}} \left( 1 - \eta^{-B} \right)^{t-s}.
\]

For simplicity, we shall denote \( \Gamma = 2 \frac{1 + \eta^{-s}}{1 - \eta^{B}} \left( 1 - \eta^{-B} \right)^{t-s} \), and restate this theorem as
\[
\|\Phi(t,s)_{ij} - \frac{1}{m}\| \leq \Gamma \gamma^{t-s}. \tag{7}
\]
where the error sequences \( \{ e^{(k)} \}_{k=1}^{\infty} \) and \( \{ \varepsilon^{(k)} \}_{k=1}^{\infty} \) satisfy
\[
\| e^{(k)} \| \leq \frac{L}{m} \sum_{i=1}^{m} \left\| y_i^{(k-1)} - y^{(k-1)} \right\|
\]
(11)
\[
\varepsilon^{(k)} \leq \frac{2G}{m} \sum_{i=1}^{m} \left\| q_i^{(k)} - q^{(k)} \right\|
+ \frac{1}{2\alpha} \left( \frac{1}{m} \sum_{i=1}^{m} \left\| q_i^{(k)} - q^{(k)} \right\| \right)^2 .
\]
(12)

Proof: By taking the average of (6a), we can see that
\[
\bar{q}^{(k)} = \bar{y}^{(k-1)} - \alpha (\nabla g(\bar{y}^{(k-1)}) + e^{(k)}),
\]
where
\[
e^{(k)} = \frac{1}{m} \sum_{i=1}^{m} \left[ \nabla g_i(y_i^{(k-1)}) - \nabla g_i(\bar{y}^{(k-1)}) \right],
\]
and therefore, due to the Lipschitz-continuity of the gradient of \( g_i(x) \),
\[
\left\| e^{(k)} \right\| \leq \frac{L}{m} \sum_{i=1}^{m} \left\| y_i^{(k-1)} - \bar{y}^{(k-1)} \right\|.
\]

Let
\[
z^{(k)} = \text{prox}_h \{ \bar{q}^{(k)} \} = \underset{x}{\text{argmin}} \left\{ h(x) + \frac{1}{2\alpha} \left\| x - \bar{q}^{(k)} \right\|^2 \right\}
\]
denote the result of the exact centralized proximal step. Then \( \bar{x}^{(k)} = \frac{1}{m} \sum_{i=1}^{m} x_i^{(k)} = \frac{1}{m} \sum_{i=1}^{m} \text{prox}_h \{ q_i^{(k)} \} \), the result of the proximal step in the distributed method, can be seen as an approximation of \( z^{(k)} \). We next relate \( z^{(k)} \) and \( \bar{x}^{(k)} \) by formulating the latter as an inexact proximal step with error \( \varepsilon^{(k)} \). A simple algebraic expansion gives
\[
h(\bar{x}^{(k)}) + \frac{1}{\alpha} \left\| \bar{x}^{(k)} - \bar{q}^{(k)} \right\|^2 
\leq h(z^{(k)}) + G_h \left\| \bar{x}^{(k)} - z^{(k)} \right\| + \frac{1}{\alpha} \left\| z^{(k)} - \bar{q}^{(k)} \right\|^2 + 2 \left\langle z^{(k)} - \bar{q}^{(k)}, \bar{x}^{(k)} - z^{(k)} \right\rangle
+ \left\| \bar{x}^{(k)} - z^{(k)} \right\| \left( G_h + \frac{1}{\alpha} \left\| z^{(k)} - \bar{q}^{(k)} \right\| \right)
+ \frac{1}{2\alpha} \left\| \bar{x}^{(k)} - z^{(k)} \right\|^2,
\]
where in the inequality, we used the convexity of \( h(x) \) and the bound on the subgradient \( \partial h(\bar{x}^{(k)}) \) to obtain \( h(\bar{x}^{(k)}) \leq h(z^{(k)}) + G_h \left\| \bar{x}^{(k)} - z^{(k)} \right\| \); and in the equality, we used the fact that by definition, \( z^{(k)} \) is the optimizer of \( h(x) + \frac{1}{2\alpha} \left\| x - \bar{q}^{(k)} \right\|^2 \).

With this expression, we can write
\[
\bar{x}^{(k)} = \text{prox}_h \{ \bar{q}^{(k)} \},
\]
where
\[
\varepsilon^{(k)} = \left\| \bar{x}^{(k)} - z^{(k)} \right\| \left( G_h + \frac{1}{\alpha} \left\| z^{(k)} - \bar{q}^{(k)} \right\| \right)
+ \frac{1}{2\alpha} \left\| \bar{x}^{(k)} - z^{(k)} \right\|^2.
\]

By definition, \( z^{(k)} = \text{prox}_h \{ \bar{q}^{(k)} \} \) also implies \( \frac{1}{G_h} \left( \bar{x}^{(k)} - z^{(k)} \right) \in \partial h(z^{(k)}) \), and therefore its norm is bounded by \( G_h \). As a result,
\[
\varepsilon^{(k)} \leq \frac{2G}{m} \left\| \bar{x}^{(k)} - z^{(k)} \right\| + \frac{1}{2\alpha} \left\| \bar{x}^{(k)} - z^{(k)} \right\|^2 .
\]

Combined with the nonexpansiveness of the proximal operator (Proposition 1(d)),
\[
\left\| \bar{x}^{(k)} - z^{(k)} \right\| \leq \frac{1}{m} \sum_{i=1}^{m} \left\| \text{prox}_h \{ q_i^{(k)} \} - \text{prox}_h \{ q_i^{(k)} \} \right\|
\leq \frac{1}{m} \sum_{i=1}^{m} \left\| q_i^{(k)} - \bar{q}^{(k)} \right\|,
\]
we arrive at the desired expression.

This proposition shows that the two error sequences \( \| e^{(k)} \| \) and \( \varepsilon^{(k)} \) have upper bounds in terms of \( \frac{1}{m} \sum_{i=1}^{m} \| y_i^{(k-1)} - \bar{y}^{(k-1)} \| \) and \( \frac{1}{m} \sum_{i=1}^{m} \| q_i^{(k)} - \bar{q}^{(k)} \| \), respectively, which are in turn controlled by the multi-step consensus stage. According to [4, Proposition 2], if \( \{ k\| e^{(k)} \| \} \) and \( \{ k\sqrt{\varepsilon^{(k)}} \} \) are both summable, then the inexact proximal-gradient method exhibits the optimal exact convergence rate of \( O(1/n^2) \). In the following sections, we shall see that this is indeed the case.

B. Convergence Rate Analysis

We next show that the sequences \( \{ \| e^{(k)} \| \}_{k=1}^{\infty} \) and \( \{ \varepsilon^{(k)} \}_{k=1}^{\infty} \) are bounded above by polynomial-geometric sequences. By Proposition 3, this establishes that the sequences \( \{ k\| e^{(k)} \| \} \) and \( \{ k\sqrt{\varepsilon^{(k)}} \} \) are summable. We first present some useful recursive expressions of the iterates.

**Proposition 6:** (Recursive expressions of iterates)

Let sequences \( \{ x_i^{(k)} \}_{k=1}^{\infty}, \{ y_i^{(k)} \}_{k=1}^{\infty}, \{ q_i^{(k)} \}_{k=1}^{\infty}, \{ q_i^{(k)} \}_{k=1}^{\infty}, \) be iterates generated by Algorithm (6). For every \( k \geq 2 \), we have

(a) \( \sum_{i=1}^{m} \| x_i^{(k+1)} \| \leq \sum_{i=1}^{m} \| q_i^{(k)} \| + \alpha m (G_g + G_h) \) + \( \sum_{i=1}^{m} \| x_i^{(k)} - x_i^{(k-1)} \| \)

(b) \( \sum_{i=1}^{m} \| x_i^{(k)} - x_i^{(k-1)} \| \leq 2m \Gamma \sum_{i=1}^{m} \| q_i^{(k)} \| + \alpha m (G_g + G_h) \)

(c) \( \sum_{i=1}^{m} \| x_i^{(k)} - x_i^{(k-1)} \| \leq 4 \Gamma^2 \sum_{i=1}^{m} \| q_i^{(k)} \| + \sum_{i=1}^{m} \| q_i^{(k)} \| \)

The proof is given in the online appendix. These recursive expressions allow us to bound \( \sum_{i=1}^{m} \| q_i^{(k)} \| \) with a second-order polynomial of \( k \), as in the following lemma, whose proof is also given in the appendix.

**Lemma 1:** (Polynomial bound on \( \sum_{j=1}^{m} \| q_i^{(k)} \| \))

Let sequences \( \{ x_i^{(k)} \}_{k=1}^{\infty}, \{ y_i^{(k)} \}_{k=1}^{\infty}, \{ q_i^{(k)} \}_{k=1}^{\infty}, \) be generated by Algorithm (6). Then there exists scalars \( C_q, C'_q, C''_q \) such that for \( k \geq 2 \),
\[
\sum_{i=1}^{m} \| q_i^{(k)} \| \leq C_q + C'_q k + C''_q k^2.
\]
We now apply Lemma 1 on the error sequences in (10) to show that \( \{k\|e(k)\|^\infty\}_{k=1}^\infty \) and \( \{k\sqrt{\varepsilon(k)}\}_{k=1}^\infty \) are polynomial-geometric sequences, thus summable:

**Lemma 2:** (Summability of \( \{k\|e(k)\|^\infty\}_{k=1}^\infty \) and \( \{k\sqrt{\varepsilon(k)}\}_{k=1}^\infty \))

In the formulation (10), where

\[
\varepsilon(k) \leq L \frac{1}{m} \sum_{i=1}^{m} \left| y_i^{(k-1)} - \bar{y}^{(k-1)} \right|,
\]

\[
\varepsilon(k) \leq 2G_h \frac{1}{m} \sum_{i=1}^{m} \left| y_i^{(k)} - \bar{y}^{(k)} \right|
+ \frac{1}{2\alpha} \left( \frac{1}{m} \sum_{i=1}^{m} \left| q_i^{(k)} - \bar{q}^{(k)} \right| \right)^2,
\]

we have

(a) \( \sum_{k=1}^{\infty} k \| e(k) \| < \infty \)

(b) \( \sum_{k=1}^{\infty} k \sqrt{\varepsilon(k)} < \infty \)

**Proof:** In both cases, it suffices to show that the sequence is a polynomial-geometric sequence. The result then follows by Proposition 3.

(a) By Proposition 6(c),

\[
\frac{1}{m} \sum_{i=1}^{m} \left| y_i^{(k)} - \bar{y}^{(k)} \right| \leq 4L \Gamma \gamma^k \left( C_q + C_q' k + C_q'' k^2 \right)
+ 2L \gamma \Gamma \gamma^{k-1} \sum_{i=1}^{m} \left| q_i^{(k-1)} \right|
\]

and by Lemma 1(a), \( \sum_{k=1}^{m} \left| q_i^{(k)} \right| \leq C_q + C_q' k + C_q'' k^2 \).

Therefore,

\[
k \| e(k) \| \leq 4L \gamma \gamma^k \left( C_q + C_q' k + C_q'' k^2 \right)
+ 2L \gamma \gamma^{k-1} \left( C_q + C_q' k + C_q'' k^2 \right)
\]

which is a polynomial-geometric sequence.

(b) Recall (8),

\[
\frac{1}{m} \sum_{i=1}^{m} \left| q_i^{(k)} - \bar{q}^{(k)} \right| \leq \Gamma \gamma \gamma \sum_{j=1}^{m} \left| q_j^{(k)} \right|
\]

and Lemma 1(a), \( \sum_{j=1}^{m} \left| q_j^{(k)} \right| \leq C_q + C_q' k + C_q'' k^2 \).

Therefore,

\[
\varepsilon(k) \leq 2G_h \Gamma \gamma^k \left( C_q + C_q' k + C_q'' k^2 \right)
+ \frac{1}{2\alpha} \left[ \Gamma \gamma^k \left( C_q + C_q' k + C_q'' k^2 \right) \right]^2.
\]

Using the fact that \( \sqrt{a+b} \leq \sqrt{a} + \sqrt{b} \) for all nonnegative real numbers \( a, b \), we have

\[
\varepsilon(k) \leq 2G_h \Gamma \gamma^k \left( C_q + C_q' k + C_q'' k^2 \right)
+ \frac{1}{2\alpha} \left[ \Gamma \gamma^k \left( C_q + C_q' k + C_q'' k^2 \right) \right]^2
\]

where in the last line we used the fact that \( \sqrt{k} \leq k \) for all \( k \geq 1 \). This is a polynomial-geometric sequence.

Therefore, \( k \sqrt{\varepsilon(k)} \) is also a polynomial-geometric sequence.

Using the lemma above, we can establish the convergence rate of our distributed proximal-gradient method:

**Theorem 1:** (Convergence rate of the distributed proximal-gradient method with multi-step consensus) Let \( \{x_i^{(k)}\}_{k=1}^\infty \) be iterates generated by Algorithm (6), with a constant step size \( \alpha \leq 1/L \) where \( L \) is the Lipschitz constant in Assumption 1. Let \( \bar{x}^{(k)} = \frac{1}{m} \sum_{i=1}^{m} x_i^{(k)} \) be the average iterate at iteration \( k \). Then, for all \( t \geq 1 \), where \( t \) is the total number of communication steps taken, we have

\[
f(\bar{x}^{(t)}) - f(x^*) = O(1/t).
\]

**Proof:** Since it takes \( k \) communication steps to complete iteration \( k \), the total number of communication steps required to execute iterations 1, ..., \( n \) is \( \sum_{k=1}^{n} k = \frac{n(n+1)}{2} \).

In other words, after \( t \) communication steps, the number of iterations completed is \( n \), where \( n \) is the greatest integer such that \( \frac{n(n+1)}{2} \leq t \), or equivalently, \( n = \left\lfloor \frac{-1 + \sqrt{1+8t}}{2} \right\rfloor \). As a result,

\[
(n+1)^2 \geq \left( \frac{-1 + \sqrt{1+8t}}{2} \right)^2 = 2 + t - \frac{2\sqrt{1 + 8t}}{2} = 2 + t - \frac{2\sqrt{1 + 8t}}{2},
\]

and thus,

\[
f(\bar{x}^{(t)}) - f(x^*) \leq \frac{D}{(n+1)^2} \leq \frac{2D}{4t + 1 - \sqrt{1 + 8t}} = O(1/t).
\]

Although this theorem is stated in terms of \( \bar{x}^{(t)} \), it could also lead to a bound on \( f(x_i^{(t)}) - f(x^*) \), using the gradient bound, nonexpansiveness of the proximal operator, and (9). Also, note that the results above hold for the fast distributed gradient method (where the objective functions are differentiable), which is clear by simply setting \( b(x) = 0, G_h = 0 \) and \( \varepsilon(k) = 0 \).

**C. Beyond O(1/t)**

We have thus shown that taking \( k \) communication steps in the \( k \)-th iteration of Algorithm (6) results in the summability of error sequences \( \{k\|e(k)\|^\infty\}_{k=1}^\infty \) and \( \{k\sqrt{\varepsilon(k)}\}_{k=1}^\infty \). A natural question arises: can we do better? In particular, will the error sequences still converge if we took less than \( k \) communication steps in the \( k \)-th iteration? We address this question in this section.

Let \( s_k \) be the number of communication steps taken in the multi-step consensus stage at iteration \( k \). In our method presented earlier, \( s_k = k \). We wish to explore smaller choices of \( s_k \) that still preserves the guarantee for exact convergence.

With \( s_k \), we see that (8) can be written as

\[
\| q_i^{(k)} - \bar{q}^{(k)} \| \leq \Gamma s_k \sum_{j=1}^{m} \| q_j^{(k)} \|.
\]


Therefore, Proposition 6(b) becomes
\[
\sum_{i=1}^{m} \left\| x_i^{(k)} - x_i^{(k-1)} \right\|
\leq 2m \Gamma \gamma_s \sum_{i=1}^{m} \left\| g_j \right\| + (k-1)\alpha m (G_g + G_h)
\]

As a result, if we have the equivalent of Proposition 3 for \( s_k \), i.e., if \( \sum_{k=0}^{\infty} \kappa^{s_k} < \infty \) for any given \( \gamma \in (0, 1) \) and nonnegative integer \( N \), then Lemma 1 would hold, and so would Theorem 1.

Since \( \sum_{k=0}^{\infty} k^{s} < \infty \) for \( a < -1 \), a sufficient condition for the above is \( \gamma^{s_k} < k^{-N-1} \), or equivalently, \( s_k > -\frac{N-1}{\log \gamma} \log k \). This is at the order of \( O(\log k) \), which is smaller than our previous choice of \( s_k = k = O(k) \). The hidden constant, \( -\frac{N-1}{\log \gamma} \), depends on \( N \) and \( \gamma \). In our case, we only require this condition to hold up to \( N = 3 \). Therefore, if \( \gamma \) is known, by choosing \( s_k = \left\lceil \frac{4}{\log \gamma} \log(k+1) \right\rceil \), the distributed proximal-gradient method is guaranteed to converge with rate \( O(1/n^2) \), where \( n \) is the iteration number.

The time it takes to complete iterations \( 1, \ldots, n \), which we denote by \( T(n) \), is then
\[
T(n) = \sum_{k=1}^{n} s_k = O(n \log n - n)
\]

since \( \int \log x \, dx = x (\log x - 1) \). Unfortunately, \( n \log n = \log n \cdot e^{\log n} \) has no explicit inverse expression [22]. Therefore, we can only express the convergence rate as
\[
f(\pi(t)) - f(x^*) = O(1/(T^{-1}(t))^2)
\]
which we know to be better than \( O(1/t) \), since \( T(n) \) is bounded above by \( O(n^2) \).

In closing, we remark that the improved choice of \( s_k \) above requires the knowledge of \( \gamma \), which may not be readily available if detailed information or performance guarantees of the communication network is unknown. In such cases, the method could still be implemented with \( s_k = k \).

IV. NUMERICAL EXPERIMENTS

Our theoretical findings are verified with numerical experiments on a machine learning task using 20 Newsgroups [23], [24], a benchmark dataset for text categorization. It consists of about 20,000 news articles, evenly chosen among 20 topics. The task is to perform \( L_1 \)-regularized logistic regression on the training data, so as to learn the classification model for a chosen topic label. Specifically, we wish to minimize
\[
f(x) = \frac{1}{N} \sum_{j=1}^{N} \log(1 + \exp(-b_j \langle a_j, x_i \rangle)) + \lambda \|x\|_1,
\]

where \( N \) is the total number of news articles, \( a_j \) is the 8615-dimensional feature vector of article \( j \), and \( b_j \) is its the label for the chosen topic, which is equal to 1 if this article belongs to the topic, and -1 otherwise. \( x \) contains parameters of the classification model that we wish to learn, and \( f(x) \) is its corresponding regularized loss function.

We distribute the training data across a network of \( m = 10 \) data centers, each with 1129 samples. Thus, each data center has the following private objective function:
\[
f_i(x_i) = \frac{1}{|N_i|} \sum_{j \in N_i} \log(1 + \exp(-b_j \langle a_j, x_i \rangle)) + \lambda \|x_i\|_1
\]

where \( N_i \) is the subset of data at center \( i \), and \( x_i, i = 1, \ldots, m \), is its local estimate of the global classification model. In each communication step, a weight matrix is randomly chosen from a pool of 10 weight matrices generated from connected random graphs. All weight matrices satisfy Assumption 2.

To demonstrate the effect of using multiple communication steps after the gradient step in our method, we compare it with the following methods:

- **The basic subgradient method with single-step consensus in [1]:**
  \[
  \begin{align*}
  x_i^{(k)} &= u_i^{(k-1)} - \alpha (\nabla g_i(u_i^{(k-1)}) + z_h(u_i^{(k-1)})) \\
  w_i^{(k)} &= \sum_{j=1}^{m} a_{ij}^{(k)} x_j^{(k)} 
  \end{align*}
  \]
  (13)

  where \( z_h(u_i^{(k-1)}) = \partial h(u_i^{(k-1)}) \) and \( a_{ij}^{(k)} \) is the randomly-chosen weight matrix.

- **The basic proximal-gradient method with single-step consensus, similar to that of [1]:**
  \[
  \begin{align*}
  x_i^{(k)} &= \text{prox}_{\alpha} \left( w_i^{(k-1)} - \alpha \nabla g_i(u_i^{(k-1)}) \right) \\
  w_i^{(k)} &= \sum_{j=1}^{m} a_{ij}^{(k)} x_j^{(k)} 
  \end{align*}
  \]
  (14)

  where \( \left[ a_{ij}^{(k)} \right] \) is the randomly-chosen weight matrix.

- **The accelerated proximal-gradient method with single-step consensus:**
  \[
  \begin{align*}
  x_i^{(k)} &= \text{prox}_{\alpha} \left( w_i^{(k-1)} - \alpha \nabla g_i(u_i^{(k-1)}) \right) \\
  y_i^{(k)} &= x_i^{(k)} + \frac{1}{\alpha} (x_i^{(k)} - x_i^{(k-1)}) \\
  w_i^{(k)} &= \sum_{j=1}^{m} a_{ij}^{(k)} y_j^{(k)} 
  \end{align*}
  \]
  (15)

- **The accelerated proximal-gradient method with multi-step consensus which is not inserted between the gradient and proximal steps, but instead performed only after the proximal step:**
  \[
  \begin{align*}
  x_i^{(k)} &= \text{prox}_{\alpha} \left( w_i^{(k-1)} - \alpha \nabla g_i(u_i^{(k-1)}) \right) \\
  y_i^{(k)} &= x_i^{(k)} + \frac{1}{\alpha} (x_i^{(k)} - x_i^{(k-1)}) \\
  w_i^{(k)} &= \sum_{j=1}^{m} \lambda^{(k)}_{ij} y_j^{(k)} 
  \end{align*}
  \]
  (16)

where \( \left[ \lambda^{(k)}_{ij} \right] \) is the product of \( k \) weight matrices randomly drawn from the pool of 10 weight matrices.

Figure 1 shows convergence rate results for each method. It is clear from the figure that Algorithm (13) converges to an error neighborhood at rate \( O(1/t) \), as shown in [1]. Algorithms (14) and (15) also converge to an error neighborhood, but the latter exhibits more oscillation than the basic methods. Algorithm (16) converges with rate \( O(1/t) \), but only to an error neighborhood instead of achieving exact convergence. This highlights the importance of having the consensus step before the proximal step instead of after it. Finally, our accelerated multi-step method attains exact convergence with rate \( O(1/t) \), outperforming all others.
V. CONCLUSION AND FUTURE WORK

We presented a distributed proximal-gradient method that solves for the optimum of the average of convex functions, each having a distinct differentiable component and a common nondifferentiable component. The method uses multiple communication steps and Nesterov’s acceleration technique. We established the convergence rate of this method as $O(1/t)$ (where $t$ is the total number of communication steps), superior to most existing distributed methods.

Several questions remain open for future work. First, it would be useful to generalize the result for the case where the nondifferentiable functions $f_i(x)$ are distinct. Secondly, it is of interest to determine the condition under which the accelerated single-step proximal-gradient method (15) converges, and compare its performance with our multi-step consensus method. Last but not least, it would be useful to obtain a lower bound on the convergence rate of distributed first-order methods under our current framework.
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