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ABSTRACT
Quantitative comparisons of intrinsically disordered proteins (IDPs) with similar sequences, such as mutant forms of the same protein, may provide insights into IDP aggregation—a process that plays a role in several neurodegenerative disorders. Here we describe an approach for modeling IDPs with similar sequences that simplifies the comparison of the ensembles by utilizing a single library of structures. The relative population weights of the structures are estimated using a Bayesian formalism, which provides measures of uncertainty in the resulting ensembles. We applied this approach to the comparison of ensembles for A\textbeta\text{40} and A\textbeta\text{42}. Bayesian hypothesis testing finds that although both A\textbeta species sample \textbeta-rich conformations in solution that may represent prefibrillar intermediates, the probability that A\textbeta\text{42} samples these prefibrillar states is roughly an order of magnitude larger than the frequency in which A\textbeta\text{40} samples such structures. Moreover, the structure of the soluble prefibrillar state in our ensembles is similar to the experimentally determined structure of A\textbeta that has been implicated as an intermediate in the aggregation pathway. Overall, our approach for comparative studies of IDPs with similar sequences provides a platform for future studies on the effect of mutations on the structure and function of disordered proteins.

INTRODUCTION

The defining characteristic of an intrinsically disordered protein (IDP) is that it populates a diverse set of conformations under physiological conditions (1,2). In principle, the volume of conformational space sampled by an IDP during its biological lifetime can be quite large. As a result, the number of independent experimental measurements that one can obtain for an IDP typically pales in comparison to the number of degrees of freedom that are associated with the disordered state. Nevertheless, it is possible to develop simplified models that capture the general features of an IDP ensemble by taking a coarse-grained view of conformational space. By coarse-graining we mean the process of dividing up the potentially infinite set of possible conformations into a finite number of discrete conformational states where each state represents a region of conformational space (3–9).

A number of important insights into the conformational properties of IDPs have been gained from methods designed to generate models of IDP ensembles that agree with experimental observations (3–9). Previous studies have shown, however, that the problem of generating an ensemble that agrees with experiment is frequently underdetermined even when the space of conformations has been coarse-grained (3,5,10). That is, one can typically find multiple different ensembles that reproduce the experimental data to within their associated uncertainties. Thus, developing methods that can quantify the uncertainty associated with a model of an IDP ensemble is an important task.

Methods from Bayesian inference provide a set of tools that can be used to model IDP ensembles, measure their uncertainties, and test hypotheses (3,5). To be precise, we define a coarse-grained ensemble as a finite set of structures, \( S = \{s_1, \ldots, s_n\} \) (each representing a different conformational state), and their associated weights, \( \tilde{w} = \{w_1, \ldots, w_n\} \), where \( w_i \) is the population weight (or relative stability) of structure \( s_i \). Assuming that the coarse-grained structural library \( S \) has been prespecified, the problem of modeling the ensemble reduces to estimating the vector of weights. In the Bayesian formalism, knowledge about the weights is expressed as a probability distribution that quantifies the uncertainty in the model of the ensemble. For example, if the experimental data are sparse, the variance of the probability distribution will be large. In general, our approach to constructing an ensemble—called Bayesian weighting (BW) or variational Bayesian weighting (VBW)—consists of four steps:

1. Generating a relatively large set of diverse but energetically favorable conformations;
2. Reducing the resolution of the set of structures through clustering;
3. Estimating the relative weights of the conformations in the structural library; and
4. Analyzing the ensemble (3,5).
VBW is a computationally efficient approximation to BW; the procedure has the same steps and produces similar results (3,5). The diagram shown in Fig. 1 illustrates the main points of the approach.

In this work, we use several measured NMR observables including chemical shifts, residual dipolar couplings (RDCs), and $^3J_{\text{HNHa}}$ scalar couplings to derive structural ensembles for two species of amyloid beta ($\alpha$B)---$\alpha$B40 and $\alpha$B42. Although computational models for $\alpha$B have been constructed and compared to experimental data previously, to our knowledge, this study is the first to directly use all of the available experimental data during model construction (11–15). To simplify comparison of the ensembles, we use a single library of conformations for both peptides so that any differences between the proteins were reflected solely in the population weights of the relevant structures. A Bayesian analysis of these data suggests that the relative probability of sampling soluble $\beta$-rich states, which may represent prefibrillar intermediates, is significantly greater for $\alpha$B42 than $\alpha$B40. Indeed, our approach gives a framework where we can make such statements with statistical confidence. Hence, this method offers a new, to our knowledge, paradigm for the comparison of unfolded ensembles of proteins that have similar amino-acid sequences and provides insights into the etiology of the difference in aggregation propensity between $\alpha$B40 and $\alpha$B42.

**MATERIALS AND METHODS**

**Constructing the structural library**

Conformational sampling was completed using a three-step process to achieve a heterogeneous set of structures. Half of the structures (i.e., 50,000) were obtained from a segment assembly procedure, and the other half of the structures (i.e., 50,000) were obtained from simulations of the full-length protein. The segment assembly process entailed breaking the $\alpha$B42 sequence into overlapping segments and performing extensive conformational sampling of these segments using replica exchange molecular dynamics (REMD) simulations implemented in the software CHARMM (16) with the EEF1 (17) implicit solvent model. We used EEF1 here only because we have used it in prior work and have obtained fruitful results (4,18,19). Full-length $\alpha$B42 conformations were generated by piecing the segments together one at a time, starting with the N-terminal segment, followed by energy minimization. This segment assembly protocol resulted in a total of 50,000 conformations.

The same REMD setup was used to sample conformations of full-length $\alpha$B42, starting from a fully extended conformation of the protein. In addition, we performed quenched molecular dynamics on full-length $\alpha$B42 to sample additional energetically favorable conformations. In total, 50,000 additional structures arose from simulations on the full-length protein. Full details of the segment assembly method, the REMD simulations, and the clustering method are in the Supporting Material.

**Variational Bayesian weighting and calculating Bayes’ factors**

In variational Bayesian weighting (VBW), knowledge about the population weights of the conformations in the structural library is described using a Dirichlet distribution with a vector of parameters, $\alpha$. The parameters of the Dirichlet distribution are found by minimizing Eq. 4. Once the parameters have been determined, the Bayes factor for comparing the weight of structure $s_i$ in the $\alpha$B40 and $\alpha$B42 ensembles can be calculated as

$$BF(s_i) = \frac{P(w_i^{A\beta_{42}} \geq w_i^{A\beta_{40}})}{1 - P(w_i^{A\beta_{42}} \geq w_i^{A\beta_{40}})}.$$  

The probability $P(w_i^{A\beta_{42}} \geq w_i^{A\beta_{40}})$ was estimated using the Laplace approximation (20,21) as described in the Supporting Material. According to Jeffreys’ criterion, strong evidence for a significant difference in the weight of structure $s_i$ between the $\alpha$B40 and $\alpha$B42 ensembles exists when $BF(s_i) \geq 10$ or $BF(s_i) \leq 1/10$ (22).

**THEORY**

*Variational Bayesian weighting*

In the following, we provide a brief overview of the VBW algorithm. More details are provided in Fisher et al. (3) and in the Supporting Material. The probability distribution for the relative weights of the conformations in the structural
library, conditioned on the observed experimental data, is determined using the Bayes theorem:

\[ f_{\tilde{w}|\tilde{m},S}(\tilde{w}|\tilde{m},S) = \frac{f_{\tilde{m}|\tilde{w},S}(\tilde{m}|\tilde{w},S)f_{\tilde{w}|S}(\tilde{w}|S)}{f_{\tilde{m}|S}(\tilde{m}|S)}. \]  

(2) Here, \( f_{\tilde{m}|\tilde{w},S}(\tilde{m}|\tilde{w},S) \) is the likelihood function, which describes the information obtained from the experimental measurements \( \tilde{m} \), and \( f_{\tilde{w}|S}(\tilde{w}|S) \) is a prior probability distribution, which reflects a priori knowledge of the system. Because we did not have any a priori knowledge about the relative weights of the conformations in the structural library, we chose the noninformative Jeffreys’ prior

\[ f_{\tilde{w}|S}(\tilde{w}|S) \propto \prod_{i=1}^{n} \frac{1}{\sqrt{w_i}}, \]  

(22,23). In this context, \( f_{\tilde{m}|S}(\tilde{m}|S) \) is simply a normalizing constant (3).

The Bayesian approach obtains a probability distribution over all ways of weighting the structures in the structural library. This posterior density reflects the uncertainty in the weights that arises from having scarce or noisy experimental data, and from our inability to accurately calculate observables from a structure. Consequently, our analysis is specifically tailored to be extremely conservative in the treatment of uncertainties.

Calculating the moments of Eq. 2 typically requires extensive Monte Carlo simulations, which may take a long time to converge (3,18). Our approach to circumventing this problem is to use a simpler Dirichlet distribution with probability density function (24),

\[ g(\tilde{w}|\tilde{a}) = \frac{1}{B(\tilde{a})} \prod_{i=1}^{n} w_i^{a_i-1}, \]  

where the parameters, \( \tilde{a} \), are chosen to minimize the distance between \( g(\tilde{w}|\tilde{a}) \) and \( f_{\tilde{w}|\tilde{m},S}(\tilde{w}|\tilde{m},S) \). Here, the normalizing constant \( B(\tilde{a}) \) is the multinomial \( \beta \)-function. The Dirichlet distribution is an efficient choice for the approximating the posterior distribution shown in Eq. 2 because one can obtain an analytical expression for the KL divergence (a measure of distance) from \( f_{\tilde{w}|\tilde{m},S}(\tilde{w}|\tilde{m},S) \) (3,25):

\[ KL(\tilde{a}) = \int g(\tilde{w}|\tilde{a}) \log \left( \frac{g(\tilde{w}|\tilde{a})}{f_{\tilde{w}|\tilde{m},S}(\tilde{w}|\tilde{m},S)} \right) d\tilde{w}. \]  

(4) Given that there is an analytical expression for Eq. 4, it is relatively simple to minimize the distance between the two distributions using a numerical optimization algorithm such as simulated annealing, as described in the Supporting Material. In addition, there are closed form expressions for the first two moments of the Dirichlet distribution, allowing for easy propagation of errors to characteristics calculated from the ensemble. For example, once we have identified the optimal set of parameters, \( \{\hat{\alpha}_i\}_{i=1}^{n} \), that minimizes Eq. 4, the Bayes estimates for the population weights are given by the simple formula

\[ w_j^B = \frac{\hat{\alpha}_j}{\sum_{j=1}^{n} \hat{\alpha}_j}. \]

The best estimate of the ensemble corresponds to the structural library, \( S = \{s_1, ..., s_n\} \), and the Bayes estimate of the population weights,

\[ \tilde{w}^B = \{w_1^B, ..., w_n^B\}, \]

where

\[ w_j^B = \int w_j g(\tilde{w}|\tilde{a}) d\tilde{w} = \frac{\hat{\alpha}_j}{\sum_{j=1}^{n} \hat{\alpha}_j}. \]

In general, this Bayes ensemble yields calculated observables that agree with the corresponding experimental data. However, as we have previously shown, agreement with experiment is insufficient to ensure that the ensemble is accurate (18). Consequently, we also use the Dirichlet distribution to calculate a normalized uncertainty parameter, \( 0 \leq \sigma_{\Delta,\rho} \leq 1 \), that quantifies one’s total uncertainty in the Bayes ensemble. In the limit \( \sigma_{\Delta,\rho} \to 0 \), the Dirichlet distribution approaches a Dirac delta function centered at the Bayesian weights. Our prior work suggests that in this scenario, the model is likely to be accurate; however, it is important to remember that the ensemble still only provides a coarse-grained representation of the conformational space of the protein (18). By contrast, when the uncertainty parameter is 1, it is likely that the ensemble is very inaccurate (18). However, even in the case when there is uncertainty, i.e., \( \sigma_{\Delta,\rho} > 0 \), we can calculate interval estimates for quantities of interest, i.e., confidence intervals. The ability to make quantitative statements about uncertainty in properties of the ensemble is one of the most important features of the BW and VBW algorithms. The ability to calculate confidence intervals also allows us to do rigorous hypothesis testing to find statistically significant differences between the ensembles.

**RESULTS AND DISCUSSION**

**Model construction**

Typically, if one is interested in comparing two ensembles, one begins by independently generating two structural libraries—i.e., one for Aβ40 (\( S^{40} \)) and one for Aβ42 (\( S^{42} \)). Next, each structural library could be separately
input into the VBW algorithm, along with the experimental data for the corresponding proteins, to obtain the associated Bayes estimates for the population weights, \( w_{\beta40}^B \) and \( w_{\beta42}^B \) (Fig. 2 a). Important differences between the two ensembles could be identified by comparing both the structures in the two ensembles along with their associated population weights (Fig. 2 a).

One challenge with this approach is that it is not straightforward to identify important differences between the ensembles if they were generated using different structural libraries (19, 26). In this case, one has to choose a set of features that can be used for comparing the ensembles. For example, in a previous work, local structural motifs—regions consisting of six consecutive amino acids that adopt similar local structures in different global conformations—were used as features to compare K18 tau with the K18 AK280 mutant (19). In addition, Marsh and Forman-Kay (27) utilized global structural features such as the radius of gyration and secondary structure propensities to compare ensembles for the unfolded state of the drk N-terminal SH3 domain. Although there is merit in this approach, it is not always clear what features will yield useful insights.

By contrast, if we assume that, because their amino-acid sequences are so similar, \( \alpha40 \) and \( \alpha42 \) sample similar regions of conformational space then we can use the same coarse-grained structural library to construct ensembles for both proteins (Fig. 2 b). In this sense, we assume that the main difference between \( \alpha40 \) and \( \alpha42 \) is the frequency in which each protein samples the coarse-grained conformational states represented in the structural library. This provides an objective way to compare ensembles that does not require one to choose a set of important features. Instead, one can focus the analysis on conformations with large changes in stability.

Following this line of reasoning, we assumed that \( \alpha40 \) and \( \alpha42 \) sample similar conformational states and, therefore, constructed a single structural library for both \( \alpha42 \) and \( \alpha40 \) (after deleting the last two residues in the PDB file). Three different approaches were used to generate structures for the structural library:

1. A segment assembly method was used where the sequence of \( \alpha42 \) was divided into eight-residue-long overlapping segments resulting in eight segments covering the first 35 residues. (The last segment was seven residues long.) Adjacent segments overlapped by three residues. Each segment underwent REMD, and full-length \( \alpha42 \) conformations were generated by piecing together the segments arising from the REMD one at a time, starting with the N-terminal segment, followed by energy minimization.
2. Starting from a fully extended conformation of \( \alpha42 \), REMD simulations were run on the full-length protein.
3. Quenched molecular dynamics, again, were performed on the full-length protein.

Details of the construction of the structural library are provided in Materials and Methods and the Supporting Material. In brief, we generated 100,000 conformations using the methods mentioned above, followed by clustering based on overall secondary structure content, calculated with the software STRIDE (28). The final structural library consisted of 386 structures—each intended to represent a different conformational state. This number of conformations (i.e., 386) was determined by the number of unique combinations of total secondary structure content obtained from conformational sampling. Again, when applying the library to the \( \alpha40 \) sequence, the last two residues of every structure in the \( \alpha42 \) structural library were cleaved. An alignment of all 386 structures in the ensemble is shown.
in Fig. 2 b. The structures within the ensemble represent a heterogeneous set of conformers that span a wide range of energetically favorable conformations and have variable secondary structure content and span a relatively wide range of radii of gyration (see Fig. S5 in the Supporting Material).

Experimental observables, specifically $\text{Ca}$, $\text{C}^\beta$, and N chemical shifts, backbone NH RDCs and $^3\text{J}_{\text{HNHa}}$ scalar couplings, were calculated for the conformations in the structural library (deleting the last two residues in the PDB file in the case of A$\beta$40) using the software SHIFTX (29) and PALES (30–32) and the Karplus equation with the parameters reported by Bruschweiler and Case (33), respectively. These predicted observables were used with their corresponding experimental measurements (12,15,34) to construct model ensembles for A$\beta$40 and A$\beta$42 using VBW.

Comparison with experimental data

A given experimental observable, $E$, corresponds to an ensemble average, $\langle E \rangle$. The ensemble average is given by

$$\langle E \rangle = \frac{1}{n} \sum_{i=1}^{n} w_i f_E(s_i),$$

where $f_E(s_i)$ is the predicted experimental value arising from structure $s_i$. In light of this, any evaluation of an atomistic ensemble’s ability to reproduce experimental data must account for both the experimental error as well as the inherent uncertainty associated with predicting experimental measurements from structural data. Consequently, the uncertainty in the $i$th experimental observable is the combined result of the experimental error, $\epsilon_{i,\text{exp}}$, and the error associated with the method used to predict the observable from a structure, $\epsilon_{i,\text{pre}}$. For example, the theoretical errors for chemical shift predictions were obtained from previously published assessments of the accuracy of chemical shift predictions (29,35), whereas the experimental errors were taken from Kurita et al. (36) and Williamson and Asakura (37). Of note, the errors associated with chemical shift predictions are roughly an order of magnitude larger than the associated experimental errors; e.g., the prediction error and experimental error for $\text{Ca}$ chemical shifts are $\sim$0.98 ppm and 0.1 ppm, respectively.

To be precise, the total error is formed from a combination of an experimental term ($\epsilon_{i,\text{exp}}$) and a theoretical term ($\epsilon_{i,\text{pre}}$), which reflects the intrinsic error in the algorithm used for predicting the $i$th measurement. In practice, the BW formalism uses the squares of the associated error to determine the variance of the likelihood function which is used to calculate the posterior density (see Eq. 2). Hence, the total, $\epsilon_{i,T}$, error is defined by

$$\epsilon_{i,T}^2 = \epsilon_{i,\text{exp}}^2 + \epsilon_{i,\text{pre}}^2. \quad (5)$$

Our use of Eq. 5 for representing the uncertainty in the observable quantities is a crucial part of our analysis because $\epsilon_{i,\text{exp}}^2 \ll \epsilon_{i,\text{pre}}^2$ for certain data types. For example, chemical shift errors typically dwarf the associated experimental errors, as noted above, such that $\epsilon_{i,T}^2 \approx \epsilon_{i,\text{pre}}^2$. The total errors, $\epsilon_{i,T}$, that we used for the $\text{Ca}$, $\text{C}^\beta$, and N chemical shifts were 0.98, 1.16, and 2.43 ppm as described in Neal et al. (29) using SHIFTX. We note that errors associated with the prediction of RDCs from structure alone have not been systematically studied using a large dataset. Thus, we assumed that errors in the prediction of RDCs using PALES could be accounted for by uniformly scaling the predicted RDCs, and chose an experimental error of 0.45 Hz based on an RDC Q-factor of $\sim$0.15 (38,39). We estimated the prediction error in the J-couplings using eight sets of Karplus constants reported in Bruschweiler and Case (33). The standard deviation in the predicted J-coupling, which is a function of the $\phi$-angle, obtains a maximum of 0.85 Hz at $\phi = 60^\circ$. Assuming the same experimental error as the RDCs, we obtain a J-coupling error of

$$\sqrt{(0.45)^2 + (0.85)^2} = 0.95 \text{ Hz}.$$

This formalism, that accounts for the experimental and prediction error, is important because the relatively large uncertainty associated with prediction errors does not justify fitting to values that are much smaller than $\epsilon_{i,T}$. Thus, the VBW objective function (see the Supporting Material) effectively weights deviations between the experimental data and the predicted data by $1/\epsilon_{i,T}^2$ so that measurements with large uncertainties do not have much influence on the posterior distribution. In the end, the A$\beta$40 and A$\beta$42 Bayes ensembles obtained using VBW have root-mean-square errors from the experimental data that are on the order of $\epsilon_{i,T}$ (Figs. 3 and 4). In addition, the average radius gyration of the both AB monomers is near 12 Å—a value that corresponds to $\sim$16.8 Å using the relationship derived by Lindorff-Larsen et al. (40). Experimental measurements of the hydrodynamic radius of AB40 yield values of 16.8 Å (41).

Of all the experimental observables we consider, the errors associated with the $^3\text{J}_{\text{HNHa}}$ scalar couplings are the poorest. Indeed, the correlation coefficients between the calculated and experimental data are poor (Figs. 3 and 4). Given that the prediction error for $^3\text{J}_{\text{HNHa}}$ couplings ($\sim$1 Hz) is of the same order of magnitude as the actual values of the $^3\text{J}_{\text{HNHa}}$ couplings (between 5.5 and 8 Hz), this is not surprising. We emphasize that given the inherent uncertainty in predicting J-couplings, ensuring that the error between the calculated values and the measured values is on the order of $\epsilon_{i,\text{exp}}$ alone is not warranted, and would lead to overfitting. Nevertheless, we note that the average error associated with $^3\text{J}_{\text{HNHa}}$ couplings corresponds to an error in the associated $\phi$-angle measurements of only 6° for A$\beta$40 and $\sim$8° for
Aβ42 (Fig. 5); i.e., the $^3\text{J}_{\text{HNH}}$ scalar coupling errors correspond to relatively small absolute errors in the $\phi$-angles. Consequently these data demonstrate that ensembles for Aβ40 and Aβ42 that agree with experiment can be generated from a single structural library.

**Comparing ensembles for Aβ40 and Aβ42**

The natural occurrence of multiple Aβ species with different aggregation propensities provides some clues about the mechanism of Aβ aggregation. It is well known that Aβ42
A small change in sequence—the amino-acid sequence of Aβ40 for forming aggregates in vitro, is more toxic in vivo, and is more prevalent in senile plaques associated with Alzheimer’s disease (42–44). It is not settled as to whether the toxic species corresponds to the fibrillar plaques or to smaller aggregates termed soluble oligomers; however, much of the recent research has concentrated on the soluble oligomeric species (45–52). Nevertheless, it is clear that Aβ self-association plays an important role in the pathogenesis of Alzheimer’s disease. In this regard, a central question regarding Aβ is: how does such a small change in sequence—the amino-acid sequence of Aβ42 differs from that of Aβ40 only by the addition of an isoleucine and an alanine to the C-terminus—cause such a large change in aggregation propensity?

Structures rich in β-content have been proposed for both the fibrillar species of Aβ42 (53,54) and for soluble prefibrillar intermediates that may be involved in the formation of soluble oligomers (55). Nonetheless, a comprehensive understanding of the structural basis underlying the formation of Aβ aggregates requires knowledge of both the structure of the folded, aggregated state and the thermally accessible states of the unfolded protein. With regard to the unfolded monomeric state of the protein, a number of studies have used different methods, ranging from coarse-grained models to all-atom molecular dynamics simulations with explicit solvent, to model the conformational properties of Aβ40 and/or Aβ42 peptides (11–13,15,56–58). These studies have not identified any dramatic differences between the ensembles of Aβ40 and Aβ42. Instead, both Aβ peptides appear to adopt very heterogeneous ensembles that sample a variety of secondary structures, with a slightly higher propensity for β-sheet formation in Aβ42 than in Aβ40. Moreover, these observations have not provided quantitative estimates for the relative population of conformations containing β-structures that are similar to the aggregated conformers observed in prior studies (53,54).

The uncertainty parameters calculated from the models for the ensembles of Aβ40 and Aβ42 obtained from VBW were both ~0.6 (on a scale from 0 to 1), indicating a high degree of uncertainty in the population weights of the conformational states. Nevertheless, we can still calculate interval estimates for quantities that are calculated from the ensembles, which is one of the strengths of the BW formalism. Gross measures of the characteristics of the ensembles do not reveal any significant differences between Aβ40 and Aβ42; however, an analysis of the relative stabilities of the different coarse-grained structural states finds some important differences. The Bayes estimates for the weights differ for every conformation in the structural library, i.e., $w_i^{Aβ42} ≠ w_i^{Aβ40}$ for every structure $i$, and the ratio of the structure population weights, $w_i^{Aβ42} / w_i^{Aβ40}$, ranges from 0.14 to 10.2. We performed Bayesian hypothesis tests to identify which of these differences were statistically significant. In total, out of the 386 different structures in the structural library, only four had strong evidence, according to Jeffery’s criterion, i.e., Bayes’ factors >10 or <0.1 (22), for statistically significant differences in their population weights between the Aβ40 and Aβ42 ensembles.

We labeled the structures with significant differences s1–s4, with s1 and s2 having larger weights in the Aβ42 ensemble than in the Aβ40 ensemble, and s3 and s4 having larger weights in the Aβ40 ensemble than in the Aβ42 ensemble. The three-dimensional structures of structures s1–s4, and the posterior probability distributions for their associated weights, are shown in Fig. 6. In each structure, residues 41 and 42 are colored yellow, to denote the fact that these residues are not present in Aβ40 structures. The width associated with each of the posterior distributions clearly illustrates that the weights of the structures cannot be uniquely determined. In other words, there is significant uncertainty about the weights, which is expressed by the standard deviations of these distributions. Nevertheless, we can use these data to make statistically rigorous statements about the relative population weights of each structure within the Bayesian formalism; i.e., there is strong evidence that structure s1 is more highly weighted in Aβ42 than it is in Aβ40 because the area in which the densities overlap is small (Fig. 6 a).

In sum, these data suggest that the ensembles representing monomeric Aβ42 and Aβ40 in solution contain conformations—like structure s1—that are relatively rich in β-structure. Indeed, according to the Bayes estimates for the weights, structure s1 is roughly 10 times more likely in the Aβ42 ensemble than in the Aβ40 ensemble. Moreover, this structure places the hydrophobic region involving residues 17–21 in position to interact with the hydrophobic C-terminus—which is consistent with the notion that the hairpin is stabilized by hydrophobic interactions that involve the C-terminal residues (34,59). Lastly, we note that an experimentally determined soluble β-hairpin was obtained using an affibody protein that selected for this conformer in Aβ40 (55). Moreover, it has been suggested that this structure...
represents a prefibrillar oligomeric hairpin intermediate (55). Interestingly, structure s1 is similar to the experimentally determined β-hairpin conformer, as shown in Fig. 7.

Finally, a recent article by Fawzi et al. (60) used novel dark-state exchange saturation transfer NMR experiments to directly probe the exchange between Aβ monomers and Aβ protofibrils. This study suggested a crucial role for the C-terminal residues in fibril formation, and highlighted differences in the dynamics of this region between protofibril bound Aβ40 and Aβ42. Overall, their results are consistent with the hypothesis that differences in the aggregation propensity of Aβ42 and Aβ40 can be linked to a higher population of hairpin conformations in Aβ42.

CONCLUSIONS

In this work, we describe a Bayesian approach for generating coarse-grained models of IDP ensembles for comparative studies of proteins with similar sequences—in this case, the 40-and 42-residue species of Aβ. By ensuring that the ensembles shared the same library of conformations, structural differences between the peptides were reflected in the population weights of the relevant structures. The weights were estimated from experimental data using a Bayesian algorithm called variational Bayesian weighting (VBW) that accounts for the underdetermined nature of the problem by calculating a probability distribution over all ways of weighting the structures in the structural library. The standard deviations of the weights provide quantitative measures of how underdetermined the problem of weighting the conformations is, and allow one to propagate uncertainty to characteristics calculated from the ensemble using interval estimates.

Using Bayesian methods to estimate the population weights allowed us to perform hypothesis tests to identify conformations with statistically significant differences between their weights in Aβ40 and Aβ42. Bayesian hypothesis testing identifies four conformations with strong evidence indicating significant differences in their population weights in the two peptides; two of these conformations had higher weights in Aβ42 and two had higher weights in Aβ40. It is not surprising that only four out of 386 structures have statistically significant differences in their population weights between the two ensembles because the experimental data for Aβ40 and Aβ42 are similar and the associated errors (experimental + prediction) are large.
An analysis of these structures suggests that whereas both monomeric $\alpha\beta$40 and $\alpha\beta$42 sample soluble $\beta$-rich conformations that may be stabilized by hydrophobic interactions involving the C-terminal residues, $\alpha\beta$42 appears to sample this conformation more readily. Moreover, the $\beta$-rich state in our ensemble is similar to the solution structure of an $\alpha\beta$ conformer that may play a role in both $\alpha\beta$ oligomerization and fibril formation (55). It has been suggested that fibril formation begins with the aggregation of $\beta$-hairpin-like structures into soluble oligomers, followed by a structural rearrangement that leads to cross-$\beta$ structure (55). Indeed stabilization of this intramolecular $\beta$-hairpin may retard fibril formation in vitro (59,61). Nevertheless, we recognize that despite these observations, it is an open question whether the observed higher prevalence of the $\beta$-hairpin in $\alpha\beta$42 completely explains the increased aggregation propensity of this protein. Indeed, it has been suggested that stabilization of the $\beta$-hairpin structure may form a therapeutic strategy for retarding the formation of A\textsubscript{\beta} fibrils (61).

One important consideration in these analyses is that the coarse-grained structural library must be prespecified, without recourse to the experimental data used in the Bayesian analysis of the population weights. Given that the equation for the posterior probability distribution is conditioned on the choice of structures, it is conceivable that a poor choice of structural library could lead to a poor quality model of the ensemble. To assess how a different choice of structures might impact our results, we performed additional analyses, described in the Supporting Material, of ensembles constructed for $\alpha\beta$40 and $\alpha\beta$42 using only the structures obtained from the segment assembly approach. These additional analyses support our primary conclusion that $\beta$-rich, prefibrillar conformations are more highly weighted in $\alpha\beta$42 than in $\alpha\beta$40 (see Fig. S3 and Fig. S4).

Thus, the models of $\alpha\beta$ obtained using VBW help to explain the difference in aggregation propensity of A\textsubscript{\beta}40 and A\textsubscript{\beta}42. Overall, our approach to constructing ensembles for comparative analyses can be used in future studies to examine the effects of mutations on IDP structure, function, and disease.

SUPPORTING MATERIAL

Methods, eight equations, and six figures are available at http://www.biophysj.org/biophysj-supplemental/S0006-3495(13)00240-3.
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