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Abstract—This paper presents non-parametric methods to infer the state of an environment by distributively controlling robots equipped with sensors. Each robot represents its belief of the environment state with a weighted sample set, which is used to draw likely observations to approximate the gradient of mutual information. The gradient leads to a novel distributed controller that continuously moves the robots to maximize the informativeness of the next joint observation, which is then used to update the weighted sample set via a sequential Bayesian filter. The incorporated non-parametric methods are able to robustly represent the environment state and robots' observations even when they are modeled as continuous-valued random variables having complicated multimodal distributions. In addition, a consensus-based algorithm allows for the distributed approximation of the joint measurement probabilities, where these approximations provably converge to the true probabilities even when the number of robots, the maximum in/out degree, and the network diameter are unknown. The approach is implemented for five quadrotor flying robots deployed over a large outdoor environment, and the results of two separate exploration tasks are discussed.

I. INTRODUCTION

We address the problem of using many collaborating robots equipped with sensors to acquire information from a large-scale environment. The key to our solution is in the use of non-parametric\textsuperscript{1}, sample-based representations of the probability distributions present in the system. Computations on these non-parametric representations are performed using a novel consensus-based algorithm. This approach leads to scalability with respect to the number of robots, and allows for completely decentralized computation under few probabilistic assumptions. Specifically, we do not assume that any probability distribution can be accurately represented by a Gaussian distribution. Assuming Gaussianity significantly simplifies many aspects of the system. However, Gaussian distributions often do not adequately represent the characteristics of realistic environments and sensors, and may result in misleading inferences and poor controller performance. Instead, we approximate the robots' beliefs and likely observations using sample sets that are distributively formed and provably unbiased\textsuperscript{1}\cite{12}. These nonparametric sampled distributions are used both for the sequential Bayesian filter to update the robots' beliefs, and for the information seeking controller to move the robots and orient their sensors.

The robots are controlled to seek informative observations by moving along the gradient of mutual information at each time step. However, the computation of the mutual information gradient and the sequential Bayesian filter require global knowledge that is not readily available in a decentralized setting. To overcome this requirement, we use a consensus-based algorithm specifically designed to
successively approximate the required global quantities with local estimates. These approximations provably converge to the desired global quantities as the size of the consensus rounds grows or as the network graph becomes complete. Convergence is guaranteed for robots without any knowledge of the number of the robots in the network or any knowledge about the corresponding graph’s topology (e.g., maximum in/out degree).

In our previous work [11], we only considered environment states that could be represented by discrete-valued random variables. Here, this simplifying assumption is not needed as our non-parametric methods are able to properly model continuous-valued random variables. In addition, we further distinguish the presented approach by not requiring the robots to know aspects of the global network topology, whether it be the number of robots, the maximum in/out degree, or the network diameter. This capability is made possible by using a FloodMax algorithm in parallel with the consensus algorithm and showing that convergence to the true joint measurement probabilities is preserved. The end result is a distributed inference and coordination algorithm that makes few assumptions about the underlying probability distributions, significantly relaxes networking requirements, and is inherently scalable.

Non-parametric filters have a long standing history in Bayesian estimation, and have recently become popular in robotics as the platforms become more computationally capable. In an early work, Engelson and McDermott [5] used a sequential Monte Carlo method to construct a mapping algorithm robust enough to address the kidnapped robot problem. Since then, non-parametric algorithms have become commonplace in localization [1], simultaneous localization and mapping [15], and target tracking [18]. Fox et al. [6] applied these algorithms to multiple collaborating robots using a sample-based version of Markov localization. In addition, Belief Propagation [17] has seen non-parametric extensions [10], which use mixtures of Gaussians to solve graphical inference problems.

With respect to multi-robot coordination for information acquisition tasks, most works have assumed linear Gaussian systems. For example, Lynch et al. [13] proposed using a consensus based Kalman filter to distributively control a team of robots to decrease the error variance of the state estimate. In addition, Cortés [4] developed a distributed Kriged Kalman filter for estimating environmental fields, which enabled a gradient ascent strategy. A notable exception to the standard Gaussian approaches concerns recent efforts by Hoffmann and Tomlin [9], who proposed a sequential Monte Carlo method to propagate a Bayesian estimate, then used greedy and pair-wise approximations to calculate mutual information. The use of mutual information to formulate multi-robot controllers follows a long lineage of information theoretic approaches [3], [2], [8], however, only recently has the analytically derived expression for the gradient of mutual information been used for control [11], [19].

The paper is organized as follows. In Section II we formulate the general setup for inferring the environment state by controlling multiple robots equipped with sensors, then expand this concept to decentralized systems. In Section III we introduce non-parametric methods for representing the robots’ beliefs, likely observations, and measurement probabilities for inference and coordination. In Section IV we show that convergence of a consensus-based algorithm that distributively approximates the joint measurement probabilities can be achieved in networks of unknown topology. Finally, we demonstrate the non-parametric methods in Section V through hardware experiments with five quadrotor flying robots.

II. Problem Formulation

We state the basic definitions and results for distributed inference and coordination that will be used in this paper. A more thorough discussion can be found in [11].

We wish to infer the state of a bounded environment, Q, from measurements obtained by a number of robots equipped with sensors. Let the environment state at time step $k$ be represented by a discrete-time random variable, $X_k$, that takes values from an alphabet, $\mathcal{X}$, at constant time intervals, $T_s$. In our work to enable a multi-robot system to rapidly assess the state of disaster-affected environments, the environment state can represent a wide spectrum of relevant information, ranging from the presence of fires and harmful substances to the structural integrity of buildings.

Let there be $n_r$ robots, where each robot moves in a configuration space, $\mathcal{C}[i] = \mathbb{R}^{r_x} \times \mathbb{S}^{r_c} \supset Q$, with $\mathbb{R}^{r_x}$ and $\mathbb{S}^{r_c}$ representing the $r_x$-dimensional Euclidean space and the $s_c$-dimensional sphere, respectively. The configuration space describes the position of an individual robot and the orientation of its sensors. The Cartesian product of the configuration spaces, $C = \{\mathbb{R}^{r_x} \times \mathbb{S}^{r_c}\}^{n_r}$, represents the configuration space for the system of robots, from which the $n_r$-tuple $c_t = (c_1^{[1]}, \ldots, c_{n_r}^{[n_r]})$ denotes the system’s configuration at continuous time $t \geq 0$.

Each robot cannot perfectly measure the environment state, but instead makes an observation with its sensors that are influenced by noise. The robots’ synchronous observations together form a joint observation, which we model as an $n_r$-tuple random variable, $Y_k = (y_k^{[1]}, \ldots, y_k^{[n_r]})$, that takes values, $y = (y^{[1]}, \ldots, y^{[n_r]})$, from an alphabet, $\mathcal{Y} = \prod_{i=1}^{n_r} \mathcal{Y}^{[i]}$. The relationship between the environment state and the noisy observation is described by joint measurement probabilities, $P(Y_k | X_k)$, which are functions of the system’s configuration. We assume conditional independence of the robots’ observations, giving $P(Y_k | X_k) = \prod_{i=1}^{n_r} P(y_k^{[i]} | X_k)$. Note that the alphabet representing the environment state alphabet is known among all robots. Thus from Bayes’ Rule, we can use a joint observation and the system’s prior distribution, $P(X_k)$, to compute the posterior distribution,

$$P(X_k | Y_k) = \frac{P(X_k) \prod_{i=1}^{n_r} P(Y_k^{[i]} | X_k)}{\int_{x \in \mathcal{X}} P(X_k = x) \prod_{i=1}^{n_r} P(Y_k^{[i]} | X_k = x) dx} \quad (1)$$

At any given time, a robot can choose a control action, $u_t^{[i]}$, from its control space, $\mathcal{U}_t^{[i]} \subset \mathcal{C}[i]$. We model the
robot as having continuous-time integrator dynamics, \( \frac{d^2x}{dt^2} = u_t \), which is a common assumption in the multi-robot coordination literature. Since our objective is to best infer the environment state, we are motivated to move the robots into a configuration that minimizes the expected uncertainty of the inference after receiving the next joint observation.

Our optimization objective is equivalent to maximizing the mutual information between the environment state and the joint observation, 

\[
U_k := I(X_k, Y_k) = \int_{y \in Y} \int_{x \in X} P(X_k = x) \times \prod_{i=1}^{n_r} P(Y_k[i] = y[i]|X_k = x) \log \left( \frac{P(y[i]|X_k = x)}{P(y[i]|X_k = x)} \right) \, dx \, dy,
\]

which represents the utility function for the system with log denoting the natural logarithm. We are interested in gradient ascent approaches using the partial derivative of the utility function with respect to the configuration of a robot,

\[
\frac{\partial U}{\partial \rho[i]} = \int_{y \in Y} \int_{x \in X} \frac{\partial P(Y_k[i] = y[i]|X_k = x)}{\partial \rho[i]} P(X_k = x) \times \prod_{i \neq j} P(Y_k[j] = y[j]|X_k = x) \log \left( \frac{P(y[i]|X_k = x)}{P(y[i]|X_k = x)} \right) \, dx \, dy.
\]

By incorporating sampling (for scalability, see Section III) and consensus (for decentralization, see Section IV) for a robot network modeled as an undirected graph \( G_k \), we formalized a gradient-based distributed controller that follows the approximated gradient of mutual information. By following this gradient, the robots better position themselves for the next joint observation, which is then used for a sequential Bayesian filter to distributively update each robot's belief of the environment state. The proposed controller runs in constant time with respect to the number of robots, and is provably convergent between consensus rounds and, under certain conditions, locally optimal.

### III. Non-parametric Methods

We begin by presenting the high-level architecture of the distributed inference and coordination algorithm in Algorithm 1, then discuss the details of its non-parametric methods.

#### A. Environment State and Observation Sample Sets

Let each robot maintain a weighted environment state sample set, \( X_k^{[i]} = \{(\hat{x}_k^{[i],j}, w_k^{[i],j}) : j \in \{1, \ldots, n_x \}\} \), of size \( n_x \), where each sample, \( \hat{x}_k^{[i],j} \in X \), has a corresponding weight, \( w_k^{[i],j} \in (0, 1) \). Each sample is a candidate instantiation of the environment state, and the pairing of the samples and their corresponding weights represents a non-parametric approximation of the robot’s belief of the environment state.

Using this set, samples of likely observations for each robot are formed. Let each robot create a temporary unweighted environment state sample set by drawing \( n_y \) samples from the weighted sample set with probabilities proportional to the corresponding weights. Note that the drawn samples represent equally likely state instantiations (they are formed in a method analogous to the importance sampling step for particle filters [20]). A robot’s observation sample set, \( \hat{Y}_k^{[i]} = \{\hat{y}_k^{[i],\ell} : \ell \in \{1, \ldots, n_y\}\} \), is then formed by drawing one observation sample for each entry in the temporary state sample set using the robot’s measurement probabilities. The corresponding sampled measurement probabilities become

\[
P(\hat{Y}_k^{[i]}|X_k) = \frac{P(Y_k^{[i]}|X_k)}{\sum_{\ell=1}^{n_y} P(Y_k^{[i]}|X_k)}.
\]

Where \( \hat{Y}_k^{[i]} \) is a random variable that takes values from \( \hat{Y}_k^{[i]} \).

We then define the joint observation sample set, \( \hat{Y}_k \), as the unweighted set of \( n_r \)-tuples formed from the robots’ observation samples having equal indices. More formally, we have that \( \hat{Y}_k = \{\hat{y}_k^{[i]} = (\hat{y}_k^{[i],1}, \ldots, \hat{y}_k^{[i],n_y}) : \hat{y}_k^{[i],\ell} \in \hat{Y}_k^{[i]}\} \). Note that a generic formulation of a joint observation sample set would be the Cartesian product of all the robots’ observation sample sets, \( \prod_{i=1}^{n_r} \hat{Y}_k^{[i]} \), which in size scales exponentially with respect to the number of robots. Here we use the fact that a robot’s observation sample set is both unweighted (i.e., all samples are equally likely) and conditionally independent to form an unbiased joint observation sample set of constant size with respect to the number of robots. In other words, each robot independently draws its own observation samples using its local measurement probabilities, and due to conditional independence the concatenation of these samples across all robots is equivalent to a sample set formed by using the system’s joint measurement probabilities.

#### B. Gradient-Based Control

We will show in Section IV-B that by using a consensus-based algorithm, each robot can distributively approximate the sampled joint measurement probabilities, \( P(\hat{Y}_k|X_k) \), where \( \hat{Y}_k \) is a random variable that takes values from \( \hat{Y}_k \).

Let the matrix \( \hat{p}_k^{[i]} \) denote these approximations (see Section IV-C for details on this matrix), where from Bayes’ Rule the
posterior calculation (1) becomes
\[ P(X_k = \tilde{x}_{i,j}^k | \tilde{Y}_k = \tilde{y}_{\ell}^k) \approx \frac{\tilde{w}_{i,j}^k [\tilde{p}_{i}^k]_{j\ell}}{\sum_{j'=1}^{n_x} \tilde{w}_{i,j'}^k [\tilde{p}_{i}^k]_{j'\ell}} \]

for all \( j \in \{1, \ldots, n_x\} \) and \( \ell \in \{1, \ldots, n_y\} \), with \([\cdot]_{j\ell}\) denoting the matrix entry \((j, \ell)\). By incorporating the weighted environment state sample set, the joint observation sample set, and the sampled joint measurement probability approximations into (2), we define
\[ \tilde{U}_{i}^k := \sum_{k=1}^{n} \sum_{j=1}^{n_x} \tilde{w}_{i,j}^k [\tilde{p}_{i}^k]_{j\ell} \left( \frac{\tilde{p}_{i}^k}{\sum_{j'=1}^{n_x} \tilde{w}_{i,j'}^k [\tilde{p}_{i}^k]_{j'\ell}} \right) \]

\( \tilde{U}_{i}^k \) to be the \( i \)th robot’s approximation of the utility function given its measurement probabilities at time \( t = kT_s \). Taking the partial derivative of (4) with respect to the robot’s configuration, we have
\[ \frac{\partial \tilde{U}_{i}^k}{\partial c[i]^{(t)}} = \sum_{k=1}^{n} \sum_{j=1}^{n_x} \frac{\partial \tilde{U}_{i}^k}{\partial \tilde{c}[i]^{(t)}} \left( \frac{\tilde{p}_{i}^k}{\sum_{j'=1}^{n_x} \tilde{w}_{i,j'}^k [\tilde{p}_{i}^k]_{j'\ell}} \right) \]

which is a distributed approximation of the gradient of mutual information (3). Multiplying this result by the positive scalar control gain \( \gamma[i] \), results in a gradient-based controller that is distributed among the robots and uses the non-parametric representation of the robots’ beliefs. We now use LaSalle’s Invariance Principle to prove convergence of the controller.

**Corollary 1** (Convergence of the Controller). Let all robots have integrator dynamics, move in the same configuration space, and sense a bounded environment that is a subset of the configuration space. Consider the class of systems where for all robots \( i \in \{1, \ldots, n_r\} \), the change in measurement probabilities is continuous on the robot’s configuration space and equal to zero for all configurations greater than a certain distance away from the environment (e.g., sensors of limited range). Then for a positive scalar \( \gamma[i] \), the controller \( u_{i}^k = \gamma[i] \frac{\partial \tilde{U}_{i}^k}{\partial c[i]^{(t)}} \) is convergent to zero between the consensus updates of the distributively approximated sampled joint measurement probabilities.

**Proof** (Corollary 1). The proof directly follows the convergence proof for Theorem 3 in [11], using the Lyapanov-type function candidate \( V_k = -\sum_{i=1}^{n_r} U_{i}^{(t)} \).

**Remark 1** (Computational Tractability). The utility gradient approximation (5) requires \( O(n_x n_y) \) time and \( O(n_y) \) memory, where the memory requirement is due to precalculating the summation in the logarithm function for all joint observation samples. Hence, the gradient-based controller scales linearly with respect to the sizes of the environment state and joint observation sample sets. Moreover, computational complexity remains constant with respect to the number of robots.

### C. Sequential Importance Resampling

By following the approximate gradient of mutual information, the robots better position themselves for the next joint observation, \( y_k \in \mathcal{Y} \). Once received, an approximation for the joint measurement probabilities, \( P(Y = y_k|X_k) \), is distributively calculated by again using a consensus-based algorithm. Let the column vector \( p_{i}^k \) denote these approximations (again see Section IV-C for details on this vector), where the posterior calculation now becomes
\[ P(X_k = \tilde{x}_{i,j}^k | Y_k = y_k) \approx \frac{w_{i,j}^k [p_{i}^k]_{j\ell}}{\sum_{j'=1}^{n_x} w_{i,j'}^k [p_{i}^k]_{j'\ell}} \]

for all \( j \in \{1, \ldots, n_x\} \), with \([\cdot]_{j\ell}\) denoting the \( j \)th row entry. Thus, each robot forms its weighted environment state sample set for the upcoming time step \( k+1 \) by drawing from its state transition distribution, \( P(x_{k+1}|x_k) \), calculating the corresponding weights from (6), and applying an appropriate resampling technique. The process of updating the weighted sample set is a well-known sequential Monte Carlo method called sequential importance resampling (Algorithm 2).

**Algorithm 2** Sequential_Importance_Resampling()

1: \( \tilde{X}_{k+1}[i] \leftarrow \emptyset \).
2: for \( j = 1 \) to \( n_x \) do
3: \( \tilde{x}_{k+1}^{[i,j]} \sim P(\cdot | X_{k+1} = \tilde{x}_{k+1}^{[i,j]}). \)
4: \( \tilde{u}_{k+1}^{[i,j]} \leftarrow \frac{w_{i,j}^k [p_{i}^k]_{j\ell}}{\sum_{j'=1}^{n_x} w_{i,j'}^k [p_{i}^k]_{j'\ell}}. \)
5: \( \tilde{X}_{k+1}[i] \leftarrow \tilde{X}_{k+1}[i] \cup \{ (\tilde{x}_{k+1}^{[i,j]}, \tilde{u}_{k+1}^{[i,j]} ) \}. \)
6: end for
7: Apply appropriate resampling technique.
8: return \( \tilde{X}_{k+1}[i] \).

### IV. CONSENSUS ENABLED INFERENCE AND COORDINATION

We now present a novel consensus-based algorithm that is derived from the averaging consensus algorithm in [16]. Our algorithm guarantees that all robots’ distributed approximations of the joint measurement probabilities converge to the true values when the number of robots, the maximum in/out degree, and the network diameter are unknown. Note that other consensus approaches, including using the network’s Metropolis-Hastings weights [21], are also applicable.

#### A. Maximum In/Out Degree

The FloodMax algorithm is a well studied distributed algorithm used in leader election problems [14]. Traditionally implemented, each robot would transmit the maximum unique identifier (UID) it received up to the given communication round.\(^2\) After \( \text{diam}(G_k) \) communication rounds, where \( \text{diam}() \) represents the diameter of a graph, all robots would then know the maximum UID in the network. To solve the

\(^2\)A communication round, denoted \( k' \), is defined as a single update using a FloodMax algorithm, a consensus algorithm, or both algorithms if run in parallel.
leader elect problem, the robot whose own UID matches the maximum UID of the network would declare itself the leader.

For distributed inference and coordination, the robots do not need to select a leader, but instead need an estimate of the network’s maximum in/out degree, $\Delta_k$, that is guaranteed to converge to the true value. Moreover, we assume that the robots only know characteristics that describe their local neighborhood (e.g., number of neighbors). In other words, the robots do not know characteristics describing the overall network topology, such as the number of robots and the network diameter. This restriction implies that the robots may never identify that the maximum in/out degree has been found. Regardless, the robots can still reach an agreement during consensus by using in parallel the FloodMax algorithm described in the following.

**Lemma 1. [Maximum In/Out Degree Discovery]*** For the connected graph $G_k$, consider the following discrete-time invariant dynamical system,

$$\psi_k^{i+1} = \max \left\{ \{\psi_k^v\} \cup \{\psi_k^v : v \in N_k[i+1]\} \right\},$$

(7)

where for each robot $\psi_k^i$ is initialized to the robot’s number of neighbors plus one. Then for all robots after $\text{diam}(G_k)$ communication rounds, $\psi_k^i$ is equal to the network’s maximum in/out degree plus one.

**Proof (Lemma 1).** The proof is a simple extension of the proof for Theorem 4.1 in [14].

**B. Consensus in Networks of Unknown Topology**

Consider a system of robots running a discrete-time consensus algorithm [16] of the form

$$\psi_k^{i+1} = \frac{\psi_k^i + \epsilon_k \sum_{v \in N_k(i)} \psi_k^v}{n} - \psi_k^i,$$

(8)

where $0 < \epsilon_k < 1/\Delta_k$ guarantees that for all robots, $\psi_k^v$ exponentially converges to the average initial state of all robots, $\sum_v \psi_0^v / n$. For the robots to select a valid $\epsilon_k$, they need to know either the maximum in/out degree of the network or the number of robots (since $1/n < 1/\Delta_k$). Since we are assuming that neither parameter is known, the consensus algorithm is modified to use in parallel the FloodMax algorithm (7). As a result, convergence to the average initial state is preserved as described by the following, and the process of evolving $\psi_k^i$, $\psi_k^v$, and $\sigma_k^i$ in parallel over $n$ communication rounds will be summarized in Algorithm 3.

**Theorem 1 (Convergence of the Consensus Algorithm).** For the connected graph $G_k$, consider the following discrete-time time varying dynamical system,

$$\psi_k^{i+1} = \frac{\psi_k^i - \psi_0^i}{\psi_k^i - \psi_0^i} + \frac{\sum_{v \in N_k[i]} \psi_k^v}{\psi_k^i - \psi_0^i} + \frac{1}{\psi_k^i - \psi_0^i} \sum_{v \in N_k[i]} \psi_k^v,$$

(9)

and its exponential form,

$$\pi_k^{i+1} = (\pi_k^i) \frac{\psi_k^{i+1}}{\psi_k^i - \psi_0^i} + \frac{\psi_k^i - \psi_0^i}{\psi_k^i - \psi_0^i} \prod_{v \in N_k[i]} (\pi_k^v)^{\psi_k^v / \psi_k^i - \psi_0^i} .$$

(10)

Then for all robots, $\psi_k^i$ and $\pi_k^i$ will converge to $\sum_v \psi_0^v / n$ and $\prod_v (\pi_0^v)^{1/n}$, respectively, in the limit as $k' \to \infty$.

**Proof (Theorem 1).** From Lemma 1, we have for all robots and $k' \geq \text{diam}(G_k)$ that $\psi_k^i$ is equal to $(1+\Delta_k)$. Substituting $(1+\Delta_k)$ into (9) for all $\psi_k^i$ and $\psi_k^v$ results in a consensus algorithm that is equivalent to (8) with $\epsilon_k = 1/(1+\Delta_k)$. In addition, we know for $k' < \text{diam}(G_k)$ that the time varying nonlinear system (9) will not have worse than exponential divergence since all coefficients in the right hand side of (9) are bounded below and above by 0 and 1, respectively. Thus, since $\psi_k^i$ in (8) was proven to converge to $\sum_v \psi_0^v / n$, we have that $\psi_k^i$ in (9) will do the same if and only if $\sum_v \psi_0^v / n$ equals $\sum_v \psi_0^v / n$ for $k' = \text{diam}(G_k)$. For this aim, consider the summation

$$\sum_{i=1}^{n} \psi_k^{i+1} = \sum_{i=1}^{n} \frac{\psi_k^i - \psi_0^i}{\psi_k^i - \psi_0^i} \sum_{v \in N_k[i]} \psi_k^v + \sum_{i=1}^{n} \frac{\psi_k^i - \psi_0^i}{\psi_k^i - \psi_0^i} \sum_{v \in N_k[i]} \psi_k^v - \psi_k^i,$$

(10)

In an undirected graph, the last term on the right hand side of the last equation is equal to zero, and thus we have for all communication rounds that

$$\sum_{i=1}^{n} \psi_k^{i+1} = \sum_{i=1}^{n} \frac{\psi_k^i - \psi_0^i}{\psi_k^i - \psi_0^i} \sum_{v \in N_k[i]} \psi_k^v + \sum_{i=1}^{n} \frac{\psi_k^i - \psi_0^i}{\psi_k^i - \psi_0^i} \sum_{v \in N_k[i]} \psi_k^v - \psi_k^i,$$

implying that $\sum_{i=1}^{n} \psi_k^{i+1}$ equals $\sum_{i=1}^{n} \psi_0^i$ when $\psi_k^{i+1} = \Delta_k$. Thus, we have that $\psi_k^i$ in (9) converges to $\sum_v \psi_0^v / n$, which also implies that $\pi_k^i$ in (10) converges to $\prod_v (\pi_0^v)^{1/n}$.

**Corollary 2 (Convergence on Complete Network Graphs).** For a complete network graph, $\psi_k^i$ and $\pi_k^i$ converge to $\sum_v \psi_0^v / n$ and $\prod_v (\pi_0^v)^{1/n}$, respectively, after one communication round.

**C. Consensus of the Joint Measurement Probabilities**

In an earlier paper, we showed that the structuring and eventual consensus of the joint measurement probabilities relied on the indices of the elements in the environment state alphabet, and as a result this alphabet was assumed to be of finite size describing a discrete-valued random variable [11]. This assumption in the previous work was partly motivated by the fact that the robots’ beliefs were represented in full, and thus the Bayesian prediction and update calculations required some form of quantization. Here we do not need to
make this assumption for the inference as our non-parametric methods naturally account for continuous distributions.

For continuous distributions well approximated by certain parametric statistics, the consensus-based algorithm can be readily used to average distribution parameters instead of the joint measurement probabilities themselves. For example, the approximation of a joint Gaussian distribution converges using only two parameters for the consensus-based algorithm, and the number of parameters used to represent a multivariate distribution scales quadratically with respect to the distribution’s dimension [12]. We also showed that mixtures of Gaussians can be used for “arbitrary” continuous distributions. Nonetheless, in this paper we do assume for the sake of simplicity a finite sized environment state alphabet, $\mathcal{X} = \{x^{[i]} : j \in \{1, \ldots, |\mathcal{X}|\}\}$, but note that this assumption is not necessary in general.

For consensus of the sampled joint measurement probabilities, let $n_r$ be a belief matrix$^3$ representing the unnormalized approximated $n_r$th root of these probabilities known by the $i$th robot after $k'$ communication rounds. In addition, let the belief matrix for all $j \in \{1, \ldots, |\mathcal{X}|\}$ and $\ell \in \{1, \ldots, n_y\}$ be initialized as $[n_0[i]]_{j,\ell} = P(y^{[i]}_k = y^{[i][\ell]}_k | x_k = x^{[i]})$. In words, the belief matrix is initialized to the $i$th robot’s conditionally independent contribution to the unnormalized sampled joint measurement probabilities,

$$P(Y_k^{[i]} | x_k) = \prod_{i=1}^{n_r} P(Y_k^{[i]} | x_k),$$

where $\eta$ is a normalization factor.

By allowing the belief matrix to evolve using (10), we define an approximation for the sampled joint measurement probabilities,

$$[\hat{\pi}^{[i]}]_{j,\ell} := \frac{[\pi^{[i]}]_{j,\ell}}{\sum_{\ell'}([\pi^{[i]}]_{\ell'})^{\sum_{\ell}([\pi^{[i]}]_{j,\ell'})}} \approx \mathbb{P}(Y_k = \hat{y}^{[i]}_k | x_k = \hat{x}^{[i][j]}_k),$$

for all $j \in \{1, \ldots, n_x\}$ and $\ell \in \{1, \ldots, n_y\}$, where $\xi$ is such that $\hat{x}^{[i][j]}_k = \hat{x}^{[i]}_k$, $\hat{y}^{[i]}_k$ is shorthand denoting $\hat{\pi}^{[i]}$ with $k' = n_r$, and $\beta^{[i]}_k$ is an exponential factor accounting for the fact that the consensus-based algorithm may terminate before converging. More specifically, $\pi^{[i]}$ can be thought of as a weighted logarithmic summation of $P(Y_k^{[i]} | x_k)$ over all $v \in \{1, \ldots, n_r\}$, and $\beta^{[i]}_k$ is the inverse of the largest weight to ensure that no single measurement probability in the right hand side product of (11) has an exponent of value larger than one. In other words, no observation “gets counted” more than once.

To calculate the exponential factor $\beta^{[i]}_k$ in parallel with the belief matrix, let the term $\psi^{[i]}_k$ evolve by using (9) and be initialized to $e_i$, where $e_i$ is the standard basis pointing in the $i$th direction in $\mathbb{R}^{n_r}$. From the discussion above, we have that $\beta^{[i]}_k = \|\psi^{[i]}_k\|_\infty^{-1}$, where $\psi^{[i]}_k$ is shorthand denoting $\psi^{[i]}_k$ with $k' = n_r$. Note that $\psi^{[i]}_0$ does not need to be of size $n_r$, which would violate the assumption that the number of robots is unknown. Instead, each robot maintains an indexed vector initially of size one, then augments this vector when unknown indices are received during the consensus round.

From Theorem 1, we have for all robots that $\beta^{[i]}_k$ converges to $n_r$ in the limit as $n_r \to \infty$, or after one communication round if the network is complete (Corollary 2). This property is required for the convergence of the approximations to the true sampled joint measurement probabilities, which will be discussed in Theorem 2. Nonetheless, we showed that the robots can use consensus of the belief matrix (as will be summarized in Algorithm 3) to enable the gradient-based distributed controller from Corollary 1, which continuously moves the robots to improve the informativeness of the next joint observation.

**Remark 2 (Complexity of the Exponential Factor).** One should immediately recognize that the computational and network complexity of calculating the exponential factor is linear with respect to the number of robots if the network graph remains complete. For our applications using mobile ad-hoc networks, the finite bandwidth of each robot’s communication device results in sparse graphs for large numbers of robots. Once the network becomes fully loaded, the complexity of the exponential factor remains constant with respect to the number of robots.

Once an observation is received, a second consensus round is performed to update the weighted environment state sample set. Let $\pi^{[i]}_k$ now be a belief vector representing the normalized approximated $n_r$th root of the observed joint measurement probabilities, $P(Y_k = y_k | x_k)$, known by the $i$th robot after $k'$ communication rounds. In addition, let the belief vector for all $j \in \{1, \ldots, |\mathcal{X}|\}$ be initialized as $[n_0[i]]_{j,\ell} = P(Y_k^{[i]} = y^{[i]}_k | x_k = x^{[i]})$. After $n_r$ communication rounds, the approximation for the observed joint measurement probabilities is given by

$$[\hat{\pi}^{[i]}]_{j,\ell} := [\pi^{[i]}]_{j,\ell}^{\sum_{\ell'}([\pi^{[i]}]_{\ell'})} \approx \mathbb{P}(Y_k = y_k | x_k = \hat{x}^{[i][j]}_k)$$

for all $j \in \{1, \ldots, n_x\}$. The process of forming the approximation is also summarized in Algorithm 3, and the result is used to update the weighted environment state sample set for the next time step $k + 1$.

Lastly, we prove that both distributed approximations, $\hat{\pi}^{[i]}_k$ and $\hat{p}^{[i]}_k$, converge to their corresponding joint measurement probabilities.

**Theorem 2.** For all robots, $j \in \{1, \ldots, n_x\}$, and $\ell \in \{1, \ldots, n_y\}$, we have that $[\hat{\pi}^{[i]}]_{j,\ell}$ and $[\hat{p}^{[i]}]_{j,\ell}$ converge to $\mathbb{P}(Y = \hat{y}^{[i]}_k | X = \hat{x}^{[i][\ell]}_k)$ and $\mathbb{P}(Y | X = \hat{x}^{[i][\ell]}_k)$, respectively, in the limit as $n_r \to \infty$, where $\xi$ is again such that $\hat{x}^{[i][j]}_k = \hat{x}^{[i]}_k$. In addition, this convergence happens after one communication round for a complete network graph.

**Proof (Theorem 2).** For all robots, $j \in \{1, \ldots, |\mathcal{X}|\}$, and $\ell \in \{1, \ldots, n_y\}$, let $[\hat{p}^{[i]}]_{j,\ell}$ be initialized to $P(Y_k^{[i]} = \hat{y}^{[i][\ell]}_k | x_k = x^{[i]})$ and evolve using (10). From Theorem 1, we have that $[\pi^{[i]}]_{j,\ell}$ and $\beta^{[i]}_k$ converge to $\prod_{i=1}^{n_r} P(Y_k^{[i]} = \hat{y}^{[i][\ell]}_k | x_k = x^{[i]})$.
Algorithm 3 BeliefConsensus(type)

1: $\delta_0[i] \leftarrow e_i$
2: $\psi_0[i] \leftarrow |N_k[i]| + 1$
3: if type is sampled then
4: $[\pi_k[i], j]_{\ell} \leftarrow \mathbb{P}(Y[i] = y[i,\ell] | X = x[i])$, \hspace{0.5cm} \forall j, \ell.
5: else if type is observed then
6: $[\pi_k[i], j]_{\ell} \leftarrow \mathbb{P}(Y[i] = y[i,\ell] | X = x[j])$, \hspace{0.5cm} \forall j.
7: end if
8: for $k' = 1$ to $n_x$ do
9: $\delta_{k'}[i] \leftarrow \max \{\{\delta_{k'[i] - 1}\} \cup \{\delta_{k[i] - 1} : v \in N_k[i]\}\}.$
10: Update $\psi_k[i]$ and $\pi_k[i]$ using (9) and (10), respectively.
11: end for
12: $\beta_{k}[i] \leftarrow \|\psi_k[i]\|_1^2$
13: if type is sampled then
14: return $p_k[i]$ from (12)
15: else if type is observed then
16: return $p_k[i]$ from (13)
17: end if

$y[i,\ell][K] = x[i]^{1/n_v}$, and $n_v$, respectively, in the limit as $n_v \rightarrow \infty$. Hence from (11) we have for all $j \in \{1, \ldots, n_x\}$ that $[\pi_k[i], j]_{\ell}$ converges to $\eta \mathbb{P}(Y[i] = y[i,\ell] | X = x[i])$.

Lastly, using the definition of $p_k[i]$ from (12), we have that $\hat{y}_k[i][K]_{\ell}$ converges to $\mathbb{P}(Y_k = y_k[i] | X = x[i])$. Convergence after one communication round for a complete network graph is a direct consequence of Corollary 2.

The proof for $p_k[i]$ follows in the same manner with $[\pi_k[i], j]$ being initialized to $\mathbb{P}(Y[i] = y[i] | X = x[i])$ and converging to $\mathbb{P}(Y_k = y_k[i] | X_k = x[i])$. \hfill \Box

V. Experiments in Exploration

The task for our hardware experiments was to infer the state of a bounded, planar environment by deploying five Ascending Technologies Hummingbird quadrotor flying robots belonging to the class of systems described in Corollary 1. The 150 m wide environment (see Figures 1-3) was discretized using a Voronoi partitioner into 58 heterogeneous cells. We chose this type of partitioning due to its applicability in representing spatial information - note that our approach does not require any specific type of partitioning.

The realtime non-parametric inference and coordination algorithm (Algorithm 1) ran in distributed fashion on a single computer, from which waypoints for each robot were sent to its onboard GPS controller via a 2.4 Ghz Xbee-Pro wireless module.

Five heterogeneous sensors were simulated with measurement noise that was proportional to the sensor radii of $(30.0, 32.5, 35.0, 37.5, 40.0)$ m, which we emphasized by setting the hovering height of a robot proportional to its value. In words, robots hovering closer to the environment had more accurate observations, but also had smaller fields of view. Each robot used a control policy set of $U[i] = \{[-3 m/s, 3 m/s]\}$ and a control gain of $\gamma[i] = 5$, while sample sizes of $n_x = n_y = 500$ allowed for a sampling interval of $T_s = 1$. Finally, the consensus-based algorithm of round sizes $n_\tau = 3$ was implemented on the undirected network graph using an ideal disk model of radius 50 m to determine connectivity.

Reproducible results were acquired in two separate experiment setups, producing over 25 minutes of total flight time. The first setup implemented the non-parametric methods without any high-level control except for the manual override capabilities enabled by the Disaster Management Tool (DMT) developed at DLR [7]. The robots were deployed from outside the nonconvex environment, and for each environment cell, the random variables for the state and the corresponding robot cell observation took continuous values between 0 and 1 (i.e., a generic representation for the continuous domain). Figure 2 shows the robots being deployed, expanding over the environment, and automatically compensating for a robot that was manually tasked to leave the environment. The robots continuously adjusted their configuration to address areas of high uncertainty, a behavior that is the result of not having enough sensing capability to statically cover the environment.

The qualitative performance of the initial experiments acted as a proof of concept for the approach, leading to the integration into a larger exploration system (Figure 3). The algorithms for the second experiment setup were adjusted
to handle binary event detection (e.g., fire or no fire), and a high-level communication scheme was implemented to continuously assign robots to act as dynamic communication relays. The robots were deployed in a similar fashion from outside the environment, and at any given point could have at most 58 bits of uncertainty concerning the inference. Figure 1 shows the decrease in entropy over the extent of the experiment, even though at times the communication scheme was overriding the inputs from the distributed controller.

VI. Conclusions

We presented a novel suite of representations and methods for distributed inference and coordination in multi-robot systems. In contrast to previous approaches, no underlying assumptions are needed concerning the type of probability distributions present in the system, nor what knowledge the robots have about the topology of the communication network. Nevertheless, the overall complexity in terms of computation, memory, and network load remains constant with respect to number of robots, resulting in a scalable yet robust approach for information acquisition tasks. To validate this concept, we conducted large-scale outdoor experiments that showed fully autonomous exploration of a bounded environment with five quadrotor flying robots. Moreover, we demonstrated how the algorithm automatically adapts to manual overrides and high-level control inputs. We believe the ability to combine low-level autonomy with hierarchical cognitive supervision is particularly advantageous and an important step towards fieldable systems in the foreseeable future.
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