Efficient calculation of molecular configurational entropies using an information theoretic approximation
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Abstract

Accurate computation of free energy changes upon molecular binding remains a challenging problem, and changes in configurational entropy are especially difficult due both to the potentially large numbers of local minima, anharmonicity, and high-order coupling among degrees of freedom. Here we propose a new method to compute molecular entropies based on the maximum information spanning tree (MIST) approximation that we have previously developed. Estimates of high-order couplings using only low-order terms provide excellent convergence properties, and the theory is also guaranteed to bound the entropy. The theory is presented together with applications to the calculation of the entropies of a variety of small molecules and the binding entropy change for a series of HIV protease inhibitors. The MIST framework developed here is demonstrated to compare favorably with results computed using the related mutual information expansion (MIE) approach, and an analysis of similarities between the methods is presented.
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Introduction

A fundamental goal of computational chemistry is the calculation of changes in thermodynamic properties for physical processes, such as chemical potential, enthalpy, and entropy changes. Accurate calculation of such properties can enable computational design and screening at a scale infeasible experimentally, and provides tools for detailed computational analysis of molecules and processes of interest. Design work often focuses on evaluating single configurations in the bound and unbound state, frequently representing the global minimum energy conformation, for instance; however, after filtering out infeasible
candidates, additional effort may be warranted to investigate configurational ensemble properties, with significant corrections resulting from entropic or en-thalpic sources possible.\textsuperscript{1-3} This work, as well as recent experimental studies using NMR, has so far highlighted the importance of configurational solute entropy in a variety of systems.\textsuperscript{1,4} As such, improving the accuracy and speed of molecular ensemble based calculations, particularly in larger systems, is an area of active research.

One class of approaches for computing configurational averages centers around the use of sampling based simulations, such as molecular dynamics (MD) and Monte Carlo. Such methods may be particularly well suited for larger systems, including proteins, where explicit enumeration and characterization of all relevant minima is infeasible.\textsuperscript{2} One of the better known methods in this field is the quasiharmonic approximation, which approximates the system as a multidimensional Gaussian using the covariance matrix computed across aligned simulation frames.\textsuperscript{3} While successful in many cases, the quasiharmonic approximation has been shown to significantly overestimate entropies in systems containing multiple unconnected minima, which are poorly modeled by a single Gaussian.\textsuperscript{5,6} Recent phrasings have instead focused on more directly estimating probability densities over the configurational space of a molecule using the frames from MD simulations.\textsuperscript{2,7} As system size grows, however, direct estimation of the density over all molecular degrees of freedom (DOF) becomes infeasible, due to exponential scaling of the sampling requirements with respect to the effective dimensionality of the system.\textsuperscript{8}

While estimates of the probability distribution over all DOF of reasonably-sized molecules generally cannot reach convergence given current sampling capabilities, the distributions over each individual DOF, or the joint distribution for groups of small numbers of DOF at a time may converge with the sample sizes accessible from MD simulations.\textsuperscript{9} Because of this, recent directions have focused on taking advantage of the entropies computed over these subsets (also called marginal entropies). In general, the motivation for such methods is to combine these well-converged low-order marginal entropies of pairs or triplets of DOF in a molecule to provide an approximation of the ensemble properties of the full molecular system; rather than estimating higher-order contributions directly, they are approximated from low-order terms or neglected through assumptions of the theory. Essentially, these methods effect a trade-off by introducing errors due to theoretical approximations, yet recouping enhanced convergence by avoiding direct estimation of the high-order terms. A net benefit results if the approximation errors introduced are smaller than the estimation (convergence) errors avoided.

One such method is the mutual information expansion (MIE) approximation, recently developed by Gilson and co-workers, which enables approximation of configurational entropies as a function of lower-dimensional marginal entropies.\textsuperscript{2} This method expresses the configurational entropy of a system as a series of couplings between all possible subsets of degrees of freedom, placed in order from lowest to highest order. To provide a low-order approximation, and typical for an expansion, MIE assumes the higher-order terms expressed in its expansion can be neglected and truncates all couplings including a large number of DOF (generally omitting all sets of 4 or more DOF). The MIE framework has proved accurate in the analysis of a variety of small-molecule systems,\textsuperscript{2} and it has been combined with nearest-neighbor methods to improve convergence.\textsuperscript{10} It has also been used in the analysis of side-chain configurational entropies to identify residue–residue coupling in allosteric protein systems.\textsuperscript{11}

In parallel work developed in the context of gene expression and cell signaling data, we have generated a similar framework, maximum information spanning trees (MIST), that provides an upper bound to Shannon’s information entropy as a function of lower-order
marginal entropy terms. For multiple synthetic and biological data sets, we found that, in addition to acting as a bound, the MIST approximations generated useful estimates of the joint entropy. Due to the mathematical relationships between information theory and statistical mechanics, application of MIST to the calculation of molecular entropies proved feasible with relatively little adaptation. While similar in spirit to MIE, MIST represents a distinct framework for approximating high-dimensional entropies by combining associated low-order marginal entropies. In particular, whereas MIE explicitly includes all couplings of a particular order in the approximation (e.g., accounting for the couplings between all pairs of DOF), MIST chooses a subset of the same couplings to include so as to maintain a guaranteed lower bound on the entropic contribution to the free energy. In effect, MIST can be thought to infer a model of relevant couplings between molecular degrees of freedom and only include these couplings in the approximation.

Here we examine the behavior of MIST when used to calculate molecular configurational entropies from MD simulation data and also in the context of idealized rotameric systems. The behavior of MIST is compared directly to MIE in both of the scenarios for a number of systems, and explanations for the differences between the two methods are explored.

Theory

In this section, we review the Maximum Information Spanning Tree (MIST) approximation in the context of configurational entropies. Further details of MIST have been published previously in the context of analyzing mRNA expression data for cancer classification. In addition, we highlight the theoretical differences between MIST and MIE. In both cases, the goal is to generate an approximation to the configurational entropy of a molecule by combining marginal entropy terms calculated over subsets of the degrees of freedom. In so doing, one seeks to introduce a small approximation error, in favor of faster convergence relative to calculations over all degrees of freedom.

The information theoretic phrasing of the calculation of configurational entropies has been well described previously. The key step of the phrasing comes from representing the partial molar configurational entropy, \( S^o \), of a molecule as

\[
-TS^o = -RT \ln \frac{8\pi^2}{C^o} + RT \int \rho (\mathbf{r}) \ln \rho (\mathbf{r}) d\mathbf{r},
\]  

where \( R \) is the gas constant, \( T \) is the absolute temperature, \( C^o \) is the standard state concentration, and \( \rho \) is the probability density function (PDF) over the configurational degrees of freedom, \( \mathbf{r} \). For the purposes of this report, \( \mathbf{r} \) is represented in a bond–angle–torsion (BAT) coordinate system, as opposed to Cartesian coordinates. BAT coordinates tend to be less coupled than Cartesian coordinates for molecular systems and are thus well suited for low-order approximations. The first term on the RHS represents the entropic contribution of the six rigid translational and rotational degrees of freedom and is found via analytical integration, assuming no external field. When negated, the second term can be recognized as the continuous Gibbs entropy, which is also identical to \( RT \) times the continuous information entropy, \( S \), as described by Shannon, providing the equation

\[
-TS^o = -RT \ln \frac{8\pi^2}{C^o} - RTS,
\]  

\[
S = -\int \rho (\mathbf{r}) \ln \rho (\mathbf{r}) d\mathbf{r}.
\]
This relationship allows techniques developed in the context of information theory to be used for the calculation of configurational entropies. Also note that here we generally report the configurational entropy contribution to the free energy or free energy change (−TS° or −TΔS°), which we refer to as the entropic free energy (change).

The MIST framework provides an upper bound to the information entropy using marginal entropies of arbitrarily low order. The approximation arises from an exact re-expression of the entropy as a series of conditional entropies, or alternatively, as a series of mutual information terms,

\begin{equation}
S_n(r) = \sum_{i=1}^{n} S_i(r_{i|1,...,i-1}) = \sum_{i=1}^{n} \left[ S_1(r_i) - I_i(r_i; r_{1,...,i-1}) \right], \quad (4)
\end{equation}

\begin{equation}
I(x,y) = \int \rho(x,y) \ln \frac{\rho(x,y)}{\rho(x)\rho(y)} dx dy, \quad (5)
\end{equation}

where \(I_i(r_i; r_{1,...,i-1})\) is the mutual information (MI) between DOF \(r_i\) and all DOF that have already been included in the sum. Throughout this section, subscripts on \(S\) or \(I\) are included to indicate the order of the term (i.e., the number of dimensions in the PDF needed to compute the term). Notably, while these MI terms are functions of probability distributions of dimension \(i\), they are still pairwise mutual information terms between the single variable \(r_i\) and the set of variables represented by \(r_{1,...,i-1}\), in contrast to the multi-information terms employed in the MIE expansion. As a result, these high-dimensional terms maintain key properties of mutual information, including non-negativity.\(^{16}\) The MI phrasing can be thought of as adding in the entropy of each DOF one at a time (\(S_i\) terms in Eq. (4)), then removing a term corresponding to the coupling between that DOF and all previously considered DOF (\(I_i\) terms).

The MIST approximation consists of limiting the number of DOF included in these information terms. For example, for the first-order approximation, all coupling is ignored, and the \(I_i\) term is completely omitted from the formulation. By the non-negativity of MI,\(^{16}\) the first-order approximation is thus an upper bound to the exact entropy

\begin{equation}
S_n(r) \leq \sum_{i=1}^{n} \left[ S_1(r_i) - I_i(r_i; r_{1,...,i-1}) \right] \leq \sum_{i=1}^{n} S_1(r_i) = S_{n}^{\text{MIST}_1}(r), \quad (6)
\end{equation}

where the superscript \(\text{MIST}_1\) indicates the MIST approximation of order \(i\).

For the second-order approximation, when each DOF is added, its coupling with a single previously chosen DOF is accounted for, as opposed to considering the coupling with all previously included terms

\begin{equation}
S_n(r) \leq S_{n}^{\text{MIST}_2}(r) = \sum_{i=1}^{n} \left[ S_1(r_i) - I_2(r_i; r_j) \right]; j \in \{1, \ldots, i - 1\}. \quad (7)
\end{equation}

Comparing Eq. (4) to Eq. (7), one can see that the \(I_2(r_i; r_j)\) replaces \(I_i(r_i; r_{1,...,i-1})\) in the summation. This replacement provides the upper-bounding behavior of MIST\(_2\) due to the fact that \(\tilde{A}(r_i; r_j) \leq \tilde{A}(r_{i}; r_j, r_k)\), for all vectors \(r_i\), \(r_j\), and \(r_k\).\(^{16}\) Additional discussion and demonstration of this relationship can be found in the supplementary information.
To generate approximations of arbitrarily high order \( k \), we include an increasing number of DOF in the mutual information term,

\[
S_n (r) \leq S_n^{MIST}_n (r) = \sum_{i=1}^{n} \left[ S_1 (r_i) - I_2 (r_i; r_j) \right] ; k' = \min[i, k]; j \in \{1, \ldots, i-1\}; |r_j| = k' - 1
\]  

where \( r_j \) is a vector of length \( k' - 1 \) representing any subset of DOF \( \{ r_1, \ldots, r_{i-1} \} \). As with Eq. (7), the bounding properties of the approximation are guaranteed by the fact that including additional DOF in the MI terms can not decrease the information.

The ordering of terms to consider in the summation over \( i \), and the terms included in the MI terms, \( j \), in Eq. (7) and Eq. (8) may impact the resulting approximation. Because any choice of ordering and information terms will still result in an upper bound to the true entropy, the choices that minimize this expression will provide the best approximation. For small systems, exhaustive enumeration of ordering of indeces and information terms may be feasible, but for larger systems, an optimization method is called for. Here, we have chosen to employ a greedy selection scheme that maximizes the information term selected in each step of the summation,

\[
S_n (r) \leq S_n^{MIST}_2 (r) = \sum_{i=1}^{n} \left[ S_1 (r_i) - \max_{j \in \{1, \ldots, i-1\}} I_2 (r_i; r_j) \right]
\]  

\[
S_n (r) \leq S_n^{MIST}_k (r) = \sum_{i=1}^{n} \left[ S_1 (r_i) - \max_{j \in \{1, \ldots, i-1\}} I_k (r_i; r_j) \right] ; k' = \min[i, k]; |r_j| = k' - 1.
\]

Thus, a third-order approximation is constructed by stepping through each degree of freedom in sequence and adding the \( S_1 (r_i) \) one-dimensional entropy for that degree of freedom to and subtracting one pairwise third-order mutual information term \( I_3 (r_i; r_j) \) from the accumulated sum. The term subtracted is the one that gives the largest mutual information between the current DOF \( r_i \) and a pair of previously considered DOF \( r_j \); for the first DOF considered there is no mutual information term, for the second degree of freedom the mutual information term is just the second-order mutual information between the second and first DOF \( I_2 (r_2; r_1) \), and for the third degree of freedom there is no choice in the pairwise third-order mutual information term as there is only one possibility. Higher-order approximations are constructed in the same manner, but the bulk of the pairwise mutual information terms are order \( k \) for a \( k \)-th order approximation, with lower-order mutual information terms used for the first \( k-1 \) DOF considered.

In the context of approximations to thermodynamic ensemble properties, MIST bears a strong resemblance to the Bethe free energy (also known as the Bethe approximation).\textsuperscript{17} In fact, the second-order MIST approximation is equivalent to the Bethe approximation, and the full MIST framework may thus be thought of as a high-order generalization of the Bethe free energy. While a full comparison of MIST and the Bethe approximation is outside the scope of the current work, a number of modifications and applications of the Bethe approximation have been explored that may be extensible to MIST.\textsuperscript{18,19}

In contrast to MIST, MIE\textsuperscript{2} expands the entropy as a series of increasingly higher-order information terms, as previously formulated by Matsuda.\textsuperscript{20}
where $M$ is the multi-information, defined as

$$M_n(r_1; \ldots; r_n) = \sum_{k=1}^{n} (-1)^{k+1} \sum_{i_1 < \ldots < i_k} S_k(r_{i_1}, \ldots, r_{i_k}), \quad (12)$$

and the second summation runs over all possible combinations of $k$ DOF from the full set of $\{r_1, \ldots, r_n\}$. Note that for $n = 1$, the multi-information is equivalent to entropy, and for $n = 2$, it is equivalent to the mutual information defined in Eq. (5). MIE generates a $k$-th-order approximation to the full entropy by truncating all terms of order larger than $k$ in Eq. (11). The approximation will converge to the true entropy when no relationships directly involving more than $k$ DOF exist in the system. Notably, MIE does not carry any bounding guarantees, but it does not require the optimization utilized in MIST.

Despite relying on different expansions, MIST and MIE share many similarities. The first-order approximation is identical in both cases (summing all first-order entropies). For the second-order approximation, MIE adds in all first-order entropies and subtracts off all possible pairwise mutual information terms,

$$S_n^{\text{MIE}}(r) = \sum_{i=1}^{n} S_1(r_i) - \sum_{i=1}^{n} \sum_{j=i+1}^{n} S_2(r_i; r_j) \quad (13)$$

In contrast, MIST adds in all first-order entropies, and then subtracts off $n-1$ of the information terms (where $n$ is the number of DOF in the system), as is seen in Eq. (9). These terms are chosen to account for as much information as possible, while still guaranteeing an upper bound. The second-order approximations highlight the theoretical differences between MIST and MIE. Whereas MIE removes all pairwise couplings, effectively assuming that all couplings are independent of each other, MIST removes a subset of couplings, effectively assuming a network of higher-order dependencies in which each DOF is primarily coupled to the system through a single dominant interaction. In particular, MIST can provide a good approximation if the majority of the degrees of freedom in the system are directly coupled only to a small number of other DOF. Such a system can be well covered by the $n-1$ terms included in MIST. The maximization procedure leading to the tightest upper bound effectively selects these direct couplings when sufficient data exist to accurately estimate their relative magnitudes.

In contrast, MIE may not provide a good approximation in such a system due to indirect couplings that are likely to exist between DOF, and must be removed by higher-order terms. These indirect couplings arise when the configuration of a DOF is coupled to a second DOF only through its interactions with a third intermediate DOF. In such a case, all three DOF will exhibit pairwise coupling with each other, as well as a strong third-order coupling. In MIE, these high-order couplings may be missed, whereas in MIST, one of the pairwise terms may be omitted, providing the possibility for a good approximation of highly coupled triplets of DOF, even when using a second-order approximation. Alternatively, in systems containing a larger number of direct pairwise interactions and relatively few higher-order couplings, MIST may provide a poor approximation relative to MIE. Given these differences in representation, we have performed a series of computational experiments to evaluate the performance of MIST and MIE in a variety of molecular systems, which have helped to reveal how coupled coordinates contribute to configurational entropy.
Methods

Molecular dynamics simulations of small molecules

All molecular dynamics simulations were run using the program CHARMM$^{21,22}$ with the CHARMM22 all-atom parameter set.$^{23,24}$ Partial atomic charges were fit using the RESP procedure$^{25,26}$ and the program GAUSSIAN 03.$^{27}$ All simulations were run at a temperature of 1000 K using a distance-dependent dielectric of 4$\epsilon$ with a 1-fs time step, Langevin dynamics, and the leapfrog integrator. A 1-ns equilibration was performed prior to a 50-ns production run from which frames were extracted at a frequency of 1 frame per 10 fs, yielding 5 million frames per simulation.

For each molecule, an internal coordinate representation was chosen in the BAT framework. The internal coordinate representation consisted of the selection of three seed atoms, as well as a single bond, angle, and torsion term for each subsequent atom so as to use improper dihedrals whenever possible, and to place heavy atoms prior to hydrogens. Improper torsions were selected to produce an effect similar to the phase angle approach used by Abagyan and co-workers and Gilson and co-workers.$^{2,28}$ Only bond, angle, and torsion terms between chemically bonded atoms were allowed as coordinates. Other than these restrictions, the specific coordinates were chosen arbitrarily. The values of each bond, angle, and torsion were extracted from the simulations and binned. Marginal PDFs of all single, pairs of, and triplets of coordinates were computed using the frequencies from the simulation. These PDFs were then used to compute the first-, second-, and third-order entropies and information terms. All first- and second-order terms were computed using 120 bins per dimension, and all third-order terms were computed using 60 bins per dimension. In both cases, the ranges of the bins were defined by the minimum and maximum value observed in the simulation. For MIE, third-order information terms containing any bond or angle DOF were set to zero, as was done previously to improve convergence.$^2$ For MIST, all third-order terms were included, as doing so did not dramatically impact numerical stability.

All calculations included a Jacobian term of $\prod_i h_i^2 \sin \theta_i$ where $h_i$ and $\theta_i$ are the bond length and bond angle used to place atom $i$, and the product runs over all DOF included in the marginal term.

Mining minima implementation

In order to enable comparison to the Mining Minima (M2) method using our specific parameters and energy function, we implemented a version of the method within CHARMM consistent with the original method as described.$^1,29$ Briefly, a list of candidate minima was first identified by combinatorially combining all observed minima in each torsional degree of freedom from the MD simulations. Each minimum was then further minimized in CHARMM and duplicates were omitted. For each remaining minimum the Hessian was computed in Cartesian coordinates in CHARMM and converted to the same BAT coordinate system used for analysis with MIST. The energy of each minimum was also extracted. The BAT Hessians were diagonalized, and the product of the eigenvalues computed, with a correction applied to include no more than 3 standard deviations or 60° in any dimension along each eigenvector. Modes with force constants less than 10 kcal/mol were also integrated numerically to check for anharmonicities. For the current work, no modes were found to differ from the harmonic approximation by more than 1 kcal/mol, so the integrated results were not used in the final calculation. Finally, the ensemble average energy was computed and subtracted from the potential to yield the entropic contribution to the free energy, $-TS$. 
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Discrete rotameric treatment of HIV protease inhibitors

Discrete rotameric systems representing four candidate HIV protease inhibitors, either unbound or in the binding pocket of a rigid HIV-1 protease were generated. Each system consists of the $5 \times 10^4$ lowest-energy rotameric configurations, accounting for $> 99\%$ of the contributions to the free energy at 300 K in all cases. For the current work, these $5 \times 10^4$ configurations were treated as the only accessible states of the system, enabling exact calculation of all ensemble properties.

The low-energy configurations were determined via a two-step, grid based, enumerative configurational search. All ligands are comprised of a common chemical scaffold with potentially variable functional groups at 5 possible positions (see Figure 5). We first collected an ensemble of low-energy scaffold conformations using an enumerative Monte Carlo (MC) search. Ten independent simulations of $5 \times 10^4$ steps were performed for each ligand in both the bound and unbound states, and the external and scaffold degrees of freedom of all collected configurations were idealized to a uniform grid with a resolution of 0.1 Å and 10° or 20° (bound or unbound state, respectively). All simulations were performed using CHARMM with the CHARMm22 force field and a distance-dependent dielectric constant of $4r$. The result of the first step was a set of energetically accessible rotameric scaffold configurations.

The second step exhaustively searched the configurational space of the remaining functional group degrees of freedom for each collected scaffold using a combination of the dead-end elimination (DEE) and A* algorithms as described previously. For high throughput energy evaluations, a pairwise decomposable energy function was used that included all pairwise van der Waals and Coulombic, intra- and inter-molecular interactions, computed with the CHARMM22 force field and a distance-dependent dielectric. Uniformly sampled rotamer libraries for each functional group with resolutions of 15° or 60° for the bound or unbound states, respectively, were used. The $5 \times 10^4$ lowest-energy configurations across all scaffolds were enumerated and their energies computed.

These lowest-energy configurations from each ensemble were re-evaluated using a higher resolution energy function to account for solvation effects and to obtain a more accurate estimate of the energy. The enhanced energy function included all pairwise van der Waals interactions, continuum electrostatic solvation energies collected from a converged linearized Poisson–Boltzmann calculation using the Delphi computer program, and solvent accessible surface area energies to model the hydrophobic effect. Solvation energies were calculated using an internal dielectric of 4 and a solvent dielectric of 80. A grid resolution of $129 \times 129 \times 129$ with focusing boundary conditions was used, along with a Stern layer of 2.0 Å and an ionic strength of 0.145 M.

Given the energies of all configurations in the idealized rotameric systems, entropies of arbitrary order were computed analytically by integrating through the Boltzmann distribution determined from the $5 \times 10^4$ molecular configurations included in the ensemble. To evaluate the convergence properties of the metrics in the context of the discrete rotameric systems, we randomly drew from the $5 \times 10^4$ structures representing each system with replacement according to the Boltzmann weighted distribution. The resulting samples were then used to estimate the single, pair, and triplet PDFs as for the MD systems. Because the exact marginal entropies are analytically computable, convergence for these systems was examined with respect to the same approximation computed using the analytically-determined marginal terms. No symmetry adjustments were applied for the discrete systems.
Results

Molecular dynamics simulations of small molecules

To investigate the behavior of the MIST framework in the context of configurational entropies, we first examined a set of small molecules including hydrogen peroxide, methanol, 1,2-dichloroethane, and linear alkanes ranging in size from butane to octane. Configurational entropies for all of these systems have been previously computed using MIE and were shown to agree well with M2 calculations. As was done in those studies, we collected $5 \times 10^6$ frames from a 50-ns molecular dynamics trajectory for each molecule and computed the single, pair, and triplet entropies of all BAT degrees of freedom as described in Methods. We then combined these marginal entropies according to the MIST (Eq. (8)) or MIE (Eq. (11)) framework, using approximation orders of one, two, or three. The resulting values for the entropic contribution to the free energies, $-TS^\circ$ (computed using Eq. (2)), are shown in Figure 1, where they are compared to the gold standard estimation from the M2 method.

As seen in the previous studies using MIE (red bars), the second-order approximation (MIE$_2$) shows good agreement with M2 (dashed line) for all molecules, particularly the smaller systems. MIE$_3$ generally shows similar agreement with M2 for the small molecules and worse agreement (> 10 kcal/mol in some cases) for the alkanes, while MIE$_1$ shows worse agreement in all cases. The MIST approximations (blue bars) show somewhat different behavior than MIE. As inherent in the theory, the first-order MIST and MIE approximations are identical. MIST$_2$, shows somewhat larger deviations from M2 for the smallest molecules compared to MIE$_2$ but provides better agreement for 1,2-dichloroethane and the linear alkanes. Also, whereas MIE$_3$ generally shows worse agreement with M2 than MIE$_2$, MIST$_3$ improves upon MIST$_2$ for many systems, showing deviations from M2 less than 1.0 kcal/mol for all systems other than heptane and octane, where the deviations are 1.6 and 2.4 kcal/mol, respectively. While MIST$_3$ is guaranteed to yield at least as accurate a result as MIST$_2$ when both are fully converged, here we see that behavior in the context of finite sample sizes.

Convergence for small molecules

In addition to looking at the MIE and MIST values computed using the full 50-ns simulation, we also examined the behavior of the approximations when using only frames corresponding to shorter simulation times, obtained by truncating the existing simulations. Because each approximation order is converging to a different value and the fully converged values are not known, we track the approach to the value computed with the full 50 ns. The results are shown in Figure 2 and Table 1. For all systems, MIST$_2$ (solid blue lines) exhibits faster convergence than MIE (red lines). While the third-order approximations (dashed lines) converge more slowly than the corresponding second-order ones (solid lines), MIST$_3$ demonstrates comparable convergence to MIE$_2$ for hydrogen peroxide, methanol, and 1,2-dichloroethane and faster convergence for the alkanes.

Previous work showed that MIE$_3$ was poorly converged for many of the alkanes, particularly the larger ones, as is observed here. Over the last 10 ns of the hexane, heptane, and octane simulations, the MIE$_3$ estimate changes by 1.0–3.5 kcal/mol. Notably, the third-order MIE approximation already omits a number of terms to improve numerical stability (all three-way information terms containing a bond or an angle are set to zero). In contrast, the third-order MIST implementation shown here includes all of these terms, and still demonstrates significantly faster convergence. Though we have not explored higher-order MIST approximations for these systems, the good convergence of MIST$_3$ suggests that fourth- or fifth-order approximations may be feasible.
Taken together with the previous section demonstrating the agreement between MIST, MIE, and M2, the results show that sampling regimes may exist in which any of the MIE or MIST approximations give the smallest error. To gain a sense of how the approximations may behave in this regard, we can treat M2 as a comparison point. Although the M2 result may not be equivalent to the full entropy to which MIE and MIST would ultimately converge, treating it as a standard can be instructive about the combined behavior of the methods when weighing accuracy and convergence. To this end, Figure 3 shows the absolute error of the approximations as a function of simulation time when treating M2 as a gold standard.

For hydrogen peroxide regimes exist for which MIST$^2$, MIST$^3$, or MIE$^2$ provide the smallest error. In particular, the rapid convergence of MIST$^2$ produces the best agreement with M2 for very short simulation times. With more samples MIE$^2$ tends to reach adequate convergence to provide the best estimate until MIST$^3$ converges to the point that it provides the closest agreement. For methanol, the faster convergence of MIST$^2$ again provides the best agreement for small sample sizes before MIE$^2$ converges to give the best agreement. Across 1,2-dichloroethane and the alkanes, MIST provides better agreement than MIE$^2$. Either MIST$^2$ or MIST$^3$ provides the best agreement depending on the number of samples. In particular, MIST$^3$ seems to provide better overall agreement with M2 when converged, but the fast convergence of MIST$^2$ again creates regimes for which it demonstrates the best agreement. For heptane and octane (the largest systems examined here), MIST$^2$ provides the best agreement even after 50 ns, possibly due to MIST$^3$ having not fully converged.

### Source of differences between MIE$^2$ and MIST$^2$ for small molecules

To understand the differences in accuracy and convergence between MIE and MIST, we examined the terms of the expansions that differ between the two approximation frameworks. In particular, for the second-order approximations, MIST$^2$ includes a subset of the mutual information terms considered by MIE$^2$, as can be seen by comparing Eq. (13) and Eq. (7). As such, these omitted terms are entirely responsible for the differences between the two approximations. The values of the terms used for both approximations when applied to butane are shown in Figure 4.

For each plot, the lower triangle of the matrix shows the pairwise mutual information between each pair of degrees of freedom, all of which are included in the calculation of MIE$^2$. The upper triangle shows the subset of these terms that are used by MIST$^2$, chosen to minimize Eq. (7) while maintaining an upper bound on the entropy. Focusing on panel D, which shows the results using the full 50-ns simulation, one can see that most of the terms omitted in MIST$^2$ are relatively low in value, whereas the high MI terms are included (to satisfy the maximization in Eq. (7)). Panels A–C show the same information computed over the first 4, 10, or 25 ns of the simulation, respectively. In contrast to the 50-ns results, the shorter simulations show dramatic differences between MIST$^2$ and MIE$^2$. While roughly the same set of terms is omitted by MIST$^2$ in these cases as in the 50-ns case (because the largest MI terms come from the same couplings in the shorter and 50-ns calculations), the omitted terms are much larger, due to their relatively slow convergence. These plots indicate that slow convergence of MIE$^2$ relative to MIST$^2$ is a result of the many terms in the MI matrix that are slowly converging to very small values. In particular, because MI values tend to be consistently overestimated, the quadratic number of MI terms included in MIE$^2$ slow convergence more than the linear number of MI terms included in MIST$^2$. Furthermore, the terms that are included by MIST$^2$ are the larger MI terms which tend to converge more quickly than small MI terms. For sufficiently short simulations neglecting these small and slowly converging terms (as done by MIST$^2$) appears to be better than trying to estimate them (as done by MIE$^2$).
To further examine the source of differences between MIST\textsubscript{2} and MIE\textsubscript{2}, we looked at how much of the difference between the approximations was accounted for by terms of various sizes for the linear alkanes. The results of this analysis using the full 50-ns simulations are shown in Table 2. As suggested by Figure 4, much of the difference between MIST\textsubscript{2} and MIE\textsubscript{2} comes from the large number of omitted small terms. For example, for butane 39.9\% of the 2.22 kcal/mol difference comes from MI terms with magnitudes less than 0.01 kcal/mol. Furthermore, the importance of these small terms grows as the system size increases, accounting for nearly 60\% of the disparity for octane. Taken in conjunction with the slow convergence of these small terms, these results suggest that, while some real representational differences do exist between MIE and MIST, much of the difference may in fact be explained by differences in convergence, even at 50 ns.

**Discretized inhibitor molecules as an analytical test case**

While the good agreement that both MIST and MIE show with the M2 results is an important validation step in evaluating the overall accuracy of the approximations, some fundamental differences in the methodology can make the results somewhat difficult to evaluate. There are two primary issues that can confound the interpretation. Firstly, M2 calculations and MD simulations represent similar but ultimately different energy landscapes. Whereas the MD landscape represents the exact energy function, M2 approximates the landscape by linearizing the system about a set of relevant minima. Although mode-scanning is employed to account for some anharmonicities in the systems, M2 still operates on an approximation of the energy landscape sampled during MD. As such, even given infinite samples, and without making any truncation approximations (i.e., directly generating \(p(\mathbf{r})\) for use in Eq. (1)), the entropy estimate would not necessarily converge to the M2 result. Secondly, because application of MIST and MIE relies upon estimating the low-order marginal entropies from a finite number of MD frames, it is difficult to separate the error introduced by the approximation framework from the error introduced by estimating the marginal terms.

To address these issues, we examined MIST and MIE in the context of a series of discrete rotameric systems in which the energy of all relevant states was calculated directly. Given this distribution of rotameric states, the full configurational entropy and all marginal entropies can then be computed exactly. As such, for these systems we can separately evaluate the approximation errors due to the MIST or MIE frameworks as well as sampling errors due to estimating the marginal terms; here the marginal terms are known exactly. These discrete ensembles were originally generated to analyze a series of candidate HIV-1 protease inhibitors, but their primary importance for the current work is as a test case in which entropies of arbitrary order can be computed exactly. The chemical structures of the four inhibitors are given in Figure 5. Additional details on the generation of these systems is described in Methods.

We employed eight different discrete ensembles, representing bound and unbound states of the four inhibitors. All bonds, angles, and non-torsional dihedrals were idealized and fixed, leaving 13–15 torsional degrees of freedom in each inhibitor. We also included an additional variable (referred to as external or ext) representing the six translational and rotational degrees of freedom in the bound cases to model the position of the inhibitor with respect to the rigid binding pocket. For each system we computed exactly all entropy terms containing 1, 2, 3, 4, or 5 degrees of freedom by marginalizing the full Boltzmann distribution of each ensemble, which consisted of the \(5 \times 10^4\) lowest-energy molecular configurations. We then computed approximations to the total entropy of each system using either MIST or MIE. As such, we were able to examine the approximation error associated with both methods when the low-order terms are known exactly. The results are shown in Figure 6. For all eight
systems the MIST approximations (blue lines, ×’s) monotonically approach the full entropy (dashed black line) as the approximation order increases. All MIST approximations also provide a lower bound to the entropic free energy (or an upper bound to the associated Shannon entropy) when the low-order terms are known exactly. Both of these properties are guaranteed for MIST when the marginal terms are known exactly, so seeing them hold in our test system is important validation but not surprising. For all cases the second-order MIST approximation provides an estimate within 1.2 kcal/mol of the full analytic entropic free energy, with particularly good performance in the bound systems (top row of Figure).

For the four unbound systems (bottom row of Figure 6), MIE (red lines, ◎’s) shows similar accuracy to MIST, generating a lower-error estimate once (KB98, panel E), a worse estimate once (AD93, panel F), and comparable error for two cases (AD94 and KB92, panels G and H). Unlike MIST, MIE is not guaranteed to monotonically reduce the approximation error as the order increases, and in some cases, such as unbound KB98 and AD94, the third-order approximation performs worse than the second-order one. In general, however, for the unbound cases the MIE approximations converge towards the true entropy as the approximation order is increased, with exact low-order terms.

In contrast to its performance in the unbound systems, MIE demonstrates erratic behavior in the bound systems. For all four inhibitors and all approximation orders, MIST results in considerably lower error than the corresponding MIE approximations. Furthermore, increasing the approximation order does not dramatically improve the performance of MIE in the bound systems, and actually results in divergent behavior for orders 1–5 in AD94 (panel C). Notably, the bound systems represent identical molecules to those in the unbound systems; the only differences lie in the level of discretization, and the external field imposed by the rigid protein in the bound state.

Convergence properties in discrete systems

Having investigated the error due to the MIST and MIE approximation frameworks in our analytically exact discrete systems, we next looked to explore the errors associated with computing the approximations from a finite number of samples. To do this we performed a series of computational experiments in which we randomly drew with replacement from the 50,000 structures representing each system according to the Boltzmann distribution determined by their energies and a temperature of 300 K. For each system we drew 10^6 samples, and estimated the PDF over the 50,000 states using subsets of the full 10^6. These PDFs were then used to compute the marginal entropies used in MIST and MIE. For each system this procedure was repeated 50 times to evaluate the distribution of sampling errors for the two methods.

In order to quantify the sampling error separately from the approximation error (which we examined in the previous subsection), we compared the approach of each approximation to the value computed when using the exact low-order terms (i.e., we examined the convergence of each approximation to its fully converged answer, as opposed to the true joint entropy). The results for the bound and unbound KB98 systems are shown in Figure 7. Results for the other inhibitors were similar and are shown in Figures S1, S2, and S3. As expected, the lower-order approximations converge more quickly, as the low-order PDFs require fewer samples to estimate accurately. For the unbound case (bottom row), both MIE (red) and MIST (blue) exhibit consistent steady convergence for all 50 runs. For the bound case (top row), while MIST exhibits similar convergence behavior as in the unbound system, MIE shows much larger variations across the 50 runs. As with the MD analysis, MIST demonstrates considerably faster convergence than MIE for all approximation orders examined and all systems.
**Source of differences between MIE\textsuperscript{2} and MIST\textsuperscript{2} for discrete systems**

We next examined the MI terms accounting for differences between the two approximation frameworks. As with the analysis of the alkanes, the similarities between the second-order approximations enable a direct comparison of the MI terms that are included by MIE but omitted in MIST. Unlike the alkane studies, however, because the low-order terms can be determined directly for these discrete cases, the convergence errors, which played an important role in differences for the alkanes, can be eliminated in the current analysis. Doing so allows direct examination of the differences for the two approximation frameworks, independent of errors introduced due to sampling. The MIs between all pairs of degrees of freedom for bound and unbound KB98, as well as the terms chosen by MIST\textsuperscript{2} are shown in Figure 8.

The results for the unbound case (panel B), for which MIE\textsuperscript{2} provides lower error, are qualitatively similar to those seen for the alkanes. Most of the differences between MIE\textsuperscript{2} and MIST\textsuperscript{2} in the unbound inhibitor arise from the omission of a number of relatively small terms, less than 0.2 kcal/mol each. The larger MI terms are all included in both approximations. In contrast, the differences between the two methods for the bound case come from a different source: MIST\textsuperscript{2} omits three of the seven largest MI terms in the bound system, together accounting for nearly 2 kcal/mol of the 2.91 kcal/mol difference between MIE\textsuperscript{2} and MIST\textsuperscript{2}. In particular, whereas all six pairwise relationships among the external, $\phi_2$, $\phi_3$, and $\phi_5$ degrees of freedom show strong (and nearly equivalent) couplings, MIST\textsuperscript{2} only includes three of these terms.

The qualitative differences in the terms accounting for the disparity between MIST\textsuperscript{2} and MIE\textsuperscript{2} in bound KB98 compared the unbound KB98 and the alkanes may be particularly relevant given the relatively poor accuracy of MIE for the bound systems. The strong couplings between the four degrees of freedom of focus (external, $\phi_2$, $\phi_3$, and $\phi_5$), suggest a high-dimensional transition in which all four DOF are tightly coupled to each other and must change in concert to adopt different energetically relevant states. In particular, the values of the couplings, all of which are near $RT\ln2$, are consistent with these four degrees of freedom together occupying two dominant states. Furthermore, the coupling between all subsets of three, and the full set of four DOF also are near $RT\ln2$, further demonstrating the strong high-dimensional coupling between these four. Due to the structure of the MIE approximation, in which all low-order couplings are treated as independent from each other, a highly coupled system may result in errors due to the double-counting of low-order relationships. In contrast, the MIST approximation, which treats each DOF to be predominantly coupled to the system through a single low-order coupling, can appropriately describe such a highly-coupled system with a small number of effective states.

**Discussion**

Here we have examined the behavior of our Maximum Information Spanning Trees (MIST) approximation framework in the context of computing molecular configurational entropies. Though we originally developed MIST to pursue high-dimensional information theoretic phrasings in the analysis of experimental biological data, the generality of the method, coupled with the mathematical relationships between information theory and statistical mechanics, enabled application to molecular configurational entropy with relatively little modification. The adaptation of the method was largely inspired by the approach taken previously with the Mutual Information Expansion (MIE) method.\textsuperscript{2} We have compared to both MIE and the well established Mining Minima (M2) method in the context of MD simulations of a variety of small molecules. While MIE showed better agreement with M2 for some systems (notably methanol simulated at various temperatures), the MIST approximations tended to provide improved agreement, particularly for larger systems.
Furthermore, for all but the smallest molecules, both MIST$_2$ and MIST$_3$ demonstrated faster convergence than the MIE approximations. While MIST$_3$ seemed to provide the best converged answers across all systems, the fast convergence of MIST$_2$ resulted in it providing better agreement in many sampling regimes, particularly for the larger alkanes. These results suggest that the MIST approximations are likely to be particularly useful in larger systems where simulation times may be limiting.

While the agreement with M2 is an important validation for the overall accuracy of the methods, it does not provide an ideal testing framework, as M2 and the MD simulations represent different energy landscapes. As such, separate examination of the errors due to approximation and sampling was not possible. To address this we also examined MIST and MIE in the context of a series of idealized rotameric systems for HIV protease inhibitors in which the exact entropies could be computed directly. In these systems, we observed that while MIE and MIST both showed good behavior in systems representing unbound molecules, MIE demonstrated poor accuracy in the more restricted bound systems, even for the fifth-order approximation with exactly determined marginal terms. In contrast MIST exhibited small approximation errors in the bound systems, even for the second-order approximation. Furthermore, when sampling from the known analytical distribution, the fast convergence of MIST relative to MIE seen in the MD systems was also observed for these discretized molecular systems.

In addition to improved convergence, MIST carries useful properties that are not shared by MIE. For fully converged systems, the approximation error of MIST is guaranteed to monotonically decrease with increasing approximation order. This behavior can be easily seen for the discrete systems in Figure 6, and stands in contrast to the behavior of MIE in the same systems. In application to novel systems where the behavior of the approximations is untested, this property means that the highest approximation order to have reached convergence provides the best estimate of the full entropy. In the absence of such a guarantee, it is unclear how to select the appropriate approximation order.

Furthermore, all converged MIST approximations provide a lower bound on the entropic contribution to the free energy, $-T S^\circ$ (or an upper bound on the Shannon information entropy, $S$). The bounding behavior may prove particularly useful in identifying optimal coordinate representations. In the previous MIE work the choice of coordinate system has been demonstrated to significantly impact the quality of the approximation.$^2$ In particular, removing high-order couplings between coordinates, such as those present in Cartesian coordinates, can dramatically improve the accuracy of low-order approximations like MIST and MIE. Because MIST applied to any valid coordinate system will still provide a lower bound on $-T S^\circ$, a variety of coordinate systems may be tested, and the one that yields the largest converged answer is guaranteed to be the most accurate. While additional work is needed to fully enable such a method, even brute-force enumeration is likely to improve performance.

The results of MIE and MIST in the context of the discrete systems also highlight the ability of MIST to provide a good approximation at low orders, even when direct high-order couplings are known to exist. As has been described previously,$^2,20$ low-order MIE approximations truncate terms in Eq. (11) representing only direct high-order relationships. The poor accuracy of low-order MIE metrics for the bound idealized systems therefore implies that these systems contain significant high-order terms. Despite the presence of such complex couplings, MIST still provides a good approximation in these same systems. For systems such as proteins that are known to exhibit high-dimensional couplings, the ability to capture high-order relationships in the context of a low-order approximation may prove crucial.
Since the original development of the MIE framework, additional work has been done to extend and apply the method. Nearest-neighbor (NN) entropy estimation has been used to compute the low-order marginal terms utilized by the MIE framework, resulting in significantly improved convergence.\(^\text{10}\) Given that MIST relies upon the same low-order marginal terms as MIE, it is likely that NN methods would also be useful in the context of MIST. MIE has also been used to analyze residue side-chain configurational freedom from protein simulations.\(^\text{11}\) These studies were able to identify biologically relevant couplings between distal residues in allosteric proteins. Given the relative computational costs of simulating large proteins, and the strong high-dimensional couplings that surely exist in the context of proteins, application of MIST in similar studies may be particularly useful. Preliminary results from ongoing studies have proved promising in the calculation of residue side-chain configurational entropies in the active site of HIV-1 protease.

**Conclusion**

In summary, we have adapted our existing information theoretic-based approximation framework to enable calculation of configurational entropies from molecular simulation data. Having characterized its behavior in a variety of molecular systems, we believe MIST can serve as a complement to existing methods, particularly in poorly sampled regimes. A variety of existing extensions and applications for MIE are also likely to be useful in the context of MIST, though further exploration is needed. Finally, in addition to improved convergence, MIST carries monotonicity and bounding guarantees that may prove valuable for future applications.
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Figure 1. MIST and MIE results for small alkanes
Hydrogen peroxide, methanol, 1,2-dichloroethane and five linear alkanes ranging in size from butane to octane were simulated using MD, and the resulting $5 \times 10^6$ frames were used to estimate the marginal entropies. These entropies were then combined according to MIST (blue bars) or MIE (red bars) to generate the first-, second-, or third-order approximation to the configurational entropy of each molecule. Results are compared to calculations using the Mining Minima method (dashed black line).
Figure 2. Convergence of MIST and MIE for small molecules
MD simulations of various small molecules were subsampled to include frames corresponding to shorter simulation times, and the resulting sets of frames were used to compute the MIST (blue lines), and MIE (red lines) approximations. The convergence of first- (dotted line), second- (solid lines), and third-order (dashed lines) approximations is shown. Each line shows the deviation from the same value computed using the full 50-ns trajectory. MIE\textsuperscript{3} overlaps MIE\textsuperscript{2} for HOOH and methanol because each system contains only a single torsional term.
Figure 3. Agreement with M2 across sampling regimes

MIST (blue lines) and MIE (red lines) approximations were computed as a function of simulation times as described in Figure 2, and the absolute deviation from M2 results were plotted, demonstrating that different approximations provide the best agreement with M2 in different sampling regimes.
Figure 4. Convergence of MI matrix for butane
The pairwise mutual information terms between all pairs of degrees of freedom in butane computed using the first (A) 4 ns, (B) 10 ns, (C) 25 ns, or (D) 50 ns are shown in the lower triangles. The upper triangles indicate the terms that were chosen to be included in the second-order MIST approximation, according to Eq. (7). The dark blue lines separate the atoms from each other, with each atom being represented by three degrees of freedom associated with its placement (bond, angle, torsion from bottom to top and left to right in each box). All values are reported in kcal/mol.
Figure 5. Chemical structures of HIV-1 protease inhibitors

The four molecules shown were previously designed as candidate HIV-1 protease inhibitors. For the current work, idealized rotameric systems in which the exact energies of 50,000 rotameric states were generated in both bound and unbound states, as described in Methods. All torsional degrees of freedom for each inhibitor were rotamerized, and all other DOF (bonds, angles, impropers) were fixed to idealized values. In the bound state overall translations and rotations (external DOF) were also enumerated. Torsions about the bonds labeled in (A) correspond to numbering used in Figure 8.
Figure 6. Accuracy in rotameric systems
For each of the four inhibitors, either in the unbound state (bottom row), or in the context of a rigid binding pocket (top row), we computed the exact marginal entropies for all combinations of 1–5 torsions, according to the Boltzmann distribution across the $5 \times 10^4$ configurations representing each system. Using these exact marginal entropies we computed the MIST (blue lines) or MIE (red lines) approximations to the entropy ($-TS^\circ$) of each system. The convergence as a function of approximation order is shown in comparison to the analytically determined entropy of the full system (dashed black line).
For each of the eight idealized rotameric systems, we sampled with replacement from the $5 \times 10^4$ configurations representing the system, according to the Boltzmann distribution determined by the relative energies of each configuration. These samples were then used to estimate the marginal entropies of all combinations of 1–4 torsions prior to application of MIST (blue lines) or MIE (red lines) to compute $-TS^\circ$. This procedure was repeated 50 times for each system, and the deviation of each run from the exact result to the same order approximation are shown (pale lines), as well as the mean and standard deviation across the 50 runs (thick lines). Results for bound (top row) and unbound (bottom row) KB98 are shown here. Results for other molecules were similar and can be seen in Figures S1, S2, and S3.

Figure 7. Convergence in KB98 rotameric systems

For each of the eight idealized rotameric systems, we sampled with replacement from the $5 \times 10^4$ configurations representing the system, according to the Boltzmann distribution determined by the relative energies of each configuration. These samples were then used to estimate the marginal entropies of all combinations of 1–4 torsions prior to application of MIST (blue lines) or MIE (red lines) to compute $-TS^\circ$. This procedure was repeated 50 times for each system, and the deviation of each run from the exact result to the same order approximation are shown (pale lines), as well as the mean and standard deviation across the 50 runs (thick lines). Results for bound (top row) and unbound (bottom row) KB98 are shown here. Results for other molecules were similar and can be seen in Figures S1, S2, and S3.
Figure 8. MI matrix for discretized KB98
The pairwise mutual information terms between all pairs of degrees of freedom (DOF) in (A) bound or (B) unbound KB98 are show in the lower triangles. The upper triangles indicate the terms that were chosen to be included in the second-order MIST approximation to $-T\Delta S^\circ$, according to Eq. (7). All values are reported in kcal/mol. Numbering of DOF corresponds the labels in Panel A of Figure 5.
Table 1

Change in estimation of $-TS^e$ from 40 ns–50 ns (kcal/mol)

<table>
<thead>
<tr>
<th>molecule</th>
<th>$T$ (K)</th>
<th>MIST$_1$=MIE$_1$</th>
<th>MIST$_2$</th>
<th>MIST$_3$</th>
<th>MIE$_2$</th>
<th>MIE$_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOOH</td>
<td>300</td>
<td>-0.00</td>
<td>-0.00</td>
<td>-0.01</td>
<td>-0.00</td>
<td>-0.00</td>
</tr>
<tr>
<td>HOOH</td>
<td>500</td>
<td>-0.00</td>
<td>-0.00</td>
<td>-0.01</td>
<td>-0.00</td>
<td>-0.00</td>
</tr>
<tr>
<td>HOOH</td>
<td>1000</td>
<td>-0.00</td>
<td>-0.02</td>
<td>-0.01</td>
<td>-0.01</td>
<td>-0.01</td>
</tr>
<tr>
<td>methanol</td>
<td>300</td>
<td>0.00</td>
<td>-0.00</td>
<td>-0.01</td>
<td>-0.01</td>
<td>-0.01</td>
</tr>
<tr>
<td>methanol</td>
<td>500</td>
<td>-0.00</td>
<td>-0.02</td>
<td>-0.01</td>
<td>-0.02</td>
<td>-0.02</td>
</tr>
<tr>
<td>methanol</td>
<td>1000</td>
<td>0.00</td>
<td>-0.03</td>
<td>-0.02</td>
<td>-0.03</td>
<td>-0.02</td>
</tr>
<tr>
<td>diClEth</td>
<td>300</td>
<td>-0.01</td>
<td>-0.01</td>
<td>-0.02</td>
<td>-0.02</td>
<td>-0.03</td>
</tr>
<tr>
<td>diClEth</td>
<td>500</td>
<td>-0.01</td>
<td>-0.02</td>
<td>-0.04</td>
<td>-0.04</td>
<td>-0.06</td>
</tr>
<tr>
<td>diClEth</td>
<td>1000</td>
<td>-0.00</td>
<td>-0.01</td>
<td>-0.05</td>
<td>-0.05</td>
<td>-0.06</td>
</tr>
<tr>
<td>butane</td>
<td>1000</td>
<td>0.00</td>
<td>-0.01</td>
<td>-0.15</td>
<td>-0.21</td>
<td>-0.37</td>
</tr>
<tr>
<td>pentane</td>
<td>1000</td>
<td>-0.01</td>
<td>-0.03</td>
<td>-0.20</td>
<td>-0.34</td>
<td>-0.64</td>
</tr>
<tr>
<td>hexane</td>
<td>1000</td>
<td>0.00</td>
<td>-0.02</td>
<td>-0.23</td>
<td>-0.48</td>
<td>-1.15</td>
</tr>
<tr>
<td>heptane</td>
<td>1000</td>
<td>-0.01</td>
<td>-0.03</td>
<td>-0.29</td>
<td>-0.68</td>
<td>-2.01</td>
</tr>
<tr>
<td>octane</td>
<td>1000</td>
<td>0.00</td>
<td>-0.03</td>
<td>-0.34</td>
<td>-0.93</td>
<td>-3.67</td>
</tr>
</tbody>
</table>
Table 2
Percentage of \((\text{MIE}_2 - \text{MIST}_2)\) accounted for by terms of various magnitudes

<table>
<thead>
<tr>
<th>molecule</th>
<th>(x \geq 0.05)</th>
<th>(0.05 &gt; x \geq 0.01)</th>
<th>(0.01 &gt; x \geq 0.00)</th>
</tr>
</thead>
<tbody>
<tr>
<td>butane</td>
<td>29.7</td>
<td>30.4</td>
<td>39.9</td>
</tr>
<tr>
<td>pentane</td>
<td>28.4</td>
<td>30.1</td>
<td>41.5</td>
</tr>
<tr>
<td>hexane</td>
<td>24.4</td>
<td>26.7</td>
<td>49.0</td>
</tr>
<tr>
<td>heptane</td>
<td>19.5</td>
<td>26.3</td>
<td>54.2</td>
</tr>
<tr>
<td>octane</td>
<td>17.5</td>
<td>23.8</td>
<td>58.7</td>
</tr>
</tbody>
</table>