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Convergence of type-symmetric and cut-balanced consensus seeking systems (extended version)

Julien M. Hendrickx and John N. Tsitsiklis

Abstract—We consider continuous-time consensus seeking systems whose time-dependent interactions are cut-balanced, in the following sense: a group of agents influences the remaining ones, the former group is also influenced by the remaining ones by at least a proportional amount. Models involving symmetric interconnections and models in which a weighted average of the agent values is conserved are special cases. We prove that such systems always converge. We give a sufficient condition on the evolving interaction topology for the limit values of two agents to be the same. Conversely, we show that if our condition is not satisfied, then these limits are generically different. These results allow treating systems where the agent interactions are a priori unknown, e.g., random or determined endogenously by the agent values. We also derive corresponding results for discrete-time systems.

I. INTRODUCTION

We consider continuous-time consensus seeking systems of the following kind: each of $n$ agents, indexed by $i = 1, \ldots, n$, maintains a value $x_i(t)$, which is a continuous function of time and evolves according to the integral equation version of

$$
\frac{d}{dt} x_i(t) = \sum_{j=1}^{n} a_{ij}(t) (x_j(t) - x_i(t)).
$$

This condition may seem hard to verify in general. But, several important particular classes of consensus seeking systems automatically satisfy it. These include symmetric systems ($a_{ij}(t) = a_{ji}(t)$), type-symmetric systems ($a_{ij}(t) \leq Ka_{ji}(t)$), and, as will be seen later, any system whose dynamics conserve a weighted average (with positive weights) of the agent values.

Under the cut-balance condition (2), and without any further assumptions, we prove that each value $x_i$ converges to a limit. Moreover, we show that $x_i$ and $x_j$ converge to the same limit if $i$ and $j$ belong to the same connected component of the “unbounded interactions graph,” i.e., the graph whose edges correspond to the pairs $(j, i)$ for which $\int_0^\infty a_{ij}(\tau) d\tau$ is unbounded. (As we will show, while this is a directed graph, each of its weakly connected components is also strongly connected.) Conversely, we prove that $x_i$ and $x_j$ generically converge to different limits if $i$ and $j$ belong to different connected components of that graph. (This latter result involves an additional technical assumption that $\int_0^T a_{ij}(\tau) d\tau < \infty$ for every $T < \infty$.)

Our method of proof is different from traditional convergence proofs for consensus seeking systems, which rely on either span-norm or quadratic norm contraction properties. It consists of showing that for every $m \leq n$, a particular linear combination of the values of the $m$ agents with the smallest values is nondecreasing and bounded, and that its total increase rate eventually becomes bounded below by a positive number if two agents with unbounded interactions were to converge to different limits. The idea of working with these linear combinations is inspired from and extends a technique used in [5] to analyze a particular average-preserving system. More specifically, [5] analyses in depth a model of opinion dynamics for which the order between the agents is preserved, where the coefficients switch between 0 and 1, are symmetric ($a_{ij} = a_{ji}$), and switch at most finitely often in any finite interval. Convergence is obtained by proving that the average value of the $m$ first agents is nondecreasing and bounded, for any $m$.

Motivation for our model comes from the fact that there are many systems in which an agent cannot influence the others without being subjected to at least a fraction of the reverse influence. This is, for example, a common assumption in numerous models of social interactions and opinion dynamics [8], [22], or physical systems.

A. Background

Systems of the form (1) have attracted considerable attention [19], [27], [29], [50], [37] (see also [28], [31] for surveys), with motivation coming from decentralized coordination, data...
Available results impose some connectivity conditions on the evolution of the coefficients $a_{ij}(t)$, and usually guarantee exponentially fast convergence of each agent’s value to a common limit (“consensus”). For example, Olfati-Saber and Murray [29] consider the system

$$\frac{dx_i(t)}{dt} = \sum_{j=(j,i) \in E(t)} (x_j(t) - x_i(t))$$

with a time-varying directed graph $G(t) = (\{1, \ldots, n\}, E(t))$; this is a special case of the model [1], with $a_{ij}(t)$ equal to one if $(j,i) \in E(t)$, and equal to zero otherwise. They show that if the out-degree of every node is equal to its in-degree at all times, and if each graph $G$ is strongly connected, then the system is average-preserving and each $x_i(t)$ converges exponentially fast to $\frac{1}{n} \sum_j x_j(0)$. They also obtain similar results for systems with arbitrary but fixed coefficients $a_{ij}$. Moreau [28] establishes exponential convergence to consensus under weaker conditions: he only assumes that the $a_{ij}(t)$ are uniformly bounded, and that there exist $T > 0$ and $\delta > 0$ such that the directed graph obtained by connecting $i$ to $j$ whenever $\int_0^{t+\tau} a_{ij}(\tau)\,d\tau > \delta$ has a rooted spanning tree, for every $t$. Several extensions of such results, involving for example time delays or imperfect communications, are also available.

All of the above described results involve conditions that are easy to describe but difficult to ensure a priori, especially when the agent interactions are endogenously determined. This motivates the current work, which aims at an understanding of the convergence properties of the dynamical system [1] under minimal conditions. In the complete absence of any conditions, and especially in the absence of symmetry, it is well known that consensus seeking systems can fail to converge; see e.g., Ch. 6 of [2]. On the other hand, it is also known that more predictable behavior and positive results are possible in the following two cases: (i) symmetric (suitably defined) interactions, or (ii) average-preserving systems (e.g., in discrete-time models that involve doubly stochastic matrices).

### B. Our contribution

Our cut-balance condition subsumes the two cases discussed above, and allows us to obtain strong convergence results. Indeed, we prove convergence (not necessarily to consensus) without any additional condition, and then provide sufficient and (generically) necessary conditions for the limit values of any two agents to agree. In contrast, existing results show convergence to consensus under some fairly strict assumptions about persistent global connectivity, but offer no insight on the possible behavior when convergence to consensus fails to hold.

The fact that our convergence result requires no assumptions other than the cut-balance condition is significant because it allows us to study systems for which the evolution of $a_{ij}(t)$ is a priori unknown, possibly random or dependent on the vector $x(t)$ itself. In the latter type of models, with endogenously determined agent interconnections, it is essentially impossible to check a priori the connectivity conditions imposed in existing results, and such results are therefore inapplicable. In contrast, our results apply as long as the cut-balance condition is satisfied. The advantage of this condition is that it can be often guaranteed a priori, e.g., if the system is naturally type-symmetric.

### C. Outline

The remainder of the paper is organized as follows. We state and prove our main results in Section III and expose several particular classes of cut-balanced dynamics in Section IV. We demonstrate the application of our results to systems with randomly determined interactions in Section V, and to systems with endogenously determined interactions in Section VII. We show an analogous result for discrete-time systems in Section VI. We end with some concluding remarks and the discussion of an open problem on the generalization of our results to systems involving a continuum of agents in Section VIII. The Appendix contains the proof of a technical result needed in Section II.

## II. Main Convergence Result and Proof

We now state formally our main theorem, based on an integral formulation of the agent dynamics. The integral formulation avoids issues related to the existence of derivatives, while allowing for discontinuous coefficients $a_{ij}(t)$ and possible Zeno behaviors (i.e., a countable number of discontinuities in a finite time interval).

Without loss of generality, we assume that $a_{ii}(t) = 0$ for all $t$. We define a directed graph, $G = (\{1, \ldots, n\}, E)$, called the unbounded interactions graph, by letting $(j,i) \in E$ if $\int_0^\infty a_{ij}(t)\,dt = \infty$.

**Lemma 1.** Suppose that Assumption [7] (cut-balance) holds. Every weakly connected component of the unbounded interaction graph $G$ is strongly connected. Equivalently, if there is a directed path from $i$ to $j$, then there is also a directed path from $j$ to $i$.

**Proof:** Consider a weakly connected component $W$ of the graph $G$. We assume, in order to derive a contradiction, that $W$ is not strongly connected. Consider the decomposition of $W$ into strongly connected components. More precisely, we partition the nodes in $W$ into two or more subsets $C_1, C_2, \ldots$, so that each $C_k$ is strongly connected and so that any edge in $W$ that leaves a strongly connected component leads to a component with a larger label: if $i \in C_k$, $(i,j) \in E$, and

\[ a_{ij}(t) = \frac{1}{n} \sum_{j=(j,i) \in E(t)} (x_j(t) - x_i(t)) \]
order. Thus, for any \( t \in (t_k, t_{k+1}) \), and \( i > j \), we have \( x_i(t) \geq x_j(t) \). Also, \( y_i(t) = x_i(t) \), and thus \( S_m(t) = \sum_{i=1}^{m} K^{-i} x_i(t) \).

It follows from (1) that, for \( t \in (t_k, t_{k+1}) \),

\[
\frac{d}{dt} S_m(t) = \sum_{i=1}^{m} K^{-i} \frac{d}{dt} x_i(t) \\
= \sum_{i=1}^{m} K^{-i} \left( \sum_{j=1}^{n} a_{ij}(t) (x_j(t) - x_i(t)) \right).
\]

This can be rewritten as

\[
\frac{d}{dt} S_m(t) = \sum_{i=1}^{m} \sum_{j=1}^{m} K^{-i} a_{ij}(t) (x_j(t) - x_i(t)) \\
+ \sum_{i=1}^{m} \sum_{j=m+1}^{n} K^{-i} a_{ij}(t) (x_j(t) - x_i(t)).
\]

The second term on the right-hand side is always nonnegative, because the coefficients \( a_{ij}(t) \) are nonnegative and because we have \( x_i(t) - x_j(t) \geq 0 \) when \( j > m \geq i \). By rearranging the first term, we obtain

\[
\frac{d}{dt} S_m(t) \geq \sum_{i=1}^{m} \sum_{j=i}^{m} \left( K^{-i} a_{ij}(t) - K^{-j} a_{ji}(t) \right) (x_j(t) - x_i(t)).
\]

Recall the assumption \( a_{ij}(t) \geq K^{-1} a_{ji}(t) \) for any \( i, j \). It implies that

\[
K^{-i} a_{ij}(t) - K^{-j} a_{ji}(t) \geq a_{ji}(t) (K^{-(i+1)} - K^{-j}).
\]

When \( j > i \), as in (4), this quantity is nonnegative, and so is \( x_j(t) - x_i(t) \). It then follows from (4) that \( \frac{d}{dt} S_m(t) \geq 0 \) for all \( t \in (t_k, t_{k+1}) \).

Since our argument is valid for any interval \((t_k, t_{k+1})\), and since the sequence \( t_0, t_1, \ldots, t_k \) diverges, this implies that \( S_m(t) \) is nondecreasing. Observe now that \( x_i(t) \leq \max_j x_j(t) \), for all \( i \) and \( t \geq 0 \), because equation (3) and the non-negativity of the \( a_{ij} \) imply that \( \max_i x_i(t) \) is nonincreasing. Thus, \( S_m(t) \) is bounded above, and therefore convergent, for any \( m \). As a result, all \( y_i(t) \) converge, i.e., the smallest entry of \( x_i(t) \) converges, the second smallest converges, etc. A continuity argument can then be used to show the convergence of each \( x_i(t) \).

The proof for the general case relies on the following lemma on the rate of change of the weighted sums \( S_m(t) \), when the coefficients \( a_{ij} \) satisfy the cut-balance assumption. We say that a vector \( y \in \mathbb{R}^n \) is sorted if \( y_1 \leq y_2 \leq \cdots \leq y_n \).

**Lemma 2.** For \( i, j = 1, \ldots, n \), \( i \neq j \), let \( b_{ij} \) be nonnegative coefficients that satisfy the cut-balance condition

\[
K^{-1} \sum_{i \in S} \sum_{j \notin S} b_{ij} \leq \sum_{i \in S} \sum_{j \notin S} b_{ij} \leq K \sum_{i \in S} \sum_{j \in S} b_{ij},
\]

for some \( K \geq 1 \), and for every nonempty proper subset \( S \) of \( \{1, \ldots, n\} \). Then,

\[
\sum_{i=1}^{m} K^{-i} \left( \sum_{j=1}^{n} b_{ij}(y_j - y_i) \right) \geq 0
\]

for every sorted vector \( y \in \mathbb{R}^n \), and every \( m \leq n \).
Proof: We prove the stronger result that
\[ \sum_{i=1}^{\infty} w_i \left( \sum_{j=1}^{n} b_{ij} (y_j(y_j - y_i)) \right) \geq 0 \] for any nonnegative weights \( w_i \) such that \( w_i \geq K w_{i+1} \) for \( i = 1, \ldots, n - 1 \). Observe that the expression above can be rewritten as
\[ \sum_{i=1}^{n} y_i \left( \sum_{j=1}^{n} w_j b_{ji} - \sum_{j=1}^{n} w_j b_{ij} \right) = \sum_{i=1}^{n} y_i q_i, \]
where the last equality serves as the definition of \( q_i \). We observe that
\[ \sum_{i=1}^{n} y_i q_i = y_1 \sum_{i=1}^{n} q_i + \sum_{k=1}^{n-1} \left( (y_{k+1} - y_k) \sum_{i=1}^{n} q_i \right). \]
It follows that the desired inequality \( \sum_{i=1}^{n} y_i q_i \geq 0 \) holds for every sorted vector \( y \) if and only if (i) \( \sum_{i=1}^{n} q_i = 0 \), and (ii) \( \sum_{i=1}^{n} q_i \geq 0 \), for \( k = 1, \ldots, n - 1 \). We have
\[ \sum_{i=1}^{n} q_i = \sum_{i=1}^{n} \left( \sum_{j=1}^{n} w_j b_{ji} - \sum_{j=1}^{n} w_j b_{ij} \right) \]
\[ = \sum_{i=1}^{n} \sum_{j=1}^{n} w_j b_{ji} - \sum_{i=1}^{n} \sum_{j=1}^{n} w_j b_{ij} \]
\[ = 0, \]
which establishes property (i). To establish property (ii), we observe that
\[ \sum_{i=k+1}^{n} \left( \sum_{j=1}^{n} w_j b_{ji} - \sum_{j=1}^{n} w_j b_{ij} \right) \]
\[ = \sum_{i=k+1}^{n} \sum_{j=1}^{n} w_j b_{ji} + \sum_{i=k+1}^{n} \sum_{j=1}^{n} w_j b_{ij} \]
\[ - \sum_{i=k+1}^{n} \sum_{j=1}^{n} w_j b_{ij} ... \]
\[ = 0, \]
which implies that \( \sum_{i=k+1}^{n} q_i = 0 \) for all \( k = 1, \ldots, n - 1 \).

The second and the fourth terms cancel each other. We use the inequality \( w_j \geq w_k \) for \( j \leq k \) in the first term, and the inequality \( w_i \leq w_{k+1} \) for \( i \geq k + 1 \) in the third term, to obtain
\[ \sum_{i=k+1}^{n} q_i = \sum_{i=k+1}^{n} \left( \sum_{j=1}^{n} w_j b_{ji} - \sum_{j=1}^{n} w_j b_{ij} \right) \]
\[ \geq w_k \sum_{i=k+1}^{n} \sum_{j=1}^{k} b_{ji} - \sum_{i=k+1}^{n} \sum_{j=1}^{k} b_{ij}. \]
Using the property \( w_k \geq K w_{k+1} \), and the cut-balance assumption, we conclude that the right-hand side in the above inequality is nonnegative, which completes the proof of property (ii). We now let \( w_i = K^{-i} \), for \( i = 1, \ldots, m \), and \( w_i = 0 \) for \( i > m \), to obtain the desired result.

We now prove Theorem 1.

Proof (of Theorem 1): For every \( t \), we define a permutation \( p(t) \) of the indices \( \{1, \ldots, n\} \) which sorts the components of the vector \( x(t) \). (More precisely, it sorts the pairs \((x_i(t), i)\) in lexicographic order.) In particular, \( p_i(t) \) is the index of the \( i \)th smallest component of \( x(t) \), with ties broken according to the original indices of the components of \( x(t) \). Formally, if \( i < j \), then either \( x_{p_i(t)}(t) < x_{p_j(t)}(t) \) or \( x_{p_i(t)}(t) = x_{p_j(t)}(t) \) and \( p_i(t) < p_j(t) \). For every \( i \), we then let \( y_i(t) = x_{p_i(t)}(t) \). The vector \( y(t) \) is thus sorted, so that \( y_i(t) \leq y_j(t) \) for \( i < j \). Let also \( b_{ij}(t) = a_{p_i(t)p_j(t)}(t) \). (This coefficient captures an interaction between the \( i \)th smallest and the \( j \)th smallest component of \( x(t) \).) Proposition 2 proved in the Appendix, states that \( y(t) \) satisfies an equation of the same form as (3):
\[ y_i(t) = y_i(0) + \int_{0}^{t} \sum_{j=1}^{n} b_{ij}(\tau) (y_j(\tau) - y_i(\tau)) \, d\tau, \]
for \( i = 1, \ldots, n \). The definition of the functions \( b_{ij} \) implies that they also satisfy the cut-balance condition (2). We now define \( S_m(t) \) to be a weighted sum of the values of the first \( m \) (sorted) agents:
\[ S_m(t) = \sum_{i=1}^{m} K^{-i} y_i(t) \]
\[ = S_m(0) + \int_{0}^{t} \sum_{i=1}^{m} K^{-i} b_{ij}(\tau) (y_j(\tau) - y_i(\tau)) \, d\tau. \]
It follows from Lemma 2 that the integrand is always nonnegative, so that \( S_m(t) \) is nondecreasing. Moreover, since all \( b_{ij}(t) \) are nonnegative, Eq. 5 can be used to show that \( y_i(0) \leq y_i(t) \leq y_m(0) \), for all \( i \) and \( t \). In particular, each \( S_m(t) \) is bounded above and therefore converges. This implies, using induction on \( i \), that every \( y_i(t) \) converges to a limit \( y_i^* = \lim_{t \to \infty} y_i(t) \in [y_1(0), y_m(0)] = [\min x_i(0), \max x_i(0)] \). Using the continuity of \( x \) and the definition of \( y_i^* \), it is then an easy exercise to show that each \( x_i(t) \) must also converge to one of the values \( y_i^* \). This concludes the proof of part (a) of the theorem.

We now prove part (b). For every \( m = 1, \ldots, n \), since \( S_m(t) \) converges to some \( S_m^* \), we have
\[ \int_{0}^{\infty} \sum_{i=1}^{m} K^{-i} \sum_{j=1}^{n} b_{ij}(t) (y_j(t) - y_i(t)) \, dt = S_m^* - S_m(0) < \infty. \]
The integrand in this expression can be rewritten as
\[ \sum_{i=1}^{m} K^{-i} \left( \sum_{j=1}^{m} b_{ij}(t) (y_j(t) - y_i(t)) \right) + \sum_{j=m+1}^{n} b_{ij}(t) (y_m(t) - y_i(t)) \]
\[ + \sum_{i=1}^{m} K^{-i} b_{ij}(t) (y_j(t) - y_m(t)) \]
It follows from Lemma 2 applied to the coefficients \( b_{ij} \) and the sorted vector \((y_1(t), y_2(t), \ldots, y_m(t), y_m(t), \ldots, y_m(t)) \) that the first term in the sum above is nonnegative, and thus that
\[ \sum_{i=1}^{m} K^{-i} \sum_{j=m+1}^{n} b_{ij}(t) (y_j(t) - y_m(t)) \]
\[ \leq \sum_{i=1}^{m} K^{-i} \sum_{j=1}^{n} b_{ij}(t) (y_j(t) - y_i(t)). \]
Equation (4) then implies that
\[
\int_0^\infty \sum_{i=1}^m \sum_{j=m+1}^n K^{-i} b_{ij}(t) (y_j(t) - y_m(t)) \, dt < \infty.
\]
Since \(K^{-i} b_{ij}(t) \geq 0\) and \(y_j(t) \geq y_m(t)\) for \(j > m\), every term of the sum in the integrand above is nonnegative, for every \(t\). Then, the boundedness of the integral implies the boundedness of every \(\int_0^\infty b_{ij}(t) (y_j(t) - y_m(t)) \, dt = \int_0^\infty b_{ij}(t) y_j(t) - y_m(t) \, dt\) when \(m < j\). A symmetrical argument shows that \(\int_0^\infty b_{ij}(t) |y_j(t) - y_m(t)| \, dt\) is also bounded when \(j < m\), so that
\[
\int_0^\infty \sum_{i=1}^n \sum_{j=1}^n b_{ij}(t) |y_j(t) - y_i(t)| \, dt < \infty. \tag{8}
\]
Because of the definitions \(y_i(\tau) = x_{p(i)}(\tau)\) and \(b_{ij}(\tau) = a_{p(i)p(j)}(\tau)\), and the fact that \(p(t)\) is a permutation, the equality
\[
\sum_{i=1}^n \sum_{j=1}^n a_{ij}(t) |x_j(t) - x_i(t)| = \sum_{i=1}^n \sum_{j=1}^n b_{ij}(t) |y_j(t) - y_i(t)|
\]
holds for all \(t\), which together with the nonnegativity of all \(a_{ij}(t)|x_j(t) - x_i(t)|\) and \(b_{ij}(t)|y_j(t) - y_i(t)|\) implies that \(\int_0^\infty a_{ij}(t) |x_j(t) - x_i(t)| \, dt < \infty\) for all \(i, j\).

Suppose now that the edge \((j, i)\) is in the graph \(G\), i.e., that \(\int_0^\infty a_{ij}(t) \, dt < \infty\) for all \(t\) and the fact that \(\int_0^\infty a_{ij}(t) |x_j(t) - x_i(t)| \, dt < \infty\) imply that the value to which \(|x_i(t) - x_j(t)|\) converges must be 0, and thus that \(x^*_i = x^*_j\). If \(i\) and \(j\) are not directly connected, i.e., \((j, i)\) is not an edge in \(G\), but belong to the same connected component of \(G\), the equality \(x^*_i = x^*_j\) follows by using transitivity along a path from \(i\) to \(j\).

It remains to prove part (c). Consider a partition of the agents in two groups, \(V_1\) and \(V_2\), that are disconnected in \(G\), i.e., \(\lim_{t \to \infty} \int_0^t a_{ij}(\tau) \, d\tau < \infty\) for all \(i \in V_1\) and \(j \in V_2\), and also for all \(i \in V_2\) and \(j \in V_1\). Thus, there exists some \(t_{1/4}\) such that \(\int_{t_{1/4}} a_{ij}(\tau) \, d\tau < \frac{1}{4}\). We will first show that there exists a full-dimensional set of initial vectors \(x(0)\) for which \(\lim_{t \to \infty} x_i(t) \neq \lim_{t \to \infty} x_i(t)\), when \(i \in V_1\) and \(j \in V_2\).

Since \(\int_0^t a_{ij}(\tau) \, d\tau < \infty\), it can be proved that the system in Eq. (3) admits a unique solution and that the state transition (or fundamental) matrix, which maps the initial conditions \(x(0)\) to \(x(t)\), has full rank for any finite \(t\); see [32], for example. (specifically, Theorem S4, Proposition C3.8, appendix C3, and appendix C4). In particular, we can choose \(x(0)\) such that \(x_i(t_{1/4}) = 0\) if \(i \in V_2\), and \(x_i(t_{1/4}) = 1\) if \(i \in V_1\). Let \(m\) be the number of agents in \(V_1\), and let \(y\) be the sorted version of \(x\) as above. Then, holds \(y_1(t_{1/4}) = \cdots = y_m(t_{1/4}) = 0\) and \(y_{m+1}(t_{1/4}) = \cdots = y_n(t_{1/4}) = 1\).

Consider now a \(t^* \geq t_{1/4}\) such that \(y_m(t) < y_{m+1}(t)\) holds for all \(t \in [t_{1/4}, t^*]\). The continuity of \(x\) and the definition of \(y\) implies that for all \(t \in [t_{1/4}, t^*]\), we have \(x_i(t) \leq y_m(t)\) for every \(i \in V_1\), and \(x_i(t) \geq y_{m+1}(t)\) for every \(j \in V_2\). In the same time interval, the permutation \(p(t)\) that maps the indices of \(x(t)\) to the corresponding indices of \(y(t)\) takes thus values smaller than or equal to \(m\) for indices \(i \in V_1\) and larger than \(m\) for indices \(j \in V_2\). As a result, \(\sum_{i 

\int_{t_{1/4}}^t \sum_{i=1}^m \sum_{j=m+1}^n (b_{ij}(\tau) + b_{ji}(\tau)) \, d\tau = \int_{t_{1/4}}^t \sum_{i \in V_1, j \in V_2} (a_{ij}(\tau) + a_{ji}(\tau)) \, d\tau < \frac{1}{4}. \tag{9}
\]

We now fix an arbitrary \(t \in [t_{1/4}, t^*]\), and show that \(y_m(t)\) and \(y_{m+1}(t)\) remain separated by at least 1/2. Using Eq. (5) and \(y_m(t_{1/4}) = 0\), we see that
\[
y_m(t) = \int_{t_{1/4}}^t \sum_{j=1}^n b_{mj}(\tau) (y_j(t) - y_m(\tau)) \, d\tau + \int_{t_{1/4}}^t \sum_{j=m+1}^n b_{mj}(\tau) (y_j(t) - y_m(\tau)) \, d\tau. \tag{10}
\]
The first term is non-positive by the definition of \(y\). Consider now the second term. Since \(y_m(t_{1/4}) \in [0, 1]\) for all \(i\), we obtain \(y_m(t) < \frac{1}{2}\) for all \(t \geq t_{1/4}\), so that \(y_m(t) - y_m(t) \leq 1\) for every \(j\). Equations (10) and (9) then imply that
\[
y_m(t) \leq \int_{t_{1/4}}^t \sum_{j=m+1}^n b_{mj}(\tau) \, d\tau < \frac{1}{4},
\]
for every \(t \in [t_{1/4}, t^*]\). A similar argument shows that \(y_{m+1}(t) > 3/4\) for all \(i \in [t_{1/4}, t^*]\). Recalling the definition of \(t^*\), we have essentially proved that, after time \(t_{1/4}\) and as long as \(y_m(t) < y_{m+1}(t)\), we must have \(y_{m+1}(t) - y_m(t) > 1/2\). Because \(y(t)\) is continuous, it follows easily that the inequality \(y_{m+1}(t) - y_m(t) > 1/2\) must hold for all times. Since we have seen that, for \(t \in [t_{1/4}, t^*]\), there holds \(x_1(t) > 3/4\) for all \(j \in V_2\) and \(x_1(t) < 1/4\) for all \(i \in V_1\), this implies that \(x_1^* = \lim_{t \to \infty} x_1(t) \leq 1/4\) for \(i \in V_1\) and \(x_1^* = \lim_{t \to \infty} x_1(t) \geq 3/4\) for \(j \in V_2\).

Note that the function that maps the initial condition \(x(0)\) to \(x^* = \lim_{t \to \infty} x(t)\) is linear; let \(L\) be the matrix that represents this linear mapping. We use \(e_i\) to denote the \(i\)th unit vector in \(\mathbb{R}^n\). We have shown above that if \(i\) and \(j\) belong to different connected components of \(G\), there exists at least one \(x(0)\) for which \(x_i^* - x_j^* = (e_i - e_j)^T L x(0) \neq 0\). Therefore, \((e_i - e_j)^T L \neq 0\). In particular, the set of initial conditions \(x(0)\) for which \((e_i - e_j)^T L x(0) = 0\) is contained in an \(n - 1\) dimensional subspace of \(\mathbb{R}^n\), which establishes part (c) of the theorem.

We note that Theorem 1 has an analog for the case where each agent’s value \(x_i(t)\) is actually a multi-dimensional vector, obtained by applying Theorem 1 separately to each component.

The key assumption in Theorem 1 which allows us to prove the convergence of the \(x_i\), is that the aggregate influence of a group of agents on the others remains within a constant factor of the reverse aggregate influence. As we will see in Section III (Proposition 1), the cut-balance assumption is a
generalization (weaker version) of a more local type-symmetry condition. The latter condition requires that \( a_{ij}(t) \) be positive if and only if \( a_{ji}(t) \) is positive, and that the ratio of these two quantities be bounded by \( K \). (A system satisfying the type-symmetry condition with \( K \) automatically satisfies the cut-balance condition with the same \( K \).) The requirement that the ratio be bounded is essential. To demonstrate this, we present an example where \( a_{ij}(t) > 0 \) whenever \( a_{ji}(t) > 0 \), but for which convergence fails to hold.

**Example 1.** Let \( n = 3 \) and consider the trajectories

\[
\begin{align*}
x_1(t) &= 3 + e^{-t}, & x_2(t) &= \sin(t), & x_3(t) &= -3 - e^{-t}.
\end{align*}
\]

These trajectories are a solution to (11), for the case where

\[
\begin{align*}
a_{12}(t) &= \frac{1}{e^t(3 - \sin(t)) + 1}, & a_{32}(t) &= \frac{1}{e^t(3 + \sin(t)) + 1}, \\
a_{21}(t) &= \frac{1}{2} \cdot \frac{\sin(t) + \cos(t)}{6 + 2e^{-t}}, & a_{23}(t) &= \frac{1}{2} \cdot \frac{\sin(t) + \cos(t)}{6 + 2e^{-t}},
\end{align*}
\]

and \( a_{13}(t) = a_{31}(t) = 0 \). Note that the trajectory \( x_2(t) \), in particular, does not converge. This system satisfies a weak form of type-symmetry: an agent cannot influence another without being itself influenced in return, but the ratio between these two influences can grow unbounded.

One might speculate that the failure to converge in Example 1 is due to the exponential growth of some of the ratios \( a_{ij}(t)/a_{ji}(t) \), and that convergence might still be guaranteed if these ratios were bounded by a slowly growing function of time. However, this is not the case either: an example with fast-growing ratios is equivalent to one with slow-growing ratios, once we rescale the time axis.

More concretely, let \( g(t) \) be a nonnegative increasing function that grows slowly to infinity, and let \( z(t) = x(g(t)) \), where \( x(\cdot) \) is as in the preceding example. Then, \( z(t) \) satisfies (11) with new coefficients \( \pi_{ij}(t) = \hat{g}(t)a_{ij}(g(t)) \). The ratio \( \pi_{ij}(t)/\pi_{ji}(t) \) is a slowed down version of the ratio \( a_{ij}(t)/a_{ji}(t) \), and is therefore slowly growing. On the other hand, since \( x(t) \) does not converge, \( z(t) \) does not converge either.

### III. PARTICULAR CASES OF CUT-BALANCED DYNAMICS

The cut-balance condition is a rather weak assumption, but may be hard to check. The next proposition provides five special cases of cut-balanced systems that often arise naturally. It should however be understood that the class of cut-balanced systems is not restricted to these five particular cases.

**Proposition 1.** A collection of nonnegative coefficients \( a_{ij}(\cdot) \) that satisfies any of the following five conditions also satisfies the cut-balance condition (Assumption 7).

- (a) Symmetry: \( a_{ij}(t) = a_{ji}(t) \), for all \( i, j, t \).
- (b) Type-symmetry: There exists \( K \geq 1 \) such that

\[
K^{-1}a_{ji}(t) \leq a_{ij}(t) \leq Ka_{ji}(t), \quad \text{for all } i, j, t.
\]

- (c) Average-preserving dynamics: \( \sum_j a_{ij}(t) = \sum_j a_{ji}(t) \), for all \( i, t \).

- (d) Weighted average-preserving dynamics: There exist \( \mu_i > 0 \) such that

\[
\sum_j w_i a_{ij}(t) = \sum_j w_j a_{ji}(t), \quad \text{for all } i, t.
\]

- (e) Bounded coefficients and set-symmetry: There exist \( M \) and \( \alpha \) with \( M \geq \alpha > 0 \) such that for all \( i, j, t \) either \( a_{ij}(t) = 0 \) or \( a_{ij}(t) \in [\alpha, M] \); and, for any subset \( S \) of \( \{1, \ldots, n\} \), there exist \( i \in S \) and \( j \not\in S \) with \( a_{ij}(t) > 0 \) if and only if there exist \( i' \in S \) and \( j' \not\in S \) with \( a_{j'i'}(t) > 0 \).

**Proof:** Condition (a) implies condition (b), with \( K = 1 \).

If condition (b) holds, then by summing over all \( i \) in some set of nodes \( S \) and all \( j \not\in S \), we obtain the cut-balance condition. Condition (c) implies condition (d), with \( w_i = 1 \). Suppose that condition (d) holds. Then,

\[
\sum_{i \in S, j \not\in S} w_j a_{ji}(t) = \sum_{i \in S, j \not\in S} w_j a_{ij}(t) = \sum_{i \in S, j \not\in S} w_i a_{ij}(t).
\]

It follows that \( \sum_{i \in S, j \not\in S} w_j a_{ji}(t) = \sum_{i \in S, j \not\in S} w_i a_{ij}(t) \), and thus that

\[
\sum_{i \in S, j \not\in S} a_{ji}(t) \geq \min_i w_i \max_i a_{ij}(t).
\]

A reverse inequality follows from a symmetrical argument. Therefore, the cut-balance condition holds with \( K = \max_i w_i / \min_i w_i \), which is well defined and no less than 1 because \( w_i > 0 \) for all \( i \).

Finally, suppose that the condition (e) is satisfied, and consider a set \( S \) and a time \( t \). If \( a_{ij}(t) = 0 \) for all \( i \in S \) and \( j \not\in S \), then (e) implies that \( a_{ji}(t) = 0 \) for all \( i \in S \) and \( j \not\in S \) so that

\[
\sum_{i \in S, j \not\in S} a_{ij}(t) = 0 = \sum_{i \in S, j \not\in S} a_{ji}(t),
\]

and the cut-balance condition is trivially satisfied for that set \( S \) and any \( K \). If on the other hand there exists \( i \in S, j \not\in S \) for which \( a_{ij}(t) > 0 \), then (e) implies the existence of \( i' \in S, j' \not\in S \) such that \( a_{j'i'}(t) > 0 \), and \( a_{j'i'}(t) \in [\alpha, M] \). Let \( |S| \) be the cardinality of \( S \). Then,

\[
|S| (n - |S|) M \geq \sum_{i \in S, j \not\in S} a_{ij}(t) \geq \alpha,
\]

and

\[
|S| (n - |S|) M \geq \sum_{i \in S, j \not\in S} a_{ji}(t) \geq \alpha,
\]

so that the cut balance condition holds with \( K = \max S 1/|S| (n - |S|) M \leq n^2 M / 4n^2 \).

Note that condition (d) remains sufficient for cut-balance if the weights \( w_i \) change with time, provided that the ratio \( (\max_i w_i(t))/\min_i w_i(t) \) remains uniformly bounded (the same proof applies). We also note that the connectivity condition in (e) is equivalent to requiring every weakly connected component to be strongly connected in the graph obtained by connecting \( (j, i) \) if \( a_{ij}(t) > 0 \), for every \( t \).

### IV. APPLICATION TO SYSTEMS WITH RANDOM INTERACTIONS

We give a brief discussion of systems with random interactions. Consensus seeking systems where interactions are determined by a random process have been the object of several
recent studies. For example, Matei et al. [24] consider the case where the matrix of coefficients \( a_{ij}(t) \) follows a (finite-state) irreducible Markov process, and is always average-preserving. They prove that the system converges almost surely to consensus for all initial conditions if and only if the union of the graphs corresponding to each of the states of the Markov chain is strongly connected. This result is extended to continuous-time systems in [23]. In [43], Tahbaz-Salehi and Jadbabaie consider discrete-time consensus-seeking systems where the interconnection is generated by an ergodic and stationary random process, without assuming that the average is preserved. They prove that the system converges almost surely to consensus if and only if an associated average graph contains a directed spanning tree.

It turns out that convergence for the case of random interactions is a simple consequence of deterministic convergence results: Theorem 1 can be directly applied to systems where the coefficients \( a_{ij}(\cdot) \) are modeled as a random process whose sample path satisfies the cut-balance condition with probability 1 (possibly with a different constant \( K \) for different sample paths, and even in the absence of global upper bound on \( K \)). Indeed, if this is the case, Theorem 1 implies that each \( x_i(t) \) converges, with probability 1. Furthermore, if \( P(\int_0^\infty a_{ij}(t)dt = \infty) = 1 \), then \( x_i^* = x_j^* \), with probability 1.

V. APPLICATION TO SYSTEMS WITH ENDOGENOUS CONNECTIVITY

Theorem 1 dealt with the case where the coefficients \( a_{ij}(t) \) are given functions of time; in particular, \( x(t) \) was generated by a linear, albeit time-varying, differential or integral equation. We now show that Theorem 1 also applies to nonlinear systems where the coefficients (and the interaction topology) are endogenously determined by the vector \( x(t) \) of agent values. This is possible because Theorem 1 allows for arbitrary variations of the coefficients \( a_{ij}(t) \), thus encompassing the endogenous case.

**Corollary 1.** For every \( i \) and \( j \), we are given a nonnegative measurable function \( a_{ij} : \mathbb{R}^+ \times \mathbb{R}^n \to \mathbb{R}^+ \). Let \( x : \mathbb{R}^+ \to \mathbb{R}^n \) be a measurable function that satisfies the system of integral equations

\[
x_i(t) = x_i(0) + \int_0^t \sum_j a_{ij}(\tau, x(\tau))(x_j(\tau) - x_i(\tau))d\tau,
\]

for \( i = 1, \ldots, n \). Suppose that there exists \( K \geq 1 \) such that for all \( x \), and \( t \), and any nonempty proper subset \( S \) of \( \{1, \ldots, n\} \), we have

\[
K^{-1} \sum_{i \in S, j \notin S} a_{ji}(t, x) \leq \sum_{i \in S, j \notin S} a_{ij}(t, x) \leq K \sum_{i \in S, j \notin S} a_{ji}(t, x).
\]

(a) The limit \( x_i^* = \lim_{t \to \infty} x_i(t) \) exists, and \( x_i^* \in [\min_{j \in S} x_j(0), \max_{j \in S} x_j(0)] \).

(b) If \( i \) and \( j \) belong to the same connected component of \( G \), then \( x_i^* = x_j^* \), where the unbounded interactions graph \( G \) is defined for each trajectory by letting \( (j, i) \in E \) if \( \int_0^\infty a_{ij}(t, x(t))dt = \infty \).

**Proof:** Let us fix a solution \( x \) to Eq. (12). For this particular function \( x \), and for every \( i, j \), we define a (necessarily measurable) function \( \hat{a}_{ij} : \mathbb{R}^+ \to \mathbb{R}^+ \) by letting \( \hat{a}_{ij}(t) = a_{ij}(t, x(t)) \). By the assumptions of the corollary, the functions \( \hat{a}_{ij} \) satisfy the cut-balance condition (Assumption 1). Furthermore, \( x \) is also a solution to the system of (linear) integral equations

\[
x_i(t) = x_i(0) + \int_0^t \hat{a}_{ij}(\tau)(x_j(\tau) - x_i(\tau))d\tau,
\]

for \( i = 1, \ldots, n \). The result follows by applying Theorem 1 to the latter system.

Note that the nonlinear system of integral equations (12) considered in Corollary 1 may have zero, one, or multiple solutions. Our result does not have any implication on the problem of existence or uniqueness of a solution, but applies to every solution, if one exists. Naturally, Corollary 1 also holds if the coefficients \( a_{ij}(x, t) \) satisfy stronger conditions such as type-symmetry or the condition \( \sum_j w_j a_{ij}(t, x) = \sum_j w_j a_{ji}(t, x) \) for some positive coefficients \( w_j \), as in Proposition 1.

We note that part (c) of Theorem 1 does not extend to the nonlinear case where the coefficients \( a_{ij} \) also depend on \( x \). Indeed, the proof of Corollary 1 applies Theorem 1 to an auxiliary linear system, and the choice of this linear system is based on the actual solution \( x(t) \). Part (c) of Theorem 1 does apply to this particular linear system, and implies that \( x_i^* \) is indeed different from \( x_j^* \) whenever \( i \) and \( j \) belong to different connected components of the associated graph \( G \), unless \( x(0) \) belongs to a lower-dimensional exceptional set. However, this exceptional set is associated with the particular linear system, which is in turn determined by \( x(0) \); different \( x(0) \) can be associated with different exceptional sets \( D(x(0)) \). So, it is in principle possible that every \( x(0) \) in a full-dimensional set falls in the exceptional set \( D(x(0)) \). This is not just a theoretical possibility, as illustrated by the four-dimensional example that follows.

**Example 2.** Let \( n = 4 \). Consider a sorted initial vector, so that \( x_1(0) \leq x_2(0) \leq x_3(0) \leq x_4(0) \). Suppose that the coefficients \( a_{ij} \) have no explicit dependence on time, but are functions of \( x \), with \( a_{13}(x) = a_{31}(x) = 1 \) and \( a_{24}(x) = a_{42}(x) = 1 \) as long \( x_1 < x_2 < x_3 < x_4 \). Otherwise, \( a_{13}(x) = a_{31}(x) = a_{24}(x) = a_{42}(x) = 0 \). All other coefficients are 0. These coefficients are symmetric, and thus cut-balanced. The corresponding system has a solution of the following form: \( x_1(t), x_2(t) \) keep increasing and \( x_3(t), x_4(t) \) keep decreasing, until some time \( t^* \) at which agents 2 and 3 hold the same value; after that time, all values remain constant. Thus, there is a 4-dimensional set of initial conditions for which the resulting limits satisfy \( x_2^* = x_3^* \). Note that

\[
\int_0^\infty a_{ij}(t)dt = \int_0^{t^*} a_{ij}(t)dt < \infty \quad \text{for all } i, j,
\]

and the unbounded interactions graph \( G \) has no edges. Yet, despite the fact that nodes 2 and 3 belong to different strongly connected components, \( x_2^* \) and \( x_3^* \) are equal on a 4-dimensional set of initial conditions. \( \square \)
Finally, we note that the structure of the graph $G$ in Corollary [1] can be hard to determine, because $G$ depends on the evolution of $x$ via the $a_{ij}(t, x(t))$, and the evolution of $x$ is a priori unknown. In particular, it may be hard to determine whether $G$ will be connected, thus guaranteeing consensus. However, as will be illustrated in the application below, the first part of the Corollary guarantees the convergence of any system satisfying the cut-balance condition. One can then use additional information on the graph $G$ to characterize the possible limiting states $x^*$.

We now apply Corollary [1] to a nonlinear multi-agent system of a form studied in [11, 5, 7, 10, 12, 19, 22, 24] (often in the context of bounded confidence models) in which the agent values evolve according to the integral equation version of

$$\frac{d}{dt} x_i(t) = \sum_{j: |x_j(t) - x_i(t)| < 1} (x_j(t) - x_i(t)). \quad (13)$$

The evolution of the interaction topology for this system is a priori unknown, because it depends on the a priori unknown evolution of $x$. In addition, the interaction topology can, in principle, change an infinite number of times during a finite time interval. Determining whether such a system converges can be complicated. And indeed, the convergence of an asymmetric counterpart of (13) remains open [25].

Observe now that (13) is of the form (12), with $a_{ij}(x) = 1$ if $|x_i - x_j| < 1$, and $a_{ij}(x) = 0$ otherwise. The coefficients $a_{ij}$ are symmetric and therefore satisfy the cut-balance condition in Corollary [1]. Part (a) of the corollary implies that the limit $x_i^* = \lim_{t \to \infty} x_i(t)$ exists for every $i$. Suppose now that for some $i, j$, we have $|x_i^* - x_j^*| < 1$. Then, there exists a time after which $|x_i(t) - x_j(t)| < 1$ and therefore $a_{ij}(x(t)) = 1$. As a consequence, $\int_{0}^{\infty} a_{ij}(x(t)) dt = \infty$, and Corollary [1] implies that $x_i^* = x_j^*$. This proves that the system converges, and that the limiting values of any two agents are either equal or separated by at least 1, a result which had been obtained by ad hoc arguments in [13].

Exactly the same argument can be made for a system that evolves according to the integral equation version of

$$\frac{d}{dt} x_i(t) = \sum_{j: |x_j(t) - x_i(t)| < r} \frac{(x_j(t) - x_i(t))}{\sum_{j: |x_j(t) - x_i(t)| < r}}. \quad (13)$$

(We let $\dot{x}_i(t) = 0$ whenever the denominator on the right-hand side is zero.) This system satisfies a type-symmetry condition with $K = N$. A variant of such a system, with a different interaction radius $r_i$ for each $i$, has been studied in [19] under the assumption that the graph of interactions is strongly connected at every $t$.

A further variation of (13) is of the form

$$\frac{d}{dt} x_i(t) = \sum_{j} f(x_j(t) - x_i(t))(x_j(t) - x_i(t)), \quad (14)$$

where $f$ is an even nonnegative function. A multidimensional version of (14), where each $x_i$ is a vector, is studied in [7], for the special case of a radially decreasing function $f$ that becomes zero beyond a certain threshold. (The results in [7] also allow for a continuum of agents, which arise for example when studying discrete-agent models in the limit of a large number of agents). The system (14) is of the form (12), with $a_{ij}(x) = f(x_i - x_j)$. It satisfies a type-symmetry condition, with $K = 1$, and Corollary [1] implies convergence. Moreover, if $f$ is bounded and is continuous except on a finite set, then for any $i, j$, either $x_i^* = x_j^*$, or $x_i^* - x_j^*$ belongs to the closure of the set $\{z: f(z) = 0\}$ of roots of $f$. To see this, Corollary [1] asserts that if $x_i^* \neq x_j^*$, then $\int_{0}^{\infty} f(x_i(t) - x_j(t)) dt < \infty$, which implies that $x_i(t) - x_j(t)$ cannot stay forever in a set on which $f$ admits a positive lower bound.

VI. DISCRETE-TIME SYSTEMS

Much of the literature on consensus-seeking processes is focused on discrete-time systems. Typical results guarantee convergence to consensus under the assumption that the system is “sufficiently connected” on any time interval of a certain length [17, 27, 35] and sometimes provide bounds on the convergence rate. When interactions are type-symmetric, convergence to consensus is guaranteed under the weaker assumption that the system remains “sufficiently connected” after any finite time [43, 13, 27] and results 2.5.9 and 2.6.2 in [20]. One can then easily deduce that type-symmetric systems always converge to a limit, at which we have consensus within each of possibly many agent clusters [13, 14, 21].

In this section, we show that the convergence proof in [43, 13, 14, 21] can be extended easily to prove that cut-balance is also a sufficient condition for convergence in the discrete-time case, as in Theorem [1]. A special case of this result asserts the convergence of systems that preserve some weighted average of the states, and thus includes a sample path version of recent results of [14] on stochastic consensus-seeking systems.

Discrete-time systems are in some sense simpler because of the absence of Zeno behaviors or unbounded sets of finite measure. However, discrete-time systems allow for large instantaneous variations of the agents’ values. In particular, an agent could entirely “forget” its value at time $t$ when computing its value at time $t + 1$, leading to instabilities where agents keep switching their values. For this reason, we introduce two additional assumptions: each agent is influenced by its own value when computing its new value, and every positive coefficient must be larger than some fixed positive lower bound.

**Theorem 2.** Let $x : \mathbb{N} \to \mathbb{R}^n$ satisfy

$$x_i(t + 1) = \sum_{j=1}^{n} a_{ij}(x_i(t))x_j(t), \quad i = 1, \ldots, n,$$

where $a_{ij}(t) \geq 0$ for all $i, j, t$, and $\sum_{i=1}^{n} a_{ij}(t) = 1$ for all $i, j, t$. Assume that the following three conditions hold.

(a) Lower bound on positive coefficients: there exists some $\alpha > 0$ such that if $a_{ij}(t) > 0$, then $a_{ij}(t) \geq \alpha$, for all $i, j, t$.

(b) Positive diagonal coefficients: we have $a_{ii}(t) \geq \alpha$, for all $i$ and $t$.

(c) Cut-balance: for any nonempty proper subset $S$ of $\{1, \ldots, n\}$, there exist $i \in S$ and $j \notin S$ with $a_{ij}(t) > 0$ if and only if there exist $i' \in S$ and $j' \notin S$ with $a_{j'i'}(t) > 0$. 

Then, the limit \( x_i^* = \lim_{t \to \infty} x_i(t) \) exists, and \( x_i^* \in [\min_j x_j(0), \max_j x_j(0)] \). Furthermore, consider the directed graph \( G = (\{1, \ldots, n\}, E) \) in which \((j, i) \in E \) if \( a_{ij}(t) > 0 \) infinitely often. Then, every weakly connected component of \( G \) is strongly connected, and if \( i \) and \( j \) belong to the same connected component of \( G \), then \( x_i^* = x_j^* \).

**Proof:** The fact that every weakly connected component of \( G \) is strongly connected is proved exactly as in Theorem [1]

Consider such a connected component \( C \). It follows from the definition of \( G \) that there exists a time \( t^* \) after which \( a_{ij}(t) = a_{ji}(t) = 0 \) for any \( i \in C \) and \( j \notin C \). Thus, the values \( x_i(t) \) with \( i \in C \) do not influence and are not influenced by the remaining values after time \( t^* \). In particular, if \( t^* \leq t' < t \), then \( \min_{j \in C} x_j(t') \leq x_i(t) \leq \max_{j \in C} x_j(t') \) holds for all \( i \in C \); furthermore, \( \max_{i \in C} x_i(t) \) and \( \min_{i \in C} x_i(t) \) are monotonically nonincreasing and nondecreasing, respectively.

We now show that there exists a constant \( \gamma > 0 \) such that for any \( t' \geq t^* \), there exists a \( t'' > t \) for which \( \max_{i \in C} x_i(t'') - \min_{i \in C} x_i(t'') \leq \gamma \left( \max_{i \in C} x_i(t') - \min_{i \in C} x_i(t') \right) \). We assume that \( |C| \geq 2 \), because otherwise the claim is trivially true.

Suppose that \( \max_{i \in C} x_i(t') = 1 \) and \( \min_{i \in C} x_i(t') = 0 \). This is not a loss of generality; the argument can be carried out for any other values by appropriate scaling and translation. For any \( t \), let \( C_k(t) \) be the set of indices \( i \in C \) for which \( x_i(t) \geq \alpha^k \). Clearly, \( C_0(t') \) is nonempty. Consider some \( t \) and \( k \) such that \( \emptyset \neq C_k(t) \neq C \). We distinguish two cases.

(i) Suppose that \( a_{ij}(t) = 0 \) for all \( i \in C_k(t) \) and \( j \notin C \backslash C_k(t) \). Then, for any \( i \in C_k(t) \), we have

\[
\begin{align*}
x_i(t+1) &= \sum_{j=1}^{n} a_{ij}(t) x_j(t) \\
&\geq \sum_{j \in C_k(t)} a_{ij}(t) \alpha^k \geq \alpha^k.
\end{align*}
\]

(We have used here the facts that \( a_{ij}(t) = 0 \) for every \( j \notin C_k(t) \), and \( \sum_j a_{ij}(t) = 1 \).) Therefore, \( i \) belongs to \( C_k(t+1) \) as well. So, in this case we have \( C_k(t) \subseteq C_k(t+1) \).

(ii) Suppose now that \( a_{ij}(t) > 0 \) for some \( i \in C_k(t) \) and \( j \notin C \backslash C_k(t) \). Then the cut-balance condition, together with \( t \geq t^* \), implies that \( a_{ij'} > 0 \) for at least one \( i' \in C \backslash C_k(t) \) and \( j' \in C_k(t) \). For this \( i' \), we have

\[
\begin{align*}
x_{i'}(t+1) &= \sum_{j=1}^{n} a_{i'j}(t) x_j(t) \\
&\geq \sum_{j \in C} a_{i'j}(t) x_j(t) \\
&\geq a_{i'j'}(t) x_{j'}(t) \geq a \alpha^k = \alpha^{k+1}
\end{align*}
\]

where we have used the fact that \( x_{j'}(t) \geq \min_{i \in C} x_i(t) \geq 0 \), for all \( j \in C \) and \( t \geq t' \). Therefore, \( i' \in C_k(t+1) \). Moreover, for any \( i \in C_k(t) \), we have \( x_i(t) = \sum_{j \in C} a_{ij}(t) x_j(t) \geq a_{ii}(t) x_i(t) \geq a \alpha^k = \alpha^{k+1} \), because \( a_{ii}(t) \geq \alpha \) for all \( i \) and \( t \). Thus, if \( a_{ij}(t) > 0 \) for some \( i \in C_k(t) \) and \( j \notin C \backslash C_k(t) \), then the set \( C_k(t+1) \) contains \( C_k(t) \) and at least one additional node.

Recall now that \( C_0(t') \) is nonempty. Moreover, the definition of \( C \) as a strongly connected component of \( G \) implies that for any \( t \) and any nonempty set \( S \subseteq C \), there exists a \( \hat{t} \) and some \( i \in S, j \in S \setminus C \), such that \( a_{ij}(\hat{t}) > 0 \).

Then, a straightforward inductive argument based on the above two cases shows the existence of a time \( t'' > t' \) at which \( \min_{i \in C} x_i(t'') \geq \alpha \), i.e., a time \( t'' \) at which \( \min_{i \in C} x_i(t'') \geq \alpha \). Since \( x_i(t) \) remains less than or equal to 1 for \( i \in C \) and \( t \geq t'' \), we conclude that \( \max_{i \in C} x_i(t'') - \min_{i \in C} x_i(t'') \) is bounded by

\[
(1 - \alpha^{|C|}) \left( \max_{i \in C} x_i(t'') - \min_{i \in C} x_i(t'') \right).
\]

This inequality, together with the fact that \( \max_{i \in C} x_i(t) \) and \( \min_{i \in C} x_i(t) \) are respectively nonincreasing and nondecreasing after time \( t'' \), implies the convergence of \( x_i(t) \), for all \( i \in C \), to a common limit.

**Corollary 1**

Observe that part (c) of Theorem 1 convergence to generically different values for the different components of \( G \), has no counterpart for the discrete-time case. Indeed, if \( a_{ij}(1) = 1/n \) for all \( i, j \), the system reaches global consensus after one time step, irrespective of the connectivity properties of \( G \).

Condition (c) in Theorem 2 has a graph-theoretic interpretation. For every \( t \), let \( G_t \) be the graph on \( n \) nodes obtained by connecting \( j \) to \( i \) if \( a_{ij}(t) \) is positive. Condition (c) is satisfied if and only if for every \( t \), every weakly connected component of \( G_t \) is strongly connected.

Finally, note that convergence results for discrete-time consensus seeking systems with random or endogenously determined interactions can be derived from Theorem 2 in a straightforward manner, exactly as in Section 5 and Corollary 1 respectively.

**VII. CONCLUDING REMARKS**

In this paper, we introduced a cut-balance condition, which is a natural and perhaps the broadest possible symmetry-like assumption for consensus seeking systems. This assumption is satisfied, in particular, if the dynamics preserve a weighted average, or if no agent can influence another without incurring a proportional reverse influence. We proved that the cut-balance assumption is a sufficient condition for the convergence of continuous-time consensus seeking systems, and provided a characterization of the resulting local consensus, in terms of the evolution of the interaction coefficients. We then applied our results to systems with endogenously determined connectivity. Related results were also obtained for the discrete time case. We also showed that our result fails to hold if the proportionality constant \( K \) in the cut-balance assumption can grow with time, without bound.

We end by discussing the possibility of extending our result to models involving a continuum of agents. Such models appear naturally when studying discrete-agent models, in the limit of a large number of agents [11, 13, 14, 17, 22]. Let \( x_i(\alpha) \) be the value of agent \( \alpha \in [0, 1] \) at time \( t \). Consider then a function \( f : [0, 1] \times \mathbb{R}^+ \to \mathbb{R} : (\alpha, t) \to x_i(\alpha, t) \) that satisfies

\[
\frac{d}{dt} x_i(\alpha) = \int a_{\alpha, \beta} (x_i(\beta - x_i(\alpha)) d\beta,
\]

for some measurable nonnegative function \( a : [0, 1] \times [0, 1] \times \mathbb{R}^+ \to \mathbb{R}^+ : (\alpha, \beta, t) \to a_{\alpha, \beta}(t) \). The extent to which our discrete-agent convergence result can be generalized to the
model is an open problem, and the same is true in the discrete time-case.

In addition to some technical difficulties inherent to treating a continuum of agents, the main reason that our approach does not apply directly to such systems is the following. Our proofs of Theorem and Lemma rely on a collection of functions $S_{\alpha}$ of the vector of agent states, with the property that $\frac{\partial S_{\alpha}}{\partial x_\alpha} \geq K^{\beta} \frac{\partial S_{\alpha}}{\partial x_\beta} \geq 0$ if $j > i$, where $K > 1$ is the constant from the cut-balance assumption. Finding nontrivial functions having that property seems impossible in the case of a continuum of agents when $K > 1$. Suppose indeed that we have a function $S$ of the configuration of agent values such that

$$\frac{\partial S}{\partial x_\alpha} \geq K \frac{\partial S}{\partial x_\beta} \geq 0 \quad (16)$$

when $\beta > \alpha$. For two agents $\alpha < \beta$, take now a sequence $\alpha < \gamma_1 < \gamma_2 < \cdots < \gamma_n < \beta$. By a repeated application of (16) we obtain $\frac{\partial S_{\gamma_n}}{\partial x_\alpha} \geq K^{i+1} \frac{\partial S_{\gamma_n}}{\partial x_\gamma_{i+1}}$. Since this is true for arbitrary $n$, the derivative of $S$ with respect to the agent state would either be 0 everywhere or unbounded almost everywhere. Whether an alternative approach can be used to establish unconditional convergence is an open problem.

Let us also note that some convergence results for the continuum model are available for some special cases with $K = 1$, for example because of symmetric interactions, i.e., $a_k(\alpha, \beta) = a_k(\beta, \alpha)$; see [5], [11].
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APPENDIX

In this appendix we prove that if we sort the components of the vector \( x \), the resulting vector satisfies essentially the same evolution equation as the original system, even though the required permutation can change with time as the relative order of different components changes. The result appears elementary (if not obvious), yet we are not aware of a simple proof.

Proposition 2. Let \( x : \mathbb{R}^+ \rightarrow \mathbb{R}^n \) be a continuous function that satisfies

\[
x_i(t) = x_i(0) + \int_0^t v_i(\tau) \, d\tau, \quad i = 1, \ldots, n.
\]

For any \( t \geq 0 \), let \( p(t) \) be the permutation of \( \{1, \ldots, n\} \) defined by the following lexicographic rule: if \( i < j \), then, either (i) \( x_{p_i(t)}(t) < x_{p_j(t)}(t) \), or (ii) \( x_{p_i(t)}(t) = x_{p_j(t)}(t) \) and \( p_i(t) < p_j(t) \). Then,

\[
x_{p_i(t)}(t) = x_{p_i(0)}(0) + \int_0^t v_{p_i(\tau)}(\tau) \, d\tau.
\]

Note that \( x_{p_i(t)}(t) \) is a sorted version of \( x(t) \), with lexicographic tie breaking. Observe that when all \( v_i(t) \) are smooth and the order of \( x \) changes only a finite number of times within a bounded interval, the result follows immediately from the continuity of \( x_{p_i(t)}(t) \) and the fact that \( \frac{d}{dt}x_{p_i(t)}(t) = v_{p_i(t)}(t) \) on every interval on which \( p_i(t) \) is constant. The proof that we present here is more general, and only assumes measurability. In particular, it allows for infinitely many discontinuities or order changes in finite time, something that cannot be ruled out, in general.

Our proof uses induction on \( n \), starting with the particular cases where \( n = 2 \) or \( n = 3 \).

Lemma 3. Proposition 2 holds when \( n = 2 \).

Proof: Let us fix a time \( t > 0 \). We only give the proof for the case where \( x_1(0) \leq x_2(0) \), so that \( p_1(0) = 1 \). (The proof for the case where \( x_1(0) > x_2(0) \) is almost the same.)

We start by considering the case where \( p_1(t) = 1 \). Equation (17), applied to \( i = 1 \), yields

\[
x_1(t) = x_1(0) + \int_0^t v_1(\tau) \, d\tau.
\]

We define \( T_1 = \{ \tau \in [0, t] : x_1(\tau) \leq x_2(\tau) \} \) and \( T_2 = \{ \tau \in [0, t] : x_1(\tau) > x_2(\tau) \} \). Thus, \( p_1(\tau) = 1 \) for all \( \tau \in T_1 \) (including \( \tau = 0 \)), and \( p_1(\tau) = 2 \) for all \( \tau \in T_2 \). Moreover, since \( x \) is continuous, \( T_1 \) and \( T_2 \) are measurable sets. Therefore,

\[
x_1(t) = x_1(0) + \int_{\tau \in T_1} v_1(\tau) \, d\tau + \int_{\tau \in T_2} v_1(\tau) \, d\tau
\]

The continuity of \( x \), and a fortiori of \( x_1 - x_2 \), implies that \( T_2 \) is the union of an at most countable collection of disjoint open intervals \((a_k, b_k)\), with \( 0 < a_k < b_k < t \), \( x_2(a_k) = x_1(a_k) \), and \( x_2(b_k) = x_1(b_k) \). For every such interval, we have

\[
\int_{a_k}^{b_k} v_1(\tau) \, d\tau = x_1(b_k) - x_1(a_k) = x_2(b_k) - x_2(a_k) = \int_{a_k}^{b_k} v_2(\tau) \, d\tau = \int_{a_k}^{b_k} v_{p_1(\tau)}(\tau) \, d\tau,
\]

which implies that

\[
\int_{\tau \in T_2} v_1(\tau) \, d\tau = \sum_k \left( \int_{a_k}^{b_k} v_1(\tau) \, d\tau \right) = \sum_k \left( \int_{a_k}^{b_k} v_{p_1(\tau)}(\tau) \, d\tau \right) = \int_{\tau \in T_2} v_{p_1(\tau)}(\tau) \, d\tau.
\]

It follows that

\[
x_{p_1(t)}(t) = x_1(t) = x_1(0) + \int_{\tau \in T_1} v_{p_1(\tau)}(\tau) \, d\tau + \int_{\tau \in T_2} v_{p_1(\tau)}(\tau) \, d\tau
\]

as claimed.

Suppose now that \( p_1(t) = 2 \). Let \( t^* = \max \{ \tau \leq t : x_1(\tau) \leq x_2(\tau) \} \); the maximum is attained because \( x_1(0) \leq x_2(0) \) and \( x \) is continuous. Furthermore, \( x_1(t^*) = x_2(t^*) \), and \( p_1(\tau) = 2 \) for \( \tau \in (t^*, t] \). We have \( p_1(t^*) = 1 \), so applying the result we have proved above, with the interval \([0, t^*] \) replacing \([0, t] \), in the fourth equality below, we obtain

\[
x_{p_1(t)}(t) = x_2(t)
\]

as desired.

This concludes the proof regarding \( x_{p_1(t)}(t) \). The result for \( x_{p_2(t)}(t) \) is obtained from a symmetrical argument.

Lemma 4. Proposition 2 holds when \( n = 3 \).

Proof: The main idea of the proof is to note that \( \min_{i=1,2,3} x_i(t) = \min \{ x_1(t), \min \{ x_2(t), x_3(t) \} \} \) and to use Lemma 3 twice.

Let \( l(t) = 2 \) if \( x_2(t) \leq x_3(t) \), and let \( l(t) = 3 \) otherwise. Let also \( x_2(t) = x_l(t) \) and \( x_3(t) = x_{l(t)}(t) \). It follows from Lemma 3 applied to \( x_2(t) \) and \( x_3(t) \) that \( x_2(t) = x_2(0) + \int_0^t v_2(\tau) \, d\tau \).
We let \( z_1(t) = x_1(t) \) and \( w_1(t) = v_1(t) \). We then let \( \lambda(t) = 1 \) if \( y_1(t) \leq y_2(t) \), and \( \lambda(t) = 2 \) otherwise. Using Lemma \([5]\) once more, on \( z_1(t) \) and \( z_2(t) \), we have \( z_{\lambda(t)}(t) = z_{\lambda(0)}(0) + \int_0^t w_{\lambda(\tau)}(\tau) \, d\tau \). Observe now that \( \min_i x_i(t) = \min_i z_i(t) \), so that \( p_1(t) = 1 \) when \( \lambda(t) = 1 \), and \( p_1(t) = l(t) \) when \( \lambda(t) = 2 \). Therefore,

\[
x_{p_1(t)}(t) = z_{\lambda(t)}(t)
= z_{\lambda(0)}(0) + \int_0^t w_{\lambda(\tau)}(\tau) \, d\tau
= x_{p_1(0)}(0) + \int_0^t v_{p_1(\tau)}(\tau) \, d\tau.
\]

This proves the desired result for \( p_1(t) \). A symmetrical argument shows the result for \( p_2(t) \) as well.

It remains to prove the result for \( p_2(t) \). Observe that since \( p \) is a permutation, we have \( \sum_{i=1}^3 x_i(t) = \sum_{i=1}^3 x_{p_i(t)}(t) \) and \( \sum_{i=1}^3 v_i(t) = \sum_{i=1}^3 v_{p_i(t)}(t) \). Therefore,

\[
x_{p_2(t)}(t) = \left( \sum_{i=1}^3 x_i(t) \right) - x_{p_1(t)}(t) - x_{p_3(t)}(t)
= \left( \sum_{i=1}^3 x_i(0) \right) - x_{p_1(0)}(0) - x_{p_3(0)}(0)
+ \int_0^t \left( \sum_{i=1}^3 v_i(\tau) \right) - v_{p_1(\tau)}(\tau) - v_{p_3(\tau)}(\tau) \, d\tau
= x_{p_2(t)}(t) + \int_0^t v_{p_2(\tau)}(\tau) \, d\tau.
\]

We can now prove Proposition \([2]\) using induction.

Proof: Lemmas \([3]\) and \([4]\) establish the result for \( n = 2, 3 \). Suppose that the result holds for \( n - 1 \), where \( n \geq 4 \); we will show that it also holds for \( n \).

Let \( q(t) \) be a permutation on \( \{1, \ldots, n-1\} \) such that, if \( i < j \) then either \( x_{q_i}(t) < x_{q_j}(t) \) or \( x_{q_i}(t) = x_{q_j}(t) \) and \( q_i(t) < q_j(t) \). (This corresponds to a sorting of the first \( n - 1 \) components of \( x(t) \), according to the same lexicographic rules used earlier to define \( p(t) \).) It follows from our induction hypothesis that

\[
x_{q_i}(t)(t) = x_{q_i(0)}(0) + \int_0^t v_{q_i(\tau)}(\tau) \, d\tau.
\]

for \( i = 1, \ldots, n - 1 \).

Let us now fix some \( k \neq 1, n \). We will prove the desired result for \( x_{p_k(t)} \). Note that the sorted version of \( x(t) \) (as captured by the coefficients \( p_k(t) \)) is obtained by inserting \( x_n(t) \) into the sorted version of the first \( n - 1 \) components of \( x(t) \) (as captured by the coefficients \( q_i(t) \)), at the appropriate position. In particular, there are only three possible values for \( p_k(t) \), namely \( q_k(t) \), \( q_{k-1}(t) \), and \( n \). In more detail, the value of \( p_k(t) \) is determined as follows:

\[
x_n(t) < x_{q_{k-1}(t)}(t) \quad \Rightarrow \quad p_k(t) = q_{k-1}(t),
x_{q_{k-1}(t)}(t) \leq x_n(t) < x_{q_k(t)}(t) \quad \Rightarrow \quad p_k(t) = n,
x_{q_k(t)}(t) \leq x_n(t) \quad \Rightarrow \quad p_k(t) = q_k(t).
\]

(19)

In order to focus on the three possible values of \( p_k(t) \), we now define \( z_1(t) = x_{q_{k-1}(t)}(t) \), \( w_2(t) = v_{q_k(t)}(t) \), \( z_3(t) = x_n(t) \), and \( w_3(t) = v_n(t) \). Let then \( r(t) \) be a permutation on \( \{1, 2, 3\} \) that sorts the components of \( z(t) \) according to the same lexicographic rules used earlier for \( q \) and \( p \). It follows from \([19]\) and the definition of \( z, w, r \), that \( z_{r_2}(t) = x_{p_k(t)}(t) \) and \( w_{r_2}(t) = v_{p_k(t)}(t) \). Using Lemma \([4]\) we obtain

\[
x_{p_k(t)}(t) = z_{r_2(t)}
= z_{r_2(0)}(0) + \int_0^t w_{r_2(\tau)}(\tau) \, d\tau
= x_{p_k(0)}(0) + \int_0^t v_{p_k(\tau)}(\tau) \, d\tau.
\]

This completes the proof of the result for \( k \neq 1, n \). The proof made use of the induction hypothesis together with Lemma \([4]\). The proof for the remaining cases \((k = 1 \text{ or } k = n)\) is entirely similar, except that relies on Lemma \([3]\) instead of Lemma \([4]\).