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Current-induced domain wall motion along high perpendicular magnetocrystalline anisotropy (PMA) multilayers is studied by means of full micromagnetic simulations and a one-dimensional model in the presence of in-plane fields. We consider domain wall motion driven by the spin Hall effect in the presence of the Dzyaloshinskii-Moriya interaction (DMI). In the case of relatively weak DMI, the wall propagates without significant tilting of the wall plane, and the full micromagnetic results are quantitatively reproduced by a simple rigid one-dimensional model. By contrast, significant wall-plane tilting is observed in the case of strong DMI, and a one-dimensional description including the wall tilting is required to qualitatively describe the micromagnetic results. However, in this strong-DMI case, the one-dimensional model exhibits significant quantitative discrepancies from the full micromagnetic results, in particular, when high longitudinal fields are applied in the direction of the internal domain wall magnetization. It is also shown that, even under thermal fluctuations and edge roughness, the domain wall develops a net tilting angle during its current-induced motion along samples with strong DMI. © 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4881778]

I. INTRODUCTION

Recent experiments1–8 have demonstrated that current-induced domain wall motion (CIDWM) in high perpendicular magnetocrystalline anisotropy (PMA) multilayers consisting of an ultrathin ferromagnet (Co, CoFe, or CoFeB) sandwiched between a heavy-metal (Pt or Ta) and an insulator (AlO, MgO, or TaN), is anomalously efficient, exhibiting large effective fields (≥10 Oe/(10¹¹ A/m²)) and reaching high velocities (∼400 m/s). These results are very promising for future development of domain wall-based nanodevices, but at the same time, they have also opened new fundamental questions on the underlying physics. It was initially suggested9 that such a large efficiency could be due to the lack of inversion symmetry of the dissimilar non-magnetic layers sandwiching the ferromagnetic layer and that this asymmetry would induce a Rashba spin-orbit interaction at the interfaces10–15 which could support the standard non-adiabatic spin transfer torque (STT).16,17 The effective field from the Rashba effect is proportional to the applied current density flowing through the multilayer (jₐ = jₐŻₐ), the spin polarization factor of the current (P) and the Rashba parameter (Żₐ), which was initially estimated5,11,18 to be around 2R ≈ 10⁻¹⁰ eVm. The direction of the Rashba field is perpendicular to both the jₐ and to the direction of the stack inversion asymmetry (Żₐ). However, apart from the strong Rashba parameter required to explain the high efficiency, the domain wall (DW) motion was along the current, an observation which is contrary to the standard STT.16,17 and either a negative non-adiabatic parameter (ζ < 0) or a negative polarization factor (P < 0) was required for this explanation to be consistent with the experimental measurements.5

Two years after the pioneering work by Miron et al.,5 Haazen and co-workers6 presented a study of the CIDWM along Pt/Co/Pt multilayer strips. Due to the nominally identical Pt/Co and Co/Pt interfaces in this system, the interfacial Rashba effect is expected to be negligible. It was also confirmed that the standard STT alone could not drive the walls,19–21 consistent with a very low spin polarization of these systems, as also reported in other experimental studies.21–23 The results by Haazen et al.6 indicate that in the absence of longitudinal field, the DWs adopt a Bloch configuration,24 which cannot be displaced by the spin Hall effect (SHE)25 because the internal DW magnetization is parallel to the polarization of the SHE current from the thicker Pt layer (±ζ). Indeed, the CIDWM in Ref. 6 was only detected under the presence of an in-plane longitudinal magnetic field Bₓ along the strip axis, parallel to the injected current jₓ. This field rotates the internal DW magnetization from the transverse direction (y-axis) to the longitudinal direction (x-axis), suggesting that the net SHE26–32 from the heavy-metal Pt layers exerts a torque on the DW moment mDW in a manner similar to a perpendicular magnetic field (±Bₓ)ζ, thereby resulting in CIDWM.

More recently, the CIDWM was experimentally studied in Ref. 7 for an ultrathin CoFe on top of two different heavy-metals layers (Pt or Ta). Contrary to the case studied by Haazen et al.,6 DW motion was achieved even in the absence of the longitudinal fields for both Ta/CoFe and Pt/CoFe. The DW moved along the current in the Pt-sample and along the electron flow in the Ta-sample, in agreement with the SHE effective field picture and the opposite signs of the spin Hall angles for Pt and Ta.29,30 These observations were found
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consistent with the prediction by Thiaville et al., \(^{33}\)
where it was suggested that the anisotropic interfacial
Dzyaloshinskii-Moriya exchange interaction (DMI)\(^{34–39}\) at
the heavy-metal/fermagnet interface imposes a Neel DW
configuration \((\vec{m}_{DW} \approx \pm \vec{a}_x)\) with a fixed chirality, instead of
the Bloch configuration \((\vec{m}_{DW} \approx \pm \vec{u}_y)\) expected from magnetostatics.
In contrast to the dominant ferromagnetic interaction,
which favours collinear alignment of neighboring spins,
the DMI prefers an orthogonal orientation with a given
chirality.\(^{34–39}\) In both the Pt and Ta samples studied in Ref. 7,
the DWs exhibit Neel configuration with left-handed chirality at
rest. Alternate up-down and down-up walls in a strip can
be displaced by the SHE unidirectionally, along conventional
magnetization in the Pt sample and along electron flow in the Ta
sample. Similar interpretation of their corresponding experi-
ments was also given by Ryu et al.,\(^{8}\) which was also consistent
with the DMI-SHE scenario: the interfacial DMI
stabilizes Neel walls with a given chirality, and they are then
driven by the SHE. Note that other recent work also indicates
the essential role of both the DMI and the SHE on describing
the switching processes in similar PMA multilayers.\(^{40}\)
Except for a few cases,\(^{33,41,42}\) most of the experiments
on the CIDWM in these PMA multilayers are interpreted in
terms of a simple one-dimensional model (1DM). However,
a detailed micromagnetic analysis, considering the full spatial
dependence of the magnetization, is needed to evaluate
the validity of simple 1D models for various experimental
systems (weak and strong DMI, positive and negative spin
Hall angles, pinning, etc.) and to understand quantitatively
the CIDWM by the SHE along multilayers with DMI in the
presence of in-plane fields. Application of in-plane fields is
also essential to quantify the magnitude of the DMI \((D)\).
In the present work, a full micromagnetic study of the CIDWM
along samples with DMI is presented with emphasis on the
influence of in-plane fields. Section II introduces the details
of the micromagnetic model \((\mu M)\) incorporating both the
SHE and DMI, and also typical results for both typical low-
and high-DMI samples. The 1DM is described in Sec. III
and the comparison of the results predicted by the \(\mu M\)
and 1D models is given in Sec. IV. Also in Sec. IV, the CIDWM
is studied under realistic conditions including edge rough-
ness and thermal effects. The conclusions of this study are
presented in Sec. V.

II. MICROMAGNETIC MODEL

A. Material parameters and micromagnetic model
details

We consider a thin ferromagnetic CoFe strip with a
cross section of \(L_x \times L_z = 160 \text{ nm} \times 0.6 \text{ nm}\) on top of a heavy
metal layer of Ta or Pt. Based on experimental magnetometry,\(^{43}\)
the following common parameters for both the
Ta/CoFe and Pt/CoFe samples were considered: saturation
magnetization \(M_s = 7 \times 10^5 \text{ A/m}\), exchange constant
\(A = 10^{-11} \text{ J/m}\), and uniaxial anisotropy constant
\(K_a = 4.8 \times 10^4 \text{ J/m}^3\). The specific parameters for the
Ta-sample (Ta/CoFe/MgO)\(^{43}\) are a weak DMI parameter
\(D = -0.05 \text{ mJ/m}^2\), a high negative Spin Hall angle
\(\theta_{SH} = -0.11\), and a low Gilbert damping \(\alpha = 0.03\) (see Refs.
44 and 45). On the other hand, the values to model the
Pt-sample (Pt/CoFe/MgO)\(^{43}\) are a strong DMI parameter
\(D = -1.2 \text{ mJ/m}^2\), a positive Spin Hall angle \(\theta_{SH} = +0.07\),
and a high Gilbert damping \(\alpha = 0.3\) (see Ref. 46).

For both the Ta and Pt samples, the amplitude of the
DMI \((|D|)\) is high enough to overcome shape anisotropy,
and therefore, the DWs adopt a Neel equilibrium configuration.
For the negative value of the DMI \((D < 0)\), these Neel walls
depict a left-handed chirality with two possible configurations:
(a) up-down with internal DW magnetization \((\vec{m}_{DW} \approx -\vec{a}_x)\) or (b)
down-up with internal DW magnetization along the positive
x-axis \((\vec{m}_{DW} \approx +\vec{u}_x)\). These configurations are shown in
Figs. 1(a) and 1(b), respectively. In what follows, we restrict
our discussion to the left-handed up-down case, but the
results for the down-up case can be straightforwardly
deduced by symmetry arguments.

Under injection of a spatially uniform current density
along the x-axis \(j_x = j_0 \vec{a}_x\), the magnetization dynamics is
governed by the augmented Landau-Lifshitz Gilbert (LLG)
equation
\[
\frac{d\vec{m}}{dt} = -\gamma_0 \vec{m} \times \vec{H}_{\text{eff}} + \alpha \left( \vec{m} \times \frac{d\vec{m}}{dt} \right) + \vec{r}_{\text{ST}} + \vec{r}_{SO},
\]
where \(\vec{m}(\vec{r}, t) = \vec{M}(\vec{r}, t)/M_s\) is the normalized local magnetization,
\(\gamma_0\) is the gyromagnetic ratio, and \(\alpha\) the Gilbert damping
parameter. \(\vec{H}_{\text{eff}}\) is effective field derived from the energy
density of the system \((\vec{H}_{\text{eff}} = -\frac{1}{\mu_0 M_s} \frac{d}{dt} \frac{\partial E}{\partial \vec{m}})\), which apart from
the standard exchange, magnetostatic, uniaxial anisotropy,
and Zeeman contributions also includes the anisotropic
exchange DMI.\(^{34–36}\) In the thin-film approach \((L_z < L_x, L_z)\),
the interfacial DMI energy density \(\epsilon_{\text{DM}}\) is given by
\(^{33,36,48}\)
\[
\epsilon_{\text{DM}} = -D [m_z \nabla \cdot \vec{m} - (\vec{m} \cdot \nabla)m_z],
\]
where \(D\) is the DMI parameter describing its intensity. The
DMI effective field \(\vec{H}_{\text{DM}}\) is therefore
\[
\vec{H}_{\text{DM}} = -\frac{2D}{\mu_0 M_s} \left[ \frac{\partial m_z}{\partial x} \vec{u}_x + \frac{\partial m_z}{\partial y} \vec{u}_y + \left( \frac{\partial m_x}{\partial x} + \frac{\partial m_y}{\partial y} \right) \vec{u}_z \right].
\]
In the absence of DMI \((D = 0)\), the exchange interaction
imposes boundary conditions at the surfaces of the sample\(^{47}\)

![FIG. 1. Micromagnetic snapshots of left-handed \((D < 0)\) walls at rest: (a)
up-down and (b) down-up configurations.](image-url)
such that the magnetization vector does not change along the surface ($\partial \vec{m} / \partial n = 0$, where $\partial / \partial n$ indicates the derivative in the outside direction normal to the surface of the sample). However, in the presence of the interfacial DMI, this boundary condition has to be replaced by

$$\frac{\partial \vec{m}}{\partial n} = \frac{D}{2A} \vec{m} \times (\vec{n} \times \vec{a}_z),$$

(4)

where $\vec{n}$ represents the local unit vector normal to each sample surface. The spin-transfer torque (STT) $\vec{\tau}_{ST}$ is given by

$$\vec{\tau}_{ST} = b_f (\vec{u}_z \cdot \nabla)\vec{m} - \xi b_f \vec{m} \times (\vec{u}_z \cdot \nabla)\vec{m},$$

(5)

where the STT coefficient is $b_f = j_a \mu_B \frac{e \hbar}{2m^*}$ with $\mu_B$ the Bohr magneton and $e < 0$ the electron’s charge. $P$ is the spin polarization factor and $\xi$ the dimensionless non-adiabatic parameter.

Finally, $\tau_{SO}$ describes the spin-orbit torques (SOTs)

$$\tau_{SO} = -\gamma_0 \vec{m} \times \vec{H}_R + \eta \gamma_0 \xi \vec{m} \times (\vec{m} \times \vec{H}_R) - \eta \gamma_0 \vec{m} \times (\vec{m} \times H_{SH} \vec{u}_y),$$

(6)

where two contributions from the Rashba effect (1st and 2nd terms in (6)) and one from the spin Hall effect (3rd term in (6)) can be identified. In the presence of the Rashba interaction, the charge current in the thin ferromagnetic layer flowing parallel to the asymmetric interfaces generates a spin accumulation that can interact with the local magnetization via an exchange coupling, mediated by a Rashba effective field $\vec{H}_R = H_R \vec{u}_y$, given by

$$\vec{H}_R = \frac{2gR}{\mu_0 \mu_B M_s} (\vec{u}_z \times \vec{J}_a) = \frac{2gR}{\mu_0 \mu_B M_s} \vec{u}_y,$$

(7)

with $g_R$ being the Rashba parameter. Another Rashba SOT could also arise either from the spin diffusion inside the magnetic layer or from a spin current associated with the Rashba interaction at the interfaces with the spin-orbit metal. These phenomena have been predicted to contribute to the SOT by means of an additional non-adiabatic contribution to the Rashba SOT, which is proportional to the non-adiabatic parameter $\xi$ (2nd term in (6)). Another possible source of SOT originates from the SHE, which spin-dependent scattering of an in-plane charge current in a heavy metal (e.g., Ta and Pt) generates an out-of-plane spin current. This spin current can be injected into the ferromagnetic layer, resulting in an additional SOT (3rd term in (6)), where the amplitude of the SHE effective field $H_{SH}$ is given by

$$H_{SH} = \frac{\hbar \theta_{SH} j_a}{\mu_0 2eM_s L_z} = \frac{\mu_B \theta_{SH} j_a}{\gamma_0 eM_s L_z},$$

(8)

where $L_z$ is the thickness of the ferromagnetic layer. $\theta_{SH}$ is the Spin Hall angle, which is defined as the ratio between the spin and charge current densities. Here, we assume that the SHE generates a Slonczewski-like torque only given by the 3rd term in (6), although recent experiments suggest that the SHE could also potentially generate a field-like torque with the same symmetry as the 1st term in (6).

Several experiments indicate that the main ingredients to explain the current-driven DW motion in these multilayers are the DMI and SHE, and nowadays a relatively general consensus has been reached in this interpretation: the DMI stabilizes a Neel configuration with a given chirality and the SHE is the main mechanism for driving these chiral DWs along these PMA multilayers. A theoretical analysis of different combinations of STT, Rashba, SHE, and DMI compared with the experimental results was discussed in Refs. 52 and 53, which also supports the DMI and SHE scenario. Therefore, the micromagnetic ($\mu M$) results described hereafter were obtained by solving the LLG Eq. (1) in the absence of STT ($P = 0$) and Rashba ($g_R = 0$) contributions. Samples with $L_x = 2.8 \mu m$ in length were discretized in 2D with cells of $\Delta x = \Delta y = 4 \text{ nm}$ in side, and thickness equal to the ferromagnetic strip ($L_z = 0.6 \text{ nm}$). Equation (1) was numerically solved with a 6th-order Runge-Kutta scheme with a time step of 0.1 ps by using GPMagnet, a commercial parallelized finite-difference micromagnetic solver. Several tests were performed with cell sizes of 1 nm confirming that similar micromagnetic results are obtained.

B. Micromagnetic results: Temporal evolution of the DW position

We first address CIDWM driven by relatively low current densities, considering weak and strong DMI. Typical micromagnetic ($\mu M$) results for the CIDWM ($j_a = +0.1 \times 10^{12} \text{ A/m}^2$) along the Ta sample under longitudinal fields ($B_x$) are depicted in Fig. 2(a) for the up–down configuration. This Ta sample is representative of a weak DMI ($D = -0.05 \text{ mJ/m}^2$) system with negative spin Hall angle ($\theta_{SH} = -0.11$). Although the DMI is relatively low, it is still high enough to promote Neel walls with left-handed ($D < 0$) chirality at rest. As observed experimentally, when a small positive current is applied in the absence of in-plane fields, both up-down and down-up walls propagate along the electron flow (with negative velocity, i.e., along $-\vec{u}_x$) as expected due to the negative spin Hall angle of the

![FIG. 2. (a) Micromagnetic results depicting the temporal evolution of the DW position for the Ta-sample ($D = -0.05 \text{ mJ/m}^2$, $\theta_{SH} = -0.11$, $\sigma = 0.03$) under a current density of $j_a = 0.1 \times 10^{12} \text{ A/m}^2$ in the presence of in-plane longitudinal fields. The corresponding steady-state DW configurations are shown in (b) $B_x = 0$, (c) $B_x = +30 \text{ mT}$, and (d) $B_x = -30 \text{ mT}$. All results correspond to an up-down configuration.](image-url)
For the positive current evaluated in Fig. 2 ($j_a = 0.1 \times 10^{12} \text{A/m}^2$) and zero in-plane field ($B_y = B_z = 0$), the DW reaches a steady-state regime with internal DW magnetization pointing mainly along the $+y$ direction (see Fig. 2(b)). This quasi-Bloch configuration (with internal DW $m_{DW}$ parallel to $\vec{n}_{DW}$) is also achieved with relatively small positive and negative longitudinal fields ($B_y \neq 0$) fields (see Figs. 2(c) and 2(d) for $B_y = -30 \text{mT}$ and $B_y = +30 \text{mT}$, but the direction of the DW motion reverses (velocity along $\vec{n}_{DW}$) for the positive field $B_y = +30 \text{mT}$.

As it is shown in Fig. 3 for the same current ($j_a = 0.1 \times 10^{12} \text{A/m}^2$), the $\mu M$ results are significantly different for the Pt sample, which is achromatic of a strong DMI system ($D = -1.2 \text{ mJ/m}^2$) with positive spin Hall angle ($\theta_{SH} = +0.07$). Now the DW moves along the current (with positive velocity, i.e., along $+\vec{n}_{DW}$) in the absence of the longitudinal field ($B_y = 0$), and the DW speed increases under high negative longitudinal fields ($B_y = -30 \text{mT}$). Under a very high positive field ($B_y = +300 \text{mT}$), the DW motion is along the electron flow (against the current, with velocity along $-\vec{n}_{DW}$). Contrary to the behavior of the Ta sample, the internal DW magnetization ($\vec{m}_{DW}$) (previous in the $x$-axis: $\vec{m}_{DW} \approx -\vec{n}_{DW}$) for $B_y = 0$ and $B_y = -300 \text{mT}$ (see Figs. 3(b) and 3(d), respectively), whereas $\vec{m}_{DW} \approx +\vec{n}_{DW}$ for $B_y = +300 \text{mT}$ as is shown in Fig. 3(c). Also differently from the Ta results, the DW steady states under finite current $j_a$ in the Pt sample exhibit significant tilting, that is, a rotation of the DW normal ($\vec{m}_{DW}$) with respect to the $x$-axis, which is enhanced by application of the in-plane fields. Note that current-driven DW tilting was also experimentally observed in other systems. The origin of this behavior derives from the fact that DMI tends to maintain $\vec{m}_{DW}$ parallel to $\vec{n}_{DW}$. When a torque is applied that cant $\vec{m}_{DW}$ away from $\vec{n}_{DW}$, strong DMI causes the DW to tilt in order to minimize the angle between $\vec{n}_{DW}$ and $\vec{m}_{DW}$. Although there is an associated energy cost due to the increased DW length, the net energy should be lowered by DW tilting if the DMI is sufficiently strong. For clarity, the physical description of these dynamical behaviors and the explanation of these micromagnetic results for both the Ta and the Pt samples will be discussed after introducing the one-dimensional model in Sec. III.

III. ONE-DIMENSIONAL MODEL

The 1DM is a useful tool to describe the former micromagnetic results and to interpret experimental results. Since its initial introduction by Walker and Slonczewski, several authors have made contributions to include the STTs, the SOTs, the DMI, as well as pinning and thermal effects. The most recent contribution was made by Boull et al. when the DW tilting was included as an additional degree of freedom to analyze and describe the experimental observations of the dynamics of Dzyaloshinskii walls in the presence of the transverse fields ($B_y$). Here, we adapt this collective coordinate model (here after, Tilt-1DM) and extend it to also analyze the influence of the longitudinal fields ($B_x$) on the DW dynamics. In the framework of this Tilt-1DM, the DW dynamics is described by three coupled differential equations in terms of three time-dependent variables: the DW position $X = X(t)$ along the strip axis ($x$-axis), the DW angle $\Phi(t)$ and the tilting angle $\chi(t)$ defined as the angle of the DW normal ($\vec{n}_{DW}$) plane with respect to the $x$-axis (see Fig. 4). These three coupled equations are

\begin{equation}
(1 + x^2)\ddot{X} = \frac{\Delta}{\cos \chi}(\Omega_a + 2\Omega_B),
\end{equation}

\begin{equation}
(1 + x^2)\ddot{\Phi} = -2\Omega_a + \Omega_B,
\end{equation}

\begin{equation}
\ddot{\chi} = \frac{6\gamma_0}{2\mu_0 M_s \Delta \cos \chi} \tan^2 \chi + \frac{L_y}{\pi \Delta \cos \chi} (-\sigma \sin \chi)
+ \pi DQ \sin (\Phi - \chi) - \mu_0 H_s M_s \Delta \sin (2\Phi - \chi)),
\end{equation}

where $\Omega_a$ and $\Omega_B$ have units of frequency and are given by

\begin{equation}
\Omega_a = -\frac{1}{2} \frac{\gamma_0 H_s \sin (2\Phi - \chi)}{\pi} - \frac{\gamma_0 H_s \cos \Phi}{\pi} + \frac{\gamma_0 H_s \sin \Phi}{\pi} + \frac{\gamma_0 H_s Q \sin (\Phi - \chi)}{\pi}
- \frac{\gamma_0 H_s \cos \Phi}{\pi} - \frac{b_1}{\Delta \cos \chi}.
\end{equation}
\[ \Omega_B = \gamma_0 Q H + \frac{\pi}{2} \gamma_0 Q H_{\text{SH}} \cos \Phi \]
\[ \quad - \frac{\pi}{2} \gamma_0 H_R \cos \Phi + \frac{b_j}{\Delta} \cos \chi, \]

and the DW energy density \( \sigma \) is
\[ \sigma = \frac{1}{\cos \chi} \left[ \frac{4}{\sqrt{\Delta}} K_u - Q \pi D \cos (\Phi - \chi) \right. \]
\[ \left. + \mu_0 H_R M_s \Delta \cos^2 \left( \frac{2(\Phi - \chi)}{\cos \chi} \right) - \pi \mu_0 M_s \Delta H_R \sin \Phi \right. \]
\[ \left. - \pi \mu_0 M_s \Delta H_s \sin \Phi - \pi \mu_0 M_s \Delta H_s \cos \Phi \right]. \]

Here, \( Q = \pm 1 \) or \(-1 \) for up-down and down-up DW configurations. Positive current \( (j_a > 0) \) is along the positive \( x \)-axis. \( \Delta \) is the DW width and \( H_K \) is the shape anisotropy field \( H_K = N_i M_s \), with \( N_i \) the magnetostatic factor given by \( N_i = L_s \log(2)/\pi \Delta \approx 0.0174 \). The DW width is estimated to be \( \Delta = \sqrt{\Delta / \theta_{\text{SH}}} \approx 7.62 \text{nm} \), where \( \theta_{\text{SH}} = K_u - \mu_0 M_s^2 / 2 \).

In the 1D framework, the DMI generates an effective field along the \( x \)-axis inside the DW \( \tilde{H}_D = H_D \tilde{n}_x \), which amplitude is given by \( H_D = D/(\pi \mu_0 M_s \Delta) \). The applied field has Cartesian components \( (H_x, H_y, H_z) \). The total field \( H = H_D + H_p(X) + H_{\text{in}}(t) \) includes: (i) the applied magnetic field along the easy \( z \)-axis \( (H_z) \), (ii) the spatial dependent pinning field \( (H_{\text{in}}(X)) \), which accounts for local imperfections and can be derived from an effective spatial-dependent pinning potential \( V_{\text{pin}}(X) \) as \( H_p(X) = -\frac{\partial}{\partial X} V_{\text{pin}}(X) \), and (iii) the thermal field \( (H_{\text{in}}(t)) \), which describes the effect of thermal fluctuations, and is assumed to be a random Gaussian-distributed stochastic process with zero mean value \( \langle H_{\text{in}}(t) \rangle = 0 \) and uncorrelated in time \( \langle H_{\text{in}}(t) H_{\text{in}}(t') \rangle = \frac{2k_B T}{\mu_0 M_s M_L} \delta(t - t') \), where \( K_B \) is the Boltzmann constant and \( T \) the temperature. Unless otherwise specified, perfect samples \( (H_D(X) = 0) \) at zero temperature \( (H_{\text{in}}(t) = 0) \) are considered. Note also that for zero tilting \( (\chi = 0 \text{, i.e., rigid DW line}) \), the Tilt-1DM equations reduce to the model used in Ref. 7 (hereafter referred to as Rigid-1DM), and the DW energy density is also the same as in Ref. 43. The system of three coupled Eqs. (9)–(11) form the Tilt-1DM and were numerically solved by means of a 4th order Runge-Kutta algorithm with a time step of 1ps.

IV. RESULTS AND DISCUSSION

A. 1DM results: Temporal evolution of the DW position and DW angles

DW motion, with the same parameters as in Figs. 2 and 3, was computed by using the Tilt-1DM (9), (10), and (11), and the results for the same current \( (j_a = +0.1 \times 10^{-12} \text{A/m}^2) \) are shown in Fig. 5. For the weak DMI Ta case, the temporal evolution of the position predicted by the 1DM and shown in Fig. 5(a), reproduces accurately the full \( \mu \)M results of Fig. 2(a). The temporal evolution of the DW angles, both \( \Phi \) and \( \chi \), is shown in Fig. 5(b), which indicates that the DW propagates with a rigid configuration close to the Bloch state, where \( \tilde{m}_{\text{DW}} = m_{\text{DW},x} \tilde{n}_x + m_{\text{DW},y} \tilde{n}_y \) with \( |m_{\text{DW},x}| \gg |m_{\text{DW},y}| \). However, it is the \( x \)-component of the internal DW magnetization \( (m_{\text{DW},x}) \) that determines both the magnitude of the DW velocity and the direction of the CIDWM. The SHE torque on the DW is equivalent to the one of an out-of-plane effective field proportional to the \( x \) magnetization component: \( \tilde{H}_{\text{SH}} \propto H_{\text{SH}} m_{\text{DW},x} \tilde{n}_x = H_{\text{SH}} m_{\text{DW},x} \tilde{n}_y \), with \( H_{\text{SH}} \) given by Eq. (8). Note that for \( m_{\text{DW},x} < 0 \) (up-down wall), \( \theta_{\text{SH}} < 0 \) (Ta sample), \( e < 0 \), and \( j_a = +0.1 \times 10^{-12} \text{A/m}^2 \), the factor \( H_{\text{SH}} m_{\text{DW},x} \) is negative, so the DW propagates along the electron flow, with negative velocity \( (-\tilde{n}_x) \). The SHE

![FIG. 5. Tilt-1DM (X, \Phi, \chi) results of the current-driven DW dynamics for both the Ta (D = -0.05 mJ/m², \( \theta_{\text{SH}} = -0.11 \), \( x = 0.03 \)) and Pt (D = -1.2 mJ/m², \( \theta_{\text{SH}} = +0.07 \), \( x = 0.3 \)) samples. The applied current is \( j_a = +0.1 \times 10^{-12} \text{A/m}^2 \) and different longitudinal fields \( B_x \) are evaluated. The temporal evolution of the DW position \( X(t) \) is shown in (a) and (c) for Ta and Pt samples. The temporal evolution of the DW angles \( \Phi \) and \( \chi \) is depicted in (b) and (d), respectively. All results correspond to an up-down configuration.](image-url)
effective field drives the Neel wall, but it also exerts a torque which rotates the internal DW magnetization away from the perfect Neel state, and the rotation increases with the applied current \(j_a\). For high enough currents (note that \(j_a = 0.1 \times 10^{12} \text{A/m}^2\) is relatively high for the weak DMI Ta sample, as will be explained later), the SHE torque is so high that the internal DW magnetization has rotated completely to the \(y\)-axis. In the absence of longitudinal field \((B_z = 0)\), the terminal DW angle is \(\Phi \approx 92^\circ\) (see Fig. 5(b)), so the internal DW moment has a small but finite negative component along the \(x\)-axis \(m_{DW,x} \approx -0.035\), and therefore, the DW propagates driven by the SHE torque along the electron flow (with DW velocity along \(-\vec{u}_x\)). A negative longitudinal field \((B_z = -30 \text{mT})\) supports the DMI effective field \(\vec{H}_D\) making the terminal DW angle larger: \(\Phi \approx 98^\circ\) (see Fig. 5(b)) so that \(m_{DW,x} \approx -0.13\) and again the DW propagates along \(-\vec{u}_x\) with higher velocity (see Figs. 2(a) and 5(a)). By contrast, a positive longitudinal field \((B_z > 0)\) acts against the DMI field, and if strong enough \((B_z > \mu_0 \vec{H}_D)\), the direction of the DW motion reverses. For \(B_z = +30 \text{mT}\), the terminal DW angle is \(\Phi \approx 86^\circ\) so that the internal DW propagation along the \(x\)-axis becomes positive \(m_{DW,x} \approx +0.07\), and therefore, the DW moves along the current (positive velocity along \(+\vec{u}_x\)). On the other hand, it is also interesting to note that regardless of \(B_z\), no DW tilting \((\chi = 0)\) is predicted by the Tilt-1DM (see Fig. 5(b)), in good agreement with former full \(\mu M\) results of Figs. 2(b)–2(d).

Figs. 5(c) and 5(d) present the Tilt-1DM results corresponding to the micromagnetic study of Fig. 3 for the Pt sample with strong DMI. Under the same current density, the DW dynamics along this strong DMI Pt sample is significantly different from the one described above for the weak DMI Ta sample. Good qualitative agreement is obtained between the \(\mu M\) and Tilt-1DM models, although it is only quantitatively satisfactory for zero and longitudinal fields along the positive \(x\)-axis \((B_z \geq 0)\) with \(B_z < 350 \text{mT}\). Both for \(B_z = 0\) and \(B_z = -300 \text{mT}\), the internal DW magnetization points mainly along \(x < 0\) corresponding to the up-down wall with left-handed chirality \((\vec{m}_{DW} \approx -\vec{u}_z)\), as due to the strong negative DMI \((D < 0)\), and therefore, the DW is driven along the current \((+\vec{u}_x)\) because of the SHE torque on the internal DW magnetization: \(\vec{H}_{SHE} \propto \vec{m}_{DW} \times \vec{u}_x = +\vec{H}_{SHE} m_{DW,x} \vec{u}_x\) (take into account the positive spin Hall angle for the Pt \((\theta_{SHE} = +0.07)\), the negative value of the electron charge \((e < 0)\) and that \(m_{DW,x} < 0\) for an up-down DW under low current). Although this Tilt-1DM also takes into account the DW tilting, there are still quantitative discrepancies in the DW velocity with the full \(\mu M\) for both \(B_z = 0\) and \(B_z = -300 \text{mT}\) (see Figs. 3(a) and 5(c)). Fig. 5(d) indicates negligible DW tilting \((\chi \approx 0)\), but full \(\mu M\) results of Figs. 3(b) and 3(c) depict a significant DW tilting even for both \(B_z = 0\) and \(B_z = -300 \text{mT}\), respectively. On the other hand, under a strong positive longitudinal field larger than the DMI effective field \((B_z = +300 \text{mT} > \mu_0 \vec{H}_D)\), the \(x\)-component of the internal DW magnetization becomes positive \(m_{DW,x} > 0\). This reversal of the DW chirality results in a CIDWM along the electron flow \((\vec{u}_x)\). In this case \((B_z = +300 \text{mT})\), a good agreement between the Tilt-1DM and the full \(\mu M\) results can be clearly seen by comparing full \(\mu M\) (Figs. 5(c) and 5(d)) and Tilt-1DM results (Figs. 3(a) and 3(d)). For instance, the Tilt-1DM predicts a terminal DW angle \(\Phi \approx 308^\circ\) and tilting angle \(\chi \approx 32^\circ\) (see Fig. 5(d)), which are in good qualitative agreement with full \(\mu M\) results (see Fig. 3(d)).

**B. \(\mu M\) and 1DM results for the terminal DW velocity and DW angles**

The former results indicate that the DW reaches a steady regime with a terminal velocity \(v_T\). Now, we focus our attention on describing this terminal DW velocity \(v_T\), as a function of the applied current \(j_a\) in the presence of longitudinal \((B_z)\) and transverse \((B_y)\) fields for up-down Dzyaloshinskii walls. Our interest here is to evaluate the validity range of the 1DM description as compared to the full \(\mu M\) study. With this aim, the results of the Rigid-1DM \((X, \Phi)\) are also plotted along with the Tilt-1DM \((X, \Phi, \chi)\) and \(\mu M\) results. The Rigid-1DM was already used to qualitatively describe experimental observations, \(^7\) and it can be obtained as a particular case of the Tilt-1DM by considering zero tilting angle of the DW plane, so the DW dynamics is just given by two coupled Eqs. \((9)\) and \((10)\) with \(\chi = 0\). The results for the Ta sample are shown in Figs. 6(a) and 6(b) for longitudinal \((B_y)\) and transverse \((B_x)\) fields, respectively. In this weak DMI case, the Rigid-1DM (solid lines) predicts exactly the same results as the Tilt-1DM (small open symbols with dashed lines), and it is also in excellent quantitative agreement with full \(\mu M\) results (large filled symbols). These results confirm the negligible role of the DW tilting for weak DMI samples, as it was also addressed by our experimental and static analysis in Ref. 43.

On the other hand, Figs. 6(a) and 6(b) clearly show the two regimes for the terminal DW velocity: a low-current regime \((\mu j_a < 0.03 \times 10^{12} \text{A/m}^2\)) where the DW velocity increases linearly with \(j_a\), and a high-current regime \((\mu j_a > 0.2 \times 10^{12} \text{A/m}^2\)) where the DW velocity saturates as \(j_a\) increases. The low-current regime is related to the spin Hall effective field which drives the initial Neel walls \((\vec{m}_{DW} = -\vec{u}_z)\) along the electron flow due to the negative \(\theta_{SHE} = -0.11\) of Ta. In the low current regime, the internal DW moment has both \(x\) and \(y\) components but the latter is small: \(\vec{m}_{DW} = m_{DW,x} \vec{u}_x + m_{DW,y} \vec{u}_y\) with \(m_{DW,x} < 0\) and \(|m_{DW,x}| < |m_{DW,y}|\). As the current increases, the internal DW magnetization deviates from the perfect Neel state so the magnitude of the \(x\) component \(|m_{DW,x}|\) decreases and the \(y\) component \(|m_{DW,y}|\) increases. Under sufficiently high currents and in the absence of in-plane fields \((B_x = B_y = 0)\), the DW adopts a terminal quasi-Bloch configuration with \(|m_{DW,x}| \gg |m_{DW,y}|\), and the terminal velocity saturates as \(j_a\) increases (see Fig. 6(a)) because the driving SHE effective field \(\vec{H}_{SHE}\) scales with the product \(|m_{DW,x}| > m_{DW,y}\): \(m_{DW,x} \rightarrow 0\) as \(j_a \rightarrow \infty\) keeping the product constant. In the presence of in-plane fields (see Figs. 6(a) and 6(b)), the terminal DW velocity also saturates in the high current regime, but the longitudinal field \(B_z\) can reverse the direction of the CIDWM as already discussed in Sec. IV A. Note that, as also explained in Sec. IV A, the magnitude of the terminal DW velocity is larger (smaller) when \(B_z\) points in the same (opposite)
direction as the $a_0 \tilde{H}_D$. As shown in Fig. 6(b), the finite and constant terminal velocity observed under high currents in the presence of transverse fields ($B_y \neq 0$) is the same as in the absence of the transverse fields ($B_y = 0$) which further support our description and interpretation.

The terminal DW velocity $v_T$ as a function of $j_a$ for up-down Dzyaloshinskii walls along the strong DMI Pt sample was also evaluated in the presence of in-plane fields. The results computed from the Rigid-1DM (solid lines), the Tilt-1DM (small open symbols with dashed lines), and the full $\mu M$ (large filled symbols) are shown in Figs. 6(c) and 6(d) for both $B_x$ and $B_y$ in-plane fields with fixed amplitude of $|B_x| = |B_y| = 100 \text{mT}$ and different polarities. In the low-current linear regime ($j_a \leq 0.2 \times 10^{12} \text{A/m}^2$), the three sets of results are indistinguishable. As expected, the discrepancies between the Rigid-1DM and the $\mu M$ results increase with increasing $j_a$, because also the DW tilting increases. A similar analysis was also carried by Boulle et al.\textsuperscript{42} for other material parameters but only for transverse fields with a fixed polarity. Similar to Ref. 42, our results also indicate that in general, the Rigid-1DM tends to overestimate the current-driven DW velocity predicted by full $\mu M$ simulations (see for instance, Fig. 6(c) for $B_y = +100 \text{mT}$ under high currents), and from Figs. 6(c) and 6(d) it seems that the Tilt-1DM provides a better approach to these full 3D micromagnetic results for high-DMI samples. However, as will be discussed later, we also find noticeable qualitative differences between the Tilt-1DM and the full $\mu M$ results.

Before addressing these issues, the terminal DW velocity along the Ta sample as a function of $B_x$ and $B_y$ is shown in Figs. 7(a) and 7(b), respectively, under a fixed current ($j_a = 0.1 \times 10^{12} \text{A/m}^2$). Again for this weak DMI sample, the Rigid-1DM (solid lines) predicts exactly the same results as the Tilt-1DM (small open symbols with dashed lines), and both are also in excellent quantitative agreement with full $\mu M$ results (large filled symbols), confirming again the negligible role of the DW tilting for weak DMI samples and the quantitative validity of the Rigid-1DM.

In the presence of SHE and low-DMI ($D \neq 0$ but $|D|$ small, so that $\chi \approx 0$) and for $P = 0$, the most general 1DM solution in the steady-state regime ($\Phi = 0$) for $H_z = 0$ takes the form

$$\dot{X} = \frac{g_0 \Delta \pi}{a} \frac{QH_{Sh} \cos \Phi}{2}$$

or

$$\tan \Phi = \frac{\pi}{2a \frac{g_0 \Delta \pi}{a} \frac{QH_{Sh} + aH_y}{QH_D + aH_y} - H_K \cos \Phi}.$$

In the case $|H_D + H_y| > H_K$, approximate analytical expressions can be obtained for the terminal DW velocity $v_T \equiv \dot{X}(t \to \infty)$. In the absence of in-plane fields ($H_x = H_y = 0$), the terminal velocity is\textsuperscript{33}

$$v_T = \frac{g_0 \Delta \pi}{a} \frac{H_D}{\sqrt{1 + \left(\frac{aH_D}{QH_D}\right)^2}}.$$  

From (17) two different regimes are deduced depending on the relative amplitude of $H_{Sh}$ versus $aH_D$. For low currents ($H_{Sh} \ll aH_D$, or $j_a \ll j_{th} \equiv \frac{2e\zeta a^2}{h \mu_0}$), the DW velocity is limited by the SHE\textsuperscript{33}

$$v_{T, \text{SHE}} \approx \frac{g_0 \Delta \pi}{a} \frac{H_D}{2H_{Sh}}.$$
whereas for high currents $j_a \gg j_h$, the DW velocity is DMI-limited as it saturates towards $^{43}$

$$v_{T,DMI} \approx \gamma_0 \Delta \frac{\pi}{2} H_D. \quad (19)$$

Considering the parameters of the Ta-sample, the transition between these two regimes occurs at $j_h \approx 3 \times 10^8 \text{A/m}^2$, in good agreement with all former 1DM and $\mu M$ results. Therefore, a current $j_a = 0.1 \times 10^{12} \text{A/m}^2$ is well above than that threshold and the terminal DW velocity predicted by (19) is $-19.73 \text{m/s}$, which is close to the value obtained from full $\mu M$ simulations ($-18.73 \text{m/s}$, see Fig. 7).

In the presence of longitudinal fields $H_x$, Eq. (17) is modified to $^{43}$

$$v_T = \gamma_0 \Delta \frac{\pi}{2} \left( H_D + H_x \right) \sqrt{1 + \left( \frac{2(H_D + H_x)}{H_{DM}} \right)^2} \quad (20)$$

and for the DMI-limited regime, the terminal DW velocity (19) becomes $^{43}$

$$v_{T,DMI} \approx \gamma_0 \Delta \frac{\pi}{2} (H_D + H_x), \quad (21)$$

which predicts quite accurately the strong linear dependence depicted in Fig. 7(a).

Under transverse fields $H_y$, the terminal DW velocity is most conveniently written as $^{43}

$$v_T = -\frac{\gamma_0 \Delta \pi}{\alpha} \frac{H_{SH}}{2} \sqrt{1 + \left( \frac{H_{SH} + 2H_{y}}{H_{SH}} \right)^2}. \quad (22)$$

It is straightforward to confirm that this approximate expression (22) also reproduces quite accurately the 1DM and the full $\mu M$ results depicted in Fig. 7(b).\(^{70}\) It is interesting to note that (22) indicates that $v_T$ exhibits a peak at $H_y = -H_{SH}/\alpha$ and tends to zero for larger $|H_y|$. For the Ta-sample, the peak occurs at $B_y = \mu_0 H_y = -287.7 \text{mT}$, which is far from the range studied in Fig. 7(b), and where the velocity reaches $v_T = -604 \text{m/s}$ (not shown).

Let us focus now on the strong DMI Pt sample. A similar analysis to the one shown in Fig. 7 for the weak DMI Ta-sample was also carried out for the Pt-sample considering the same current ($j_a = 0.1 \times 10^{12} \text{A/m}^2$). The field dependence of the terminal DW velocity is depicted in Figs. 8(a) and 8(b) for $B_x$ and $B_y$, respectively. The DW angles as a function of both $B_x$ and $B_y$ (only $\Phi$ for the Rigid-1DM, and both $\Phi$ and $\chi$ for both the Tilt-1DM and $\mu M$) are also compared in Figs. 8(c) and 8(d), where the micromagnetic DW angle $\Phi$ was computed by averaging over the strip width $L_y$.

In contrast to the 1D models, which are mathematically valid for any magnitude of $j_a$, $B_x$, and $B_y$, the micromagnetic modeling shows that thresholds exist beyond which the domains and DW structure are no longer stable: (i) Under large $|B_x|$ and $|j_a|$, the SHE destabilizes the domains. With $j_a = 0.1 \times 10^{12} \text{A/m}^2$, longitudinal fields $|B_x| > 350 \text{mT}$ cause the DW to vanish and the domain magnetization to orient nearly parallel to the applied field within the first $\sim 1 \text{ns}$ of simulation time. (ii) For transverse fields $|B_y| > 150 \text{mT}$, the DW tilting angle $\chi$ reaches $90^\circ$ and therefore, the DW extends along the strip axis ($x$), so DW motion along the $x$-axis no longer occurs. Therefore, the full $\mu M$ results described hereafter will be restricted to limited ranges: $-300 \text{mT} \leq B_x \leq +300 \text{mT}$ and $-125 \text{mT} \leq B_y \leq +125 \text{mT}$ in order to preserve the DW and its dynamics. Note that these restrictions on the in-plane fields do not apply for the 1D models.

Aside from the large positive transverse fields $B_y \geq 100 \text{mT}$, the Tilt-1DM provides a closer agreement with the $\mu M$ terminal DW velocity than the Rigid-1DM does, although both 1D models describe qualitatively similar results (see Fig. 8(b)) in the micromagnetic limited range $(-125 \text{mT} \leq B_y \leq +125 \text{mT})$. Under transverse fields (Fig. 8(d)), both the Rigid and the Tilt 1D models are also in qualitative agreement with $\mu M$ for the DW angle $\Phi$. As expected, the Tilt-1DM provides a more accurate description of the $\mu M$ than the Rigid-1DM, but significant quantitative differences are still evident; whereas the $\mu M$ computed $\Phi$ abruptly reaches $90^\circ$ for $|B_y| > 125 \text{mT}$, both 1D models predict a much more smooth DW moment rotation, requiring transverse fields in the order of $|B_y| = 400 \text{mT}$ to rotate the internal DW magnetization angle to $90^\circ$. It is also clear from Fig. 8(d) that the Tilt-1DM significantly underestimates the tilt angle $\chi$ as compared to the full $\mu M$ simulations. The $\mu M$ computed steady states under representative transverse fields are shown in Figs. 9(f)–9(i). These $\mu M$ snapshots clearly indicate the calculations based on the Tilt-1DM only describes the $\mu M$ results in a qualitative fashion for strong DMI-samples. For instance, the Tilt-1DM assumes that all magnetic moments within the DW rotate uniformly, whereas
μM results indicate that these moments exhibit some distribution of the rotation angles (see Figs. 9(f)–9(i)). Moreover, a DW in the Tilt-1DM acts as a rigid line when it tilts, whereas the micromagnetically computed DW profile is not a rigid line and exhibits bowing in the tilting process (see Figs. 9(f)–9(i)). In short, the non-uniform DW angle and the non-uniform DW tilting across the strip width cannot be described by the Tilt-1DM.

Regarding longitudinal fields ($B_x$), the Tilt-1DM provides a more accurate prediction of the μM results than the Rigid-1DM does for positive fields below +300 mT (see Fig. 8(a)), so the inclusion of the DW tilting provides a smoother transition from positive to negative terminal velocity, related to the longitudinal field-induced reversal of the DW chirality. Also, the field dependence of the DW angles $\Phi$ and $\chi$ is qualitatively described by the Tilt-1DM for positive fields smaller than +300 mT (see Fig. 8(c)), although quantitative discrepancies are again evident even for the low current density evaluated here ($j_a = 0.1 \times 10^{12}$ A/m$^2$). For negative longitudinal fields ($B_x < 0$), however, both the Tilt and the Rigid 1D models predict the same plateau of the terminal DW velocity in the micromagnetic limited range ($-300 \text{mT} \leq B_x \leq 0$), whereas the full μM results indicate a monotonic increase of DW velocity from $B_x = 0$ to $B_x = -300 \text{mT}$. These μM results are in good qualitative agreement with several experimental measurements.$^{7,8,43}$ The Tilt-1DM also predicts an increase of the terminal DW velocity for very large negative fields ($B_x < -400 \text{mT}$). However, as stated above, the magnitude of these fields is larger than the threshold above which the micromagnetic simulations indicate that the domain structure is destabilized by the spin Hall torque, so that the domain wall vanishes and the magnetization aligns closely with the longitudinal field.

Another discrepancy is also observed for the tilt angle $\chi$ under negative longitudinal fields (see Fig. 8(c)); the tilt-1DM predicts a monotonic decrease of $\chi$ from $B_x = 0$ to $B_x = -300 \text{mT}$, whereas the micromagnetic model indicates that $\chi$ reaches a minimum for $B_x \approx -100 \text{mT}$, and that the tilt angle $\chi$ increases again for smaller fields, from $B_x = -100 \text{mT}$ to $B_x = -300 \text{mT}$. The partial alignment of magnetization along $B_x$ in the two domains at both sides of the DW is evident in the $m_x$ snapshots depicted Figs. 3(c) and 3(d) for both $B_x = -300 \text{mT}$ and $B_x = +300 \text{mT}$, respectively, as compared to the zero field case (Fig. 3(b)). μM simulations for larger longitudinal fields $|B_x| > 300 \text{mT}$ indicate sample magnetization becomes aligned along x-axis. All these differences between the Tilt-1DM and the μM results suggest that a full μM analysis of the experimental studied samples is required to gain a better quantitative description of the current-induced DW motion along strong-DMI.
samples such as the Pt-sample evaluated here. Indeed, the boundary conditions imposed by the DMI at the sample surface, the in-plane component of the magnetization in the domains under the strong in-plane field applied for strong-DMI samples, and the non-uniform distribution of the DW angles (\(\Phi\) and \(\gamma\)) may play a significant role on quantifying the DW velocity in high-DMI samples. As outlined above in the previous paragraph for in-plane fields, none of these aspects can be explained by the Tilt-1DM.

It is possible, however, to explain the main cause of discrepancy between the Tilt-1DM and \(\mu M\) in strong-DMI samples in the presence of longitudinal fields pointing along the inherent DW moment, that is, under negative fields \(B_x < 0\) for the left-handed up-down walls (see, Fig. 8(a)). For this purpose, we can obtain the steady-state \((\Phi = \gamma = 0)\) DW velocity from the Tilt-1DM Eqs. (9)–(11). For \(P = 0\) and \(H_z = 0\), the general solution for the DW velocity in the steady-state regime \((\Phi = \gamma = 0)\) takes the form

\[
\dot{X} = \frac{\gamma A \pi}{2 \cos \gamma} \frac{QH_{\text{eff}} \cos \Phi}{D},
\]

which is analogous to the expression (15) obtained from the Rigid-1DM, but now including the DW tilting, which scales the terminal velocity by a factor of \(1/\cos \gamma\). In the framework of the Tilt-1DM, the terminal DW angles \(\Phi\) and \(\gamma\) are the solutions of (10) and (11) by imposing \(\Phi = \gamma = 0\). These solutions are much more complicated than the corresponding general solution for the terminal \(\Phi\) in the Rigid-1DM given by Eq. (16), but numerical solutions to the equations would yield the results already depicted in Fig. 8(c) by open symbols. In general, the Tilt-1DM underestimates the micromagnetically computed angles \(\Phi_{\mu M}\) and \(\gamma_{\mu M}\) (filled symbols in 8(c)), so we have considered these more realistic values as inputs for the analytical expression of the terminal DW velocity (23), first maintaining the analytical value of the DW width derived from \(\Delta = \sqrt{A/K_{\text{eff}}} \approx 7.62\)nm. The terminal velocity results computed from (23) with \(\Phi_{\mu M}\), \(\gamma_{\mu M}\), \(\Delta = 7.62\)nm for the negative field range \((-300\text{mT} \leq B_x \leq 0)\) under the same fixed current density \((j_a = 0.1 \times 10^{12}\text{A/m}^2)\) are depicted in Fig. 10(a) by red circles, which indicate that the DW velocity still remains constant similarly to the predictions by both the Tilt and the Rigid 1D models already shown in Fig. 8(a).

This fixed-DW width analysis points out that the underestimation of the steady-state DW angles cannot be the main cause of the strong monotonic increase of the terminal DW velocity for \(-300\text{mT} \leq B_x \leq 0\) as deduced from full \(\mu M\) (black squares in Figs. 8(a) and 10(a)). However, according to (23), the terminal DW velocity in the low-current (SHE-limited) regime is also proportional to the DW width \(\Delta\). In order to evaluate its influence on the terminal DW velocity, the DW width was micromagnetically computed \((\Delta_{\mu M})\) according to the Thiele definition for the steady-states corresponding to \(j_a = 0.1 \times 10^{12}\text{A/m}^2\) and \(-300\text{mT} \leq B_x \leq 0\). The results are in Fig. 10(b), and they indicate a monotonic increase of DW velocity as \(B_x\) decreases. When these micromagnetic values of the steady-state DW width \((\Delta_{\mu M})\) are considered as an additional input, the terminal DW velocity predicted by Eq. (23) and shown by green triangles in Fig. 10(a) matches remarkably the full \(\mu M\) results (black symbols in Fig. 10(a)). This analysis points out that when in-plane longitudinal fields are applied in the same direction as the inherent DW moment imposed by the strong DMI, the DW width increases resulting in a strong increase of the terminal DW velocity as \(|B_x|\) increases. Note that these \(\mu M\) results are in good qualitative agreement with several experimental measurements \cite{7,8,43}, where the DW velocity depicts a linear dependence on the longitudinal field.

**C. Quantifying the magnitude of DMI**

The analysis of the current-driven DW motion in the presence of in-plane longitudinal fields \(B_x\) is also relevant to quantifying the magnitude of the DMI, because the longitudinal field at which the direction of DW motion reverses (or at which the DW velocity becomes null) \(B^*\) is related in the 1DM to the DMI parameter \(D\) as \(B^* = D/(M_s \Delta)\), where \(\Delta\) is...
the DW width. For the weak-DMI Ta-sample under $j_a = 0.1 \times 10^{12}$ A/m$^2$, the DW velocity becomes null at $B_x = B^* = 9.44$ mT (see Fig. 7(a)), and the three models predict the same value. Taking into account the DW width at rest $\Delta = 7.62$ nm and $M_s = 7 \times 10^4$ A/m, a value of $|D| = 0.05$ mJ/m$^2$ is estimated, which is exactly the value considered as input parameter for the weak-DMI Ta-sample study ($D = -0.05$ mJ/m$^2$). For the strong-DMI Pt-sample in the low current regime ($j_a = 0.1 \times 10^{12}$ A/m$^2$), the zero-velocity longitudinal field $B^*$ is different between the Rigid and the Tilt 1D models: $B^*_{\text{Rigid}} \approx 225$ mT in the Rigid-1DM and $B^*_{\text{Tilt}} \approx 200$ mT in the Tilt-1DM. According to $B^* = D/(M_s \Delta)$, the Rigid-1DM predicts $|D| \approx 1.2$ mJ/m$^2$ (which is the same input parameter for the strong-DMI Pt-sample study), whereas the Tilt-1DM results in $|D| \approx 1.06$ mJ/m$^2$, which is 11% smaller than the input parameter. The micromagnetically computed values are in between these 1DM predictions: $B^*_{\text{1DM}} \approx 210$ mT and $|D| \approx 1.12$ mJ/m$^2$. Therefore, the expression $B^* = D/(M_s \Delta)$ slightly underestimates the magnitude of the DMI ($D$). As the full micromagnetic model takes into account the 3D spatial dependence of the magnetization, it can be considered as the more realistic of the three models, and therefore, we can state that the Rigid-1DM overestimates the $B_s$ whereas the Tilt-1DM underestimates it with respect to full micromagnetic simulations, which provides the most accurate estimation for $B^*$.

The velocity dependence on the longitudinal field was also evaluated in the high-current DMI-limited regime for the strong DMI sample. The results for a fixed density current of $j_a = 2.5 \times 10^{12}$ A/m$^2$ are shown in Fig. 11(a). Although in this high current regime some quantitative differences are evidenced, both the Rigid (solid lines) and Tilt (lines with small open symbols) 1D models display trends that are qualitatively similar to those of the full micromagnetic calculations, with a strong velocity dependence on $B_x$ for both positive and negative values. The zero-velocity longitudinal field $B^*$ predicted by these 1D models is the same as is predicted in the low-current regime: $B^*_{\text{Rigid}} \approx 225$ mT and $B^*_{\text{Tilt}} \approx 200$ mT.

However, for the high current evaluated here ($j_a = 2.5 \times 10^{12}$ A/m$^2$), the range of longitudinal fields is limited to $|B_x| \leq 100$ mT in the micromagnetic framework ($\mu$M). As described previously, in the presence of large longitudinal fields (here corresponding to $|B_x| \geq 100$ mT), $j_a$ destabilizes the domains and DW system. This is not surprising, because at sufficiently large $B_x$ and $j_a$ the spin Hall torque in the domains is large enough to nucleate multiple reversed domains, such that a single-DW configuration is no longer stable. The instability of the DW system occurs at smaller longitudinal fields when the current is further increased. This limits the range for the micromagnetically computed DW velocity in Fig. 6(c)), which prevents a determination of $B^*$ that can be compared to the Rigid and Tilt 1DM predictions. Although DW motion and velocity reversal under large $|B_x|$ approaching 300 mT has been observed experimentally, for $j_a$ up to $2.5 \times 10^{12}$ A/m$^2$, we are unable to reproduce such behavior micromagnetically using the present material parameters due to destabilization of the domain structure within ~1 ns of current pulse application.

Within the micromagnetically accessible range of $B_x$ ($|B_x| < 100$ mT for $j_a = 2.5 \times 10^{12}$ A/m$^2$), although the micromagnetically computed velocities track reasonably closely to the Tilt and Rigid 1DM calculations (Fig. 11(a)), it is seen in Fig. 11(b) that the micromagnetically computed tilt angles are significantly larger than those predicted by the Tilt-1DM. With $B_x = 0$, the micromagnetic results yield $\chi_{\text{dih}} \approx 45^\circ$, whereas the tilt-1DM yields $\chi_{\text{Tilt}--1DM} \approx 22^\circ$. These results highlight the need for a full micromagnetic treatment for quantitative analysis of experimental results.

D. $\mu$M simulations of realistic samples: Edge roughness and thermal effects

The preceding results were carried out by considering ideal defect-free samples at zero temperature. However, in out-of-plane magnetized thin films, DWs driven by weak driving fields or currents can interact strongly with defects, and the line profiles of such DWs moving by thermal activation can be irregular. For example, a rough DW line may have multiple angles along its length or DW tilting may result due to pinning. Here, we show through micromagnetic
simulations that DW tilting occurs due to strong DMI even in the presence of thermally activated motion through disorder and that the tilting behavior is not qualitatively altered under realistic pinning conditions.

Full micromagnetic simulations were performed by considering disorder and thermal effects at $T = 300$ K. Thermal fluctuations are micromagnetically simulated by adding a random stochastic field $\mathbb{H}_{st}$ to the deterministic effective $\mathbb{H}_{eff}$ in Eq. (1). $\mathbb{H}_{st}$ is an uncorrelated Gaussian-distributed random vector with zero mean value (see Ref. 68 for further details on its statistical properties and magnitude $\mathbb{H}_{st}$). The same cell size and time step as in the free-defect and zero temperature case were considered. The disorder was taken into account by assuming an edge roughness with a typical grain size of $D_g = 4$ nm on both sides of the strip (see Ref. 68 for further details). Such random disorder is qualitatively consistent with nano-scale defects distributed throughout experimentally measured strips.\(^{43}\) The dimensions here are the same as those for the case without pinning and thermal activation, and the same material parameters as the strong DMI Pt-sample are used. Here, we restrict the analysis to the representative results for the strong-DMI Pt sample.\(^{72}\)

Due to the random edge roughness, the DW experiences pinning against its free propagation. A minimum out-of-plane field of $B_{z,min} = B_d = 12.1$ mT, or minimum current density of $j_{d,min} = j_d = 0.14 \times 10^{12}$ A/m\(^2\), is required to propagate the DW at $T = 0$. By contrast, at $T = 300$ K, the DW propagates by thermal activation even under $B_d$ or $j_d$ lower than these threshold values. Here, we focus our attention to the current-driven case, and in order to qualitatively describe the experimentally observed thermally activated DW dynamics,\(^{43}\) we have simulated DW motion driven by a sub-threshold current density ($j_d = 0.10 \times 10^{12}$ A/m\(^2\)) in the rough strip ($D_g = 4$ nm) at $T = 300$ K. Typical temporal evolution of the DW position of the thermally activated DW motion for this fixed sub-threshold current density ($j_d = 0.10 \times 10^{12}$ A/m\(^2\) $< j_d$, which is around 28% smaller than the deterministic depinning threshold) are shown in Figs. 12(f) and 12(g) in the presence of longitudinal and transverse field, respectively. In this case, the DW propagates along the strip in an irregular fashion: it propagates until it reaches a position with strong pinning and remains there for some time until the thermal activation eventually assists the local DW depinning, and the DW starts propagating again. Since the applied current density ($j_d = 0.10 \times 10^{12}$ A/m\(^2\)) is smaller but close to the deterministic threshold ($j_d = 0.14 \times 10^{12}$ A/m\(^2\)), thermal activation at $T = 300$ K makes the duration of each DW pinning event very short ($<1$ ns).

Similar to the SHE-driven DW dynamics in a defect-free strip, DW tilting is evidenced in thermally activated motion driven by a small current ($j_d < j_d$) in a rough strip. The snapshots in Fig. 12(a) depict a typical DW configuration when the DW is driven in the $+x$ direction by the SHE under a current of $j_d = +0.10 \times 10^{12}$ A/m\(^2\). Large in-plane longitudinal $B_x$ (Figs. 12(b)–12(f)) and transverse $B_y$ (Figs. 11(d)–12(g)) fields—of magnitude 100 mT—modify the internal configuration during the thermally activated dynamics of SHE-driven DWs. A longitudinal field $B_x < 0$ supports the inherent internal DW magnetization in the $-x$ direction (left-handed chirality), whereas $B_x > 0$ acts against the inherent configuration. The DW propagates faster under $B_x < 0$ (green curve in Fig. 12(f)) than in the $B_x = 0$ case, whereas the DW velocity is reduced with $B_x > 0$ (red curve in Fig. 12(f)). As it was shown before for perfect samples at zero temperature, $B_x = +100$ mT is not sufficient to overcome the strong DMI and reverse the DW chirality completely, so the DW still propagates in the $+x$ direction. Both $B_x > 0$ and $B_x < 0$ contribute to the DW tilting as shown in Figs. 12(b) and 12(c). Note that the DWs under $B_x > 0$ and $B_x < 0$ both exhibit the same the rotation sense of DW tilting than in the defect-free and zero temperature case.

When a transverse field $|B_y| = 100$ mT is applied, the tilting of the DW line is even more pronounced (Figs. 12(d) and 12(e)). The internal DW magnetization prefers to align with the large transverse field, while the DMI stabilizes the magnetization perpendicular to the DW line (i.e., Neel DW),
resulting in the tilting of the entire DW line to accommodate both the large Zeeman and DMI energies. Therefore, $B_z > 0$ (Fig. 10(d)) and $B_z < 0$ (Fig. 10(e)) result in opposite rotations of the internal DW magnetization (i.e., $m_{DW,m}$) and the DW-line tilting.

All these micromagnetic simulations under realistic conditions (with pinning and at room temperature) indicate that the DW tilting is a dynamical effect that occurs quite generally in the presence of strong DMI. On the other hand, the DW tilting does not appear if weak DMI is considered, as it is the case of the Ta/CoFe. Moreover, these simulations clearly show that roughness does not change qualitatively the tilting behavior or the mean tilt angle. On the other hand, the averaged DW velocities in the thermally activated regime are significantly reduced as compared to the ideal free-defect and zero temperature case, and this has to be taken into account to properly interpret experimental measurements carried out in this thermally activated regime. For instance, in the absence of in-plane fields ($B_x = B_y = 0$) the averaged DW velocity under $j_s = 0.1 \times 10^{12} \text{A/m}^2$ along a rough sample ($D_g = 4 \text{ nm}$) and at room temperature ($T = 300 \text{ K}$) is $\approx 24.5 \text{ m/s}$, which is around 32% smaller than the terminal DW velocity in the perfect zero temperature case. These differences between the realistic (random pinning and thermal fluctuations) and the ideal (perfect samples at zero temperature) conditions are also significantly pronounced in the presence of in-plane fields. In the presence of a longitudinal field of $B_z = +100 \text{ mT}$, the ideal ($D_g = T = 0$) terminal velocity is $\approx 43.7 \text{ m/s}$, decreasing to 12.3 m/s under realistic conditions ($D_g = 4 \text{ nm}$ and $T = 300 \text{ K}$).

V. CONCLUSIONS

The current-induced motion of Dzyaloshinskii walls with left-handed chirality has been studied by means of full micromagnetic simulations. The analysis was performed for samples with sufficient DMI to promote the formation of Neel walls instead of Bloch configurations at rest, but two different magnitudes of the DMI were evaluated according to recent experimental measurements. The $\mu M$ results for a typical weak DMI structure (Ta-sample) are accurately described by the one-dimensional model (Rigid-1DM) just in terms of the DW position ($X$) and the internal DW angle ($\Phi$), confirming the validity of this simple description due to the negligible tilting of the DW normal ($\gamma \approx 0^\circ$) for such weak DMI samples ($|D| \approx 0.05 \text{ mJ/m}^2$). Approximate solutions for the terminal DW velocity were presented under in-plane fields for both the low-current (SHE-limited) and the high-current (DMI-limited) regimes, in good quantitative agreement with $\mu M$ and 1DM numerical solutions.

When these $\mu M$ and 1DM studies are carried out for a typical strong DMI Pt-sample ($|D| \approx 1.2 \text{ mJ/m}^2$), the DW tilting plays a significant role to understand the current-induced DW dynamics. Our results indicate that in general a Tilt-1DM ($X, \Phi, \gamma$), which describes the DW motion in terms also of the DW tilt angle $\gamma$, provides a better qualitative description of the full $\mu M$ results than the Rigid-1DM ($X, \Phi$). However, the agreement between both the Tilt-1DM and full $\mu M$ is not completely satisfactory for all the range of analyzed in-plane fields. In particular, even for the low current studied here, the increase of the DW velocity $v$ for negative longitudinal fields $B_z < 0$ (along the inherent DW moment) cannot be quantitatively described by the Tilt-1DM, which similarly to the Rigid-1DM, also predicts a plateau of the DW velocity in the analyzed current and fields ranges. These discrepancies with $\mu M$ simulations are related to the limitations of the Tilt-1DM, which assumes that all magnetic moments within the DW rotate uniformly, whereas $\mu M$ results indicate that these moments exhibit some distribution of the rotation angles. Moreover, a DW in the Tilt-1DM acts as a rigid line when it tilts, whereas the micromagnetically accurate DW is not a rigid line and exhibits bowing in the tilting process. Also the variations of the DW width were demonstrated to play a significant role in understanding both micromagnetic and experimental results, in particular, when the longitudinal field is applied along the inherent DW moment imposed by strong DMI.

Finally, it was also verified that under realistic conditions including edge roughness and thermal activation, the DW tilting arises from strong DMI, confirming our interpretation of the experimental observations for the Pt/CoFe/MgO. This study contributes to the understanding of the current-induced DW motion by the spin Hall effect along high perpendicular magnetocrystalline multilayers with DMI, and it suggests that a full micromagnetic modeling is required to achieve a better description of the experimental measurements for strong DMI samples, whereas a simple Rigid-1DM suffices to describe quantitatively the DW dynamics in weak-DMI samples. Our analysis is particularly relevant from a fundamental point of view. Nowadays, several experimental works are using the one-dimensional models to interpret their velocity measurements as a function of the longitudinal field, and the estimation of $D$ is done from the field required to reverse the direction of the current-induced DW motion. Although this velocity-based method seems to be proper for weak-DMI samples ($|D| \sim 0.05 \text{ mJ/m}^2$) it is not free of shortcomings. Indeed, the possible changes in the DW width, the incertitude on the damping, the details of the pinning, and the role of the Joule heating could provide poor estimations of $D$. The limitations of this velocity-based method are exacerbated for systems with strong DMI ($|D| \sim 1 \text{ mJ/m}^2$), where the longitudinal fields required to reverse the DW chirality and current-driven DW motion direction could be large enough to promote the destabilization of the single-DW configuration with nucleation of multiple domains. From the technological point of view, strong DMI systems with high spin Hall angle and low damping are desirable to achieve high performance DW-based devices, with high DW velocities under low currents. On the other hand, strong DMI can give rise to significant DW tilting which limits the distance between adjacent walls, and consequently, the maximum density of the stored information.
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The effect of the same edge roughness and thermal fluctuations at 300 K on both the field- and current-induced DW motion was also about the GPMagnet.

Taking into account the analyzed dimensions and materials parameters of the Ta-sample, the magnitude as corrections, and (15) and (16). In spite of this, it was verified that the analytical expressions for $H_D$ and $H_K$ magnitude as $C_25/C_0$ corrections, and (7), 3105 (2013).

$H_x$ and $H_y$; $H_z$ do not fulfill. When $H_x + H_y$ is of the same order of magnitude as $H_K$, the analytical expressions (20), (21), and (22) require corrections, and $H_y$ has therefore to be computed numerically from Eqs. (15) and (16). In spite of this, it was verified that the analytical expressions (20), (21), and (22) predict in a excellent manner the numerical results of Fig. 7.

Taking into account the analyzed dimensions and materials parameters of the Ta-sample, $H_D \approx 7 \pm 5 \text{ka/m}$ and $H_N \approx 12 \pm 2 \text{ka/m}$, so the approach $H_D + H_N$ 9$. The effect of the same edge roughness and thermal fluctuations at $T = 300$K on both the field- and current-induced DW motion was also studied for the Ta sample. In this weak DMI case, no evidence of DW tilting was found considering these realistic conditions.

47G. Bertotti, Hysteresis in Magnetism: For Physicists, Materials Scientists and Engineers (Acad. Press, San Diego, California, 1998).