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1. Introduction

Polymer/clay nanocomposites, as members of the organic–inorganic nanocomposite family, are promising materials exhibiting attractive hybrid physical and mechanical properties arising from synergistic effects among their components. The nanocomposites show improved mechanical properties over microcomposites with similar micro-structure. Although this can be partially attributed to the high stiffness of nanoparticles, the improved bonding between bulk polymer matrix and the surfaces of the fillers due to the high surface-to-volume ratio at the nanoscale also contributes to this improvement. The influence of the interphase, a region between the polymer matrix and the filler surfaces with substantially modified polymer chain conformational states caused by molecular interactions with the reinforcement phase, is perhaps the main contributor to the enhancement of nanocomposite mechanical properties (Pukanszky, 2005; Putz et al., 2008; Ginzburg and Balazs, 1999; Liu et al., 2004; Ciprari et al., 2006). A recent study of the influence of the filler to matrix stiffness ratios (SRs) on nanocomposite enhancement efficiency showed an asymptotic upper limit to the increased enhancement efficiency with increasing SRs (Li et al., 2011). This previous analysis demonstrated that without a finite thickness interphase region, large values of SR result in no substantially improved enhancement. Many existing nanocomposites have SRs that have reached this limit. Therefore, in order to further optimize the mechanical properties of nanocomposites, an examination of the role of the interphase becomes important for nanocomposite design.

The present study focuses on a type of nanocomposite formed via LBL assembly of polymer and clay nanoparticles (Podsiadlo et al., 2007, 2008; Li et al., 2008a,b,c; Kaushik et al., 2009). The experimental results from a family of LBL polyurethane–montmorillonite (PU–MTM) clay nanocomposites (Kaushik et al., 2009) are used. The nanostructures of these LBL PU–MTM clay nanocomposites are studied in Section 2.

Classical two-phase micro-mechanical models, such as the Mori–Tanaka (M–T) model (Mori and Tanaka, 1973; Tandon and Weng, 1984) and the Halpin–Tsai (H–T) model (Halpin, 1969; Halpin and Kardos, 1976) fail to predict the mechanical stiffness of LBL PU–MTM nanocomposites, as shown in Section 3. A similar observation has been reported by other researchers when applying these models directly to other nanocomposite structures (Sheng et al., 2004; Hibaib et al., 2007; Liu and Brinson, 2006; Li et al., 2008b). Depending on the components and the manufacturing processes of different types of nanocomposites, the existence of the interphase can be attributed to the gyration of the polymer chain...
describe the constitutive behavior of a material and we need to

Classical elasticity assumes that the stress at a material point is uniquely determined by the strain at that point. Nonlocal elasticity which is a higher order continuum theory of elasticity (Eringen, 1972; Eringen and Edelen, 1972, also a review can be found in Bazant and Cedolin, 1991) argues that the stress at any particular point in a solid is not only determined by the strain at that point, but also by the strains of the neighboring points. If the strain gradient is high, classical elasticity is not sufficiently accurate to describe the constitutive behavior of a material and we need to resort to strain gradient theory.

In Section 6, the strain gradient M–T model is developed and is applied to predict the stiffness of the PU–MTM specimens. An alternative strain gradient elasticity theory (Aifantis, 1999; Askes and Aifantis, 2006) is introduced to the Mori–Tanaka model derived in the framework of classical elasticity (Tandon and Weng, 1984). Again, excellent correlation with experimental data is obtained. In addition, it is also shown in Section 6 that the strain gradient M–T model is size-dependent. Strain gradient plasticity has also previously been applied to study the plastic behavior of PU–MTM nanocomposites, as described in Li et al. (2008c).

2. Nanostructure

The LBL PU–MTM clay nanocomposite (Kaushik et al., 2009) is a type of nanocomposite that results in a well-defined spacing between subsequent clay layers by virtue of sequential layering of polymer and clay nanoparticles (Podsiadlo et al., 2007, 2008). An RVE based on the nanostructure of the PU–MTM nanocomposite is described in this section. The clay particles in the PU–MTM are exfoliated as layers composed of disk or flake-shaped particles dispersed in a PU matrix. Each clay layer is comprised of aligned clay flakes separated by the PU matrix in a manner similar to the brick and mortar structure of nacre (Tang et al., 2007; Barthelat et al., 2007). Specimens with various volume fractions of clay are obtained by changing the thickness of the polymer layers. In reality, the boundaries of the clay particles are irregular. Also, the staggering within particle layers is not uniform, but overall, these nanocomposites have a well-defined stratified nanostructure. For simplicity, the nanostructure is idealized by neglecting these irregularities and non-uniformities, as shown in Fig. 1. The idealized nanostructure leads to a feature of in-plane orthotropy, although the real material is in-plane isotropic.

For the PU–MTM nanocomposites, each particle shown in Fig. 1(a) and (b) represents an effective particle that includes a few layers (how the number of layers can be determined will be explained later in this section) of silicate nanoparticles each with a thickness of 1 nm connected by layers of water bridges with a thickness of 0.28 nm (Kaushik et al., 2009); the details of the effective clay particle are shown in Fig. 1b.

Both 2D plane strain and 3D RVEs for FE analysis are chosen based on the idealized nanostructure shown in Fig. 1. For a 2D plane strain RVE, the nanostructure through-the-thickness is shown in Fig. 1(b) by the red and blue squares and the plane strain condition holds in the third direction. For a 3D RVE, in addition to the structure through-the-thickness shown in Fig. 1(b), the structure viewed in the third direction is shown in Fig. 1(a) by the red and blue squares. There are many ways of choosing the RVEs, which can be generalized into two types: symmetric (shown by the red squares C or D in Fig. 1) or unsymmetric (shown by the blue squares A or B in Fig. 1). An unsymmetric RVE is recommended for FE simulation with periodic boundary conditions (PBC), because when applying PBCs, the symmetric structure will conflict with the PBC and lead to inaccurate simulation results, as also reported by Hbaieb et al. (2007). The details of the unsymmetric through-thickness cross section of the RVE are shown in Fig. 2.

In Fig. 2, $L_c$ is the length of the RVE, $t_c$ is the thickness of the RVE, $t_p$ is the thickness of the effective clay particle, $L_p$ is the length of the effective clay particle, and $t_b$ is the bilayer thickness, defined as the distance between the mid-planes of two neighboring clay layers. For the LBL PU–MTM nanocomposites, an average $L_p$ was measured using light scattering (Zetasizer) and the average $t_b$ by scanning electron microscopy (SEM). $L_p$ is 110 nm and $t_b$ varies with different volume fractions of clay, reported by Kaushik et al. (2009). The unknown independent dimensions are $t_p$, $L_p$, and $t_b$ (the thickness of the assumed uniform effective interphase), which cannot be measured from the experiments. In this section, we will illustrate how to determine $t_p$ and $L_p$ by analyzing the

![Fig. 1. Sketch of the idealized nanostructure of an LBL nanocomposite (brown squares represent clay particles, green layers are polymer layers). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)](Image)
nanostructure. $L_{o1}$ and $L_{o2}$ are the staggering lengths between clay layers. Fertig and Garnich (2004) studied the influence of the staggering factor ($L_{o1}/L_p$) ranging from 0 to 1, and showed that the staggering factor has a small effect on exfoliated nanocomposites. For the present idealized nanostructure, $L_{o1} = L_{o2}$ is assumed, indicating that the staggering factor equals $L_{o1}/L_p$. Thus, $L_{o1}$ and $L_{o2}$ are not independent parameters, when the volume fraction is known, they are determined from $L_p$ and $L_c$. For the LBL polymer/clay nanocomposite, the staggering factor is much larger than 0. It is reasonable to assume the staggering factor is larger than 1/4, since there is only a little gap (less than 0.5 $L_p$) between neighboring clay particles in a single clay layer. Thus, the independent dimensions of the 3D RVE are related to the volume fraction of the nanocomposites:

$$f_v = \frac{L_c^2 t_p}{L_p^2 t_b},$$

which indicates:

$$f_v \propto \frac{1}{t_b}.$$  \hspace{1cm} (2)

Assuming:

$$f_v = K \left(\frac{1}{t_b}\right),$$  \hspace{1cm} (3)

then

$$K = \frac{L_c^2}{L_p^2} t_p.$$  \hspace{1cm} (4)

The bilayer thicknesses $t_b$ for PU–MTM specimens with various volume fractions $f_v$ are measured by SEM and reported by Kaushik et al. (2009). Eq. (3) indicates that if the idealized RVE of the nanostructure is correct, the two variables measured, $f_v$ and $\frac{1}{t_b}$, should be linearly related. Also, $K$ in Eq. (3) can be found by linear regression, as shown in Fig. 3, in which the markers are the experimental data reported by Kaushik et al. (2009), the line is obtained by linear regression, and the slope of the line is $K$, which is found to be 2.17 nm.

Considering that gaps exist between clay particles in the same layer, which indicates $\frac{L_p}{t_b} < 1$, from Eq. (4), we obtain:

$$t_p > K.$$  \hspace{1cm} (5a)

Thus, $K$ gives the lower limit of the clay layer thickness.

The upper limit of $t_p$ is determined by the aforementioned staggering factor of clay particles. Since the staggering factor is larger than 1/4, we can get $\frac{L_c}{L_p} > \frac{3}{2}$. From Eq. (4), we obtain:

$$t_p > 2.25K.$$  \hspace{1cm} (5b)

Kaushik et al. (2009) observed that small-angle shoulders in the wide angle X-ray scattering response of these nanocomposites which indicates that the effective clay particles include several layers of silicate nanoparticles (1 nm thickness per layer) connected by layers of water bridges (about 0.28 nm thickness per layer).

Therefore, from Eqs. (5a) and (5b), we can obtain the number of silicate layers in the effective clay particles. This number is larger than 2 but less than 4. Thus the effective clay particle is determined to be composed of three layers of silicate particles connected by two layers of water bridges, as shown in Fig. 1(b). The thickness of the effective clay particles is therefore determined to be $t_p = 3.6$ nm.

In addition, Eq. (4) yields:

$$L_c = \frac{L_p}{K} \frac{1}{t_p}.$$  \hspace{1cm} (6)

Thus, from Eq. (6), the unknown dimension $L_c$ is determined to be 142 nm.

So far, the nanostructure and dimensions of the RVEs are determined. In the following section, the role of the interphase in the enhancement mechanism of the LBL PU–MTM nanocomposites is studied by comparing the FE results of RVE models without an interphase and with an assumed uniform interphase. The interphase properties are determined during this process.

3. Determination of the interphase properties by an inverse FE simulation method

In Kaushik et al. (2009), the in-plane tensile stiffnesses of five PU–MTM specimens with volume fractions 5%, 7%, 9%, 12%, 20% were reported. For FE simulations, the 3D model is more accurate than the 2D model but the 2D model is more efficient computationally. Therefore, in this study, both 2D and 3D simulations are performed and the results are compared with the experimental results.

Both 2D plane strain and 3D FE models using the type A unsymmetric RVE shown in Fig. 1 are constructed in ABAQUS\textsuperscript{1} version 6.6.

---

\textsuperscript{1} ABAQUS is a commercially available finite element software package under license to the University of Michigan.
The dimensions of the clay particles and the RVEs have been determined by the nanostructure described in Section 2. Each phase is assumed to be linear elastic and isotropic. The Young’s modulus of the effective clay particle is \( E_i = 270 \text{ GPa} \), (used by Podsiadlo et al. (2007), and can be obtained by the molecular dynamic approach proposed by Manevitch and Rutledge, 2004), the Poisson’s ratio of soft clay is 0.375 (Dunn et al., 1980), and that of nano MTM particles were reported to be in a range of 0.2–0.4 in the literature (Cosoli et al., 2008; Suter et al., 2007). Here, we assume the Poisson’s ratio of the effective clay particles, \( \nu_i = 0.375 \); the Young’s modulus of PU is \( E_p = 25 \text{ MPa} \), and its Poisson’s ratio is \( \nu_p = 0.48 \) (Qi and Boyce, 2005). As a result of orthotropy, the modulus and Poisson’s ratios of the 3D RVE satisfy \( E_{xy} = E_{yx} \), \( \nu_{xy} = \nu_{yx} \), and \( \nu_{xz} = \nu_{zx} \). By simulating the in-plane simple tension of 3D RVEs of various volume fractions, the elastic parameters \( E_{xy} \), \( \nu_{xy} \) and \( \nu_{xz} \) for various volume fractions can be obtained. In 2D plane strain RVEs, the clay particle is a combination of the effective clay particle and PU matrix, shown in Fig. 2. Thus the Young’s modulus of the clay particle in a 2D RVE is estimated using the rule of mixtures. The contribution of the PU part is negligible. Thus, \( E_{sp} = \frac{1}{2} E_i = 209 \text{ GPa} \). From the 2D simulations of tension loading, the plane strain modulus \( E_{sp} \) can be obtained. The modulus \( E_{xy} \) can be calculated using \( E_{xy} = (1 - \nu_{xy}^2)E_{sp} \), where \( \nu_{xy} \) is obtained from the results of the 3D RVEs.

The interphase is assumed to have the same Poisson’s ratio as the PU matrix. The thickness \( t_i \) and stiffness \( E_i \) of the interphase are determined from FE simulations. The strategy of determining \( E_i \) and \( t_i \) is an inverse approach in which the stiffness of the two-phase RVEs with no interphase is solved both numerically and analytically and is compared with the experimental data. To simulate the mechanical behavior of a nanocomposite specimen by a RVE that is far from its edge, periodic boundary conditions are used in the FE simulations. Nodal constraint equations are used to impose PBCs in ABAQUS. Details of this approach can be found in the recent literature (Sheng et al., 2004; Hbaieb et al., 2007; Tang et al., 2007; Bertoldi et al., 2008).

### 3.1. Results of the two-phase models with no interphase

Two existing two-phase micro-mechanical composite models, the Mori–Tanaka (M–T) model and the Halpin–Tsai (H–T) model were used by Sheng et al. (2004) to model polymer/clay nanocomposites. The Halpin–Tsai model is an empirical composite model developed by analyzing many FE simulations of different composite configurations as described by Halpin (1969) and Halpin and Kardos (1976). The M–T model uses the concept of average stress, introduced by Mori and Tanka, who considered the average matrix stress to be perturbed from that of the applied stress due to the presence of the inclusions. Then, the volume averages of the perturbations over the matrix and inclusion volume must vanish to maintain equilibrium. Details of the M–T model are provided in Mori and Tanaka (1973), Tandon and Weng (1984).

In this section, the H–T model, the M–T model and the 2D plane strain and 3D FE models without an interphase are all used to predict the Young’s modulus of the PU–MTM specimens at various volume fractions. These predictions are compared with the experimental data reported by Kaushik et al. (2009). A comparison of the modeling and experimental results is made in Fig. 4, in which it is shown that with the assumption of no interphase, all analytical and numerical model predictions are well below the experimental data. Also, the H–T model over-predicts the FE results and the M–T model is consistent with the FE results for small volume fractions but under-predicts the FE results for larger volume fractions. Similar trends are reported in the literature. For example, Sheng et al. (2004) compared the H–T, M–T and 2D plane strain FE results for polymer/clay nanocomposites with volume fractions less than 10%, and a similar conclusion was drawn. Hbaieb et al. (2007) has shown that the M–T model can predict the stiffness of nanocomposites with volume fractions less than 5% but underestimates the stiffness at higher volume fractions. Li et al. (2011) recently demonstrated the same trend when two-phase H–T and M–T models are used to simulate the stiffness of nanocomposites with very high stiffness ratios (SRs) as is the case with the present PU–MTM nanocomposites (SR = 10,000).

The 2D RVE represents the 3D nanostructure of the material and therefore is more accurate than the 2D model. However, all two-phase models with no interphase greatly underestimate the experimental data, as shown in Fig. 4. In the next section, an interphase layer will be introduced to the RVEs. FE simulations are used to determine the properties of the interphase.

### 3.2. Results of the three phase model with a uniform thickness interphase

The results in Section 3.1 show that unlike microcomposites (such as continuous fiber composites used in the aerospace industry), in which the interphase can be neglected with no substantial influence to the stiffness evaluation, the interphase must be considered in nanocomposites, as also shown in previous work (Fertig and Garnich, 2004; Liu and Brinson, 2006, 2008). Although the interphase thickness should not be a constant size due to the absence of a well-defined border of the interphase with the bulk polymer (Ciprari et al., 2006), we assume an interphase layer around the clay particles with a constant ‘effective’ thickness to initiate the study. This interphase is also assumed to be an isotropic and linear elastic continuum. The interphase that forms between the polymer and clay layers in the LBL manufacturing process is not dependent upon the clay volume fraction. It is therefore assumed that the value of \( E_i \) is independent of volume fraction, as is \( t_i \) at low volume fractions, i.e. at clay layer separations greater than \( 2t_i + t_p \). With an increase in clay volume fraction, the distance between neighboring interphase layers eventually goes to zero and then the material becomes quasi-two-phase: clay particles and interphase. This concept was illustrated by Li et al. (2008b). Kaushik et al. (2009) observed a sharp transition from ductile to brittle response at the clay volume fraction of 12%, thus the specimen with the volume fraction of 12% is assumed to be quasi-two-phase, suggesting that the interphase regions have begun to contact and/or overlap at this volume fraction and the specimens with volume fraction larger than 12% are all approximately quasi-two phase.
The initial Young's modulus of the interphase can therefore be calculated inversely from the M–T model using the experimental data corresponding to the 0.12 volume percent clay. The ratio of the interphase stiffness to the PU matrix stiffness is defined as \( nE_i = \frac{E_i}{E_0} \). The ratio of the interphase thickness to the PU matrix thickness is defined as \( n_t = \frac{t_i}{t_p} \). The result of this inverse calculation with the M–T model gives a value of \( nE_i = 17 \). The simulations of the two-phase model with all matrix replaced with the interphase and using the H–T model, the M–T model, and 2D and 3D FE simulations are compared with the experimental data of Kaushik et al. (2009) in Fig. 5.

From the FE results, it can be concluded that the interphase layers do contact one another when the volume fraction is near 12%, because the two-phase FE results over-predict the stiffness when the volume fraction of the specimen is less than 12%, while for a volume fraction larger than 12%, the FE results are consistent with the experiments, which indicates that the material transforms from three-phase to two-phase as the volume fraction increases beyond 12%. Therefore, the thickness of the interphase can be calibrated at this volume fraction. \( n_t = 2 \) is obtained. Using \( nE_i = 17 \) and \( n_t = 2 \) obtained from the FE calibration results, the 2D and 3D RVEs with constant interphase can predict the stiffness of all specimens, spanning the volume fraction range from 5% to 20%, as seen in Fig. 6(a) and (b). It is worth noting that \( nE_i = 17 \) obtained from the M–T method is only an initial value of the inverse method because when the SR is high, the accuracy of M–T model decreases with the increasing volume fraction (Li et al., 2011). If needed, more accurate values of \( nE_i \) and \( n_t \) can be obtained with another round of iteration.

4. The synergistic effect due to interphase

The stress and strain distributions of both 2D and 3D RVEs of various volume fractions are shown in the Appendix A. Since the analysis in this section is conceptual, for simplicity, the 2D results are used. The sketch of the strain distribution between two neighboring clay layers and the coordinate system are shown in Fig. 7.

Taking the case with a volume fraction of 5% as an example, the real strain and stress distributions along \( z \) as illustrated in Fig. 7 are shown in Fig. 8. When an interphase is included, the interphase helps redistribute loads between the matrix and the particles; strain in the particles is increased and the strain in the matrix is reduced, as shown in Fig. 8(a). Also, by comparing the peaks of the two curves shown in Fig. 8(b), it is seen that with an interphase, the load carried by the clay particles increases more than 6 times. If there is no interphase, clay particles take about 84% load; with an interphase, the load taken by clay particles increases to 98%.

Without the interphase, as the SR increases, the load carrying capability of the particles increases, however, this increase is limited by the particle stiffness, leading to an upper limit of the enhancement efficiency with the increase of SRs (Li et al., 2011). As a metaphor to the old saying ‘the abler a man is, the busier he gets’, although the load carrying ability of the interphase itself and its contribution to the stiffness of the composite is negligibly small, it plays an important role to act as a ‘buffer’ layer, making the ‘abler’ clay get even ‘busier’. Therefore, much more improved enhancement efficiency can be achieved due to this distinct ability of the interphase in controlling load transfer.
From the 2D FE results with no interphase, the distributions of tensile strain component $\varepsilon_{xx}$ along $z$ in the PU matrix between clay layers can be accurately fitted by a parabola, shown in Fig. 9.

Since the strains along $x$ are quasi-constant, $\frac{\partial \varepsilon_{xx}}{\partial x} \approx 0$. Thus the strain Laplacian, is simplified to $\nabla^2 \varepsilon_{xx} \approx \frac{\partial^2 \varepsilon_{xx}}{\partial z^2}$ and can be calculated from the parabolas shown in Fig. 9. The distribution of $\kappa_{xx} = \nabla^2 \varepsilon_{xx}$ along $z$ is shown in Fig. 10, which shows a rapid increase of the absolute value of the strain gradient when approaching the clay/PU interface. A similar phenomenon is observed for all volume fractions. According to Eq. (9), the area with a large absolute value of strain gradients near the interface can be equivalent to an effective interphase. It is also shown in Fig. 10 that with the decrease of volume fraction, the peaks of $\kappa_{xx}$ tend to flatten, so the assumption of an effective interphase layer with constant thickness used in Section 3 is reasonable. The value of $n_{ti} = 2$, i.e. $t_i = 7.2$ nm calibrated in Section 3 is shown to be consistent with the strain gradient analysis, as shown in Fig. 10, in which the thickness of the shaded effective interphase area is of the same order as $t_i$ calibrated from FE simulations.

6. Strain gradient Mori–Tanaka model

The existence of interphase layers can be due to various physical and/or chemical reasons. Analogy of the strain gradient effect and the effective interphase has been explained in Section 5. From the view of continuum mechanics, instead of adding a separate interphase in modeling, as shown in Section 3, the introduction of strain gradient elasticity to the classical composite theory can achieve a similar synergistic effect. In this section, a strain gradient Mori–Tanaka Model (SGMT) is derived by introducing the theory of strain gradient elasticity to the classical Mori–Tanaka composite model (Tandon and Weng, 1984).

When constant stresses $\sigma_{ij}$ are applied at the boundaries, the strain field of the matrix is assumed to be uniform before adding the inclusions. The stiffness tensor of the matrix is $C_{ijkl}^0$, the initial uniform strain in the matrix is $\varepsilon_{ijkl}^0$. The stress and strain in the matrix are related as:

$$\sigma_{ij} = C_{ijkl}^0 \varepsilon_{ijkl}^0.$$  

(10)

If the inclusion is ellipsoidal, the stress and strain fields are always uniform and there is no strain gradient, the strain gradient elasticity degenerates into classical elasticity, and the classical composite theory holds. But if the inclusion is non-ellipsoidal, after adding the inclusions, the stress and strain fields in the matrix are not

---

5 There is different from the unit matrix.

2 For a 1D case, Eq. (9) is simply $\varepsilon(x) = E(I - P_{kl}(x))\varepsilon(x) = \text{effective}(x)$, so the effect of strain gradient can be equivalent to a material with non-uniform effective stiffness.

---

Fig. 8. Comparison of strain and stress distributions along $z$ of the 2D FE models with and without an interphase ($f_i = 5\%$): (a) strain distribution, (b) stress distribution.

5. Strain gradient effect

It is worth noting that both the analytical models (H–T and M–T) and the FE models are based on classical elasticity. When the strain gradient terms are large, classical elasticity may fail to appropriately describe the constitutive relation of the material. In these instances we can resort to strain gradient elasticity theory.

The discrepancy shown in Fig. 4 is now explained by studying the strain gradient effect in this section.

For highly non-uniform stress–strain fields, the constitutive relation can be described by strain gradient elasticity (Aifantis, 1999; Askes and Aifantis, 2006) as:

$$\sigma(x, y, z) = C : \varepsilon(x, y, z) - I \nabla^2 \varepsilon(x, y, z),$$

(7)

where $\sigma$ is the stress tensor, $C$ is the stiffness tensor, $\varepsilon$ is the strain tensor and $\nabla^2 \varepsilon$ is a strain Laplacian. By assuming:

$$\nabla^2 \varepsilon(x, y, z) = K(x, y, z) \circ \varepsilon(x, y, z),$$

(8)

where $K$ is a second order tensor relating the components of strain gradient with strain components, ‘$\circ$’ represents the Hadamard product or entrywise product, Eqs. (7) and (8) yield:

$$\sigma(x, y, z) = C : \left\{I - I^2 K(x, y, z) \circ \varepsilon(x, y, z)\right\},$$

(9)

where $I$ is a two dimensional tensor with all components equal one.

Eq. (9) indicates that the strain gradient effects can be equivalent to a non-uniformly distributed effective stiffness.
uniform and the uniformity depends on the value of SR (Li et al., 2011), which indicates that the perturbation strain in the matrix is non-uniform. In order to distinguish this non-uniformity from the uniform cases, the notation (•) is used to represent the spatial average of a field quantity. Thus the spatial average of the strain in the composite \( \langle \varepsilon_{ii} \rangle \) is related to the constant applied stress \( \bar{\sigma}_i \) linearly through the stiffness of the composite as:

\[
\bar{\sigma}_i = C_{ijkl} \varepsilon_{kl}.
\]

The perturbation stress and strain to the matrix are described using the strain gradient elasticity theory, shown in Eq. (7). Thus, the average perturbation stress and strain relation becomes:

\[
\langle \bar{\sigma}_{ii} \rangle = C_{ijkl}^{0} \varepsilon_{kl} + \langle \bar{\varepsilon}_{ii} \rangle - \left( \nabla^2 \varepsilon_{ii} \right),
\]

where, \( l \) is the intrinsic length scale of the material determined by the material nanostructure. For the LBL nanocomposites, \( l \) should be related to the thickness of the PU matrix layer. Then the averaged stress field of the matrix after perturbation is

\[
\bar{\sigma}_i + \langle \bar{\sigma}_i \rangle = C_{ijkl}^{0} \varepsilon_{kl} + \langle \bar{\varepsilon}_i \rangle - \left( \nabla^2 \varepsilon_{ii} \right).
\]

For composites with very high SRs, such as the present PU–MTM nanocomposites, the strain in the inclusion is infinitely small. Therefore, the gradient of the perturbation strain to the strain field of the inclusion \( \varepsilon_{ii} \) due to the inclusion itself is neglected. Thus \( \varepsilon_{ii}^{0} \) is uniform. After the perturbation, the stress in the inclusions satisfies:

\[
\bar{\sigma}_i + \langle \bar{\sigma}_i \rangle + \sigma_{ii}^{\text{pert}} = C_{ijkl}^{0} \varepsilon_{kl}^{0} + \langle \bar{\varepsilon}_i \rangle - \left( \nabla^2 \varepsilon_{ii} \right) + \varepsilon_{ij}^{\text{pert}} - \varepsilon_{ij}^{0},
\]

where, \( C_{ijkl}^{0} \) is the stiffness of the inclusion and \( \sigma_{ii}^{\text{pert}} \) is the second perturbation stress, and

\[
\varepsilon_{ij}^{\text{pert}} = S_{ijkl}^\text{Esh} \varepsilon_{kl}^{\text{mix}}.
\]

where \( S_{ijkl}^\text{Esh} \) is the Eshelby tensor, which was derived by Tandon and Weng (1984) as a function of the aspect ratio of the inclusion and the elastic moduli of the matrix, and \( \varepsilon_{kl}^{\text{mix}} \) is the eigen strain.

The total perturbation stress in both the matrix and the inclusion should be zero:

\[
\langle \bar{\sigma}_{ii} \rangle + f \sigma_{ii}^{\text{pert}} = 0,
\]

where, \( f \) is the volume fraction of the inclusion. The total spatial average strain of the composite is obtained by the rule of mixtures:

\[
\langle \varepsilon_{ii} \rangle = \varepsilon_{ii}^{0} + \langle \bar{\varepsilon}_i \rangle + f \varepsilon_{ij}^{\text{pert}}.
\]

Therefore, if the strain gradient terms are known, the stiffness of the composite can be solved from the system of Eqs. (11)–(13), (1), (15)–(17). The gradient term leads to a synergistic effect of the enhancement efficiency. This effect will be evaluated quantitatively by a simplified assumption that:

\[
\nabla^2 \varepsilon_{ii} = \beta \langle \bar{\varepsilon}_i \rangle.
\]

Using Eqs. (18), (12) becomes:

\[
\langle \bar{\sigma}_{ii} \rangle = C_{ijkl}^{0} \varepsilon_{kl}^{0} + a \langle \bar{\varepsilon}_i \rangle,
\]

where, \( a = 1 - \beta f \). The influence of the strain gradient term can be modeled by the scalar parameter \( a \). Eq. (13) becomes:

\[
\bar{\sigma}_i + \langle \bar{\sigma}_i \rangle = C_{ijkl}^{0} \varepsilon_{kl}^{0} + a \langle \bar{\varepsilon}_i \rangle + \varepsilon_{ij}^{\text{pert}} - \varepsilon_{ij}^{0}.
\]

Eq. (14) becomes:

\[
\bar{\sigma}_i + \langle \bar{\sigma}_i \rangle + \sigma_{ii}^{\text{pert}} = C_{ijkl}^{0} \varepsilon_{kl}^{0} + \langle \bar{\varepsilon}_i \rangle + \varepsilon_{ij}^{\text{pert}} + \varepsilon_{ij}^{0} - \varepsilon_{ij}^{0}.
\]

By solving Eqs. (20), (21) and (16), the normal eigen-strains can be implicitly written as:

\[
\begin{bmatrix}
D_1 & 1 & 1 \\
1 & D_1 & 1 \\
1 & 1 & D_1
\end{bmatrix}
\begin{bmatrix}
\varepsilon_{11} \\
\varepsilon_{22} \\
\varepsilon_{33}
\end{bmatrix}
+ \begin{bmatrix}
B_1 & B_2 & B_3 \\
B_2 & B_3 & B_4 \\
B_3 & B_4 & B_5
\end{bmatrix}
\begin{bmatrix}
\varepsilon_{11} \\
\varepsilon_{22} \\
\varepsilon_{33}
\end{bmatrix} = 0,
\]

where

\[
D_i = \frac{f^2_c - \mu_0}{\mu_1 - \lambda_0}, \quad B_i = \frac{f^2_c - \mu_0}{\mu_1 - \lambda_0},
\]

and

\[
\varepsilon_{12} = \frac{f \mu_0 \varepsilon_{13}}{\lambda_0}, \quad \varepsilon_{13} = \frac{f \mu_0 \varepsilon_{12}}{\lambda_0},
\]

where \( \varepsilon_{12}, \varepsilon_{13} \) are again provided as given by Tandon and Weng’s (1984), paper and

\[
D_0 = \frac{\lambda_0 - \mu_0}{\lambda_0 - \mu_0}, \quad B_0 = \frac{\lambda_0 - \mu_0}{\lambda_0 - \mu_0},
\]

Therefore, the components of the stiffness matrix can be solved.

This strain gradient M–T model is applied to the present PU–MTM nanocomposites. First, assuming the parameter of strain gradient \( a \) is a constant independent of volume fraction, by taking \( a = 0.04 \), the SGMT prediction is compared with experiments and classical elasticity models in Fig. 11(a). Physically, the strain gradient effects can be analogous to an interphase area with gradually
changing properties or multiple uniform interphase layers. Conceptually, the SGMT can model this gradual change of interphase area by introducing the strain gradient term to the perturbation stress and strain relation (Eq. 21), which is more realistic than the all interphase MT model. Therefore better results are obtained by the SGMT model shown in Fig. 11(a) than the all interphase MT model shown in Fig. 5 at relatively high volume fractions. Next, the strain gradient parameter $a$ is assumed to be a continuous function of volume fraction $f$, $a = a(f)$. First, let us assume a linear function $a = a_0 + Hf_p$, by taking $a_0 = 0.07$, $H = -0.17$, the SGMT model captures the stiffness of all specimens more accurately, as shown in Fig. 11(b). The negative $H$ indicates qualitatively that the contribution of a strain gradient term should increase with increasing volume fraction. Also, it indicates that the function of $a(f)$ should have a singularity at zero volume fraction, otherwise $a_0$ should be very close to 1 to degenerate to the classical MT model at zero volume fraction.

Also, strain gradients are a source of particle size effects in nanocomposites, as illustrated in Fig. 12, the spatial average $\langle \cdot \rangle$ around the particles as:

$$
\langle \cdot \rangle = \frac{1}{(1-f)} \int \frac{r S(r) dr}{V_p}.
$$

where $r$ is the coordinate representing the distances between a isoline/isosurface and the particle surface. $S(r)$ is the circumference of the isoline or the area of the isosurface.

Eq. (26) conceptually shows how the spatial average of fields depends on a generalized surface-to-volume ratio $\frac{\int S(r) dr}{V_p}$, which is particle size dependent. Therefore, the SGMT model is particle size-dependent. It was shown by Li et al. (2011) that interphase can account for particle size effects of nanocomposites. In a real nanocomposite, both the interphase and the strain gradient can contribute to the stiffness enhancement mechanism and size effects simultaneously.

7. Conclusion

New mechanics models that describe the synergistic effects of LBL polymer/clay nanocomposites, and which use either a physical interphase or one caused by the presence of strain gradients, have been presented. It is shown that both effects are critical to understanding and evaluating the stiffness enhancement efficiency of nanocomposites, from a continuum mechanics modeling viewpoint. Both approaches are applied to a LBL polyurethane–montmorillonite (PU–MTM) clay nanocomposite. Good correlation between the predictions and experimental results are shown.

The nanostructure of the LBL PU/MTM is analyzed, and the process of determining the dimensions of the nanostructure is illustrated. An inverse method to determine the interphase thickness and its stiffness using 2D plane strain and 3D finite element simulations of the nanostructures is illustrated by choosing an asymmetric RVE appropriately. An iteration process of calibrating and validating the interphase features by 2D FE simulations and 3D FE simulations is shown. Using the calibrated interphase feature, both 2D plane strain and 3D FE simulations can predict the stiffness of PU–MTM nanocomposites with various volume fractions. How the interphase controls the load transfer between the matrix and filler and the strain gradient effect are addressed by analyzing the strain and stress distributions in the 2D RVE from the FE results.

A strain gradient Mori–Tanaka (SGMT) model is developed by introducing strain gradient elasticity theory to the M–T model. A simplification is made to study the strain gradient effect by relating strain gradients to the strain through a parameter $a$. By assuming that $a$ is linearly related to the volume fraction of clay, the strain gradient M–T model can capture all the experimental data measured by our group accurately. The size-dependency of the strain gradient M–T model is addressed conceptually. An analogy between the strain gradient effect and the interphase to account for the synergistic effects and size effects of nanocomposites is provided.
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Table 1
2D FE results \( nE_1 \times 17, nE_2 \times 2, A^* \times 1 \) nm \( (\epsilon_{xx} \approx 0.7\%) \).

<table>
<thead>
<tr>
<th>Vol. (%)</th>
<th>Stress (max. principal) (MPa)</th>
<th>Strain (max. principal)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td><img src="image1" alt="Image" /></td>
<td><img src="image2" alt="Image" /></td>
</tr>
<tr>
<td>7</td>
<td><img src="image3" alt="Image" /></td>
<td><img src="image4" alt="Image" /></td>
</tr>
<tr>
<td>9</td>
<td><img src="image5" alt="Image" /></td>
<td><img src="image6" alt="Image" /></td>
</tr>
<tr>
<td>12</td>
<td><img src="image7" alt="Image" /></td>
<td><img src="image8" alt="Image" /></td>
</tr>
<tr>
<td>20</td>
<td><img src="image9" alt="Image" /></td>
<td><img src="image10" alt="Image" /></td>
</tr>
</tbody>
</table>

\( A \) is the controlled displacement at the boundary of the right hand side of RVEs in the tensile direction.

Table 2
3D FE results, \( nE_1 \times 17, nE_2 \times 2, A^* \times 1 \) nm \( (\epsilon_{xx} \approx 0.7\%) \).

<table>
<thead>
<tr>
<th>Vol. (%)</th>
<th>Stress (max. principal) (MPa)</th>
<th>Strain (max. principal)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td><img src="image11" alt="Image" /></td>
<td><img src="image12" alt="Image" /></td>
</tr>
<tr>
<td>7</td>
<td><img src="image13" alt="Image" /></td>
<td><img src="image14" alt="Image" /></td>
</tr>
<tr>
<td>9</td>
<td><img src="image15" alt="Image" /></td>
<td><img src="image16" alt="Image" /></td>
</tr>
</tbody>
</table>
Table 2 (continued)

<table>
<thead>
<tr>
<th>Vol. (%)</th>
<th>Stress (max. principal) (MPa)</th>
<th>Strain (max. principal)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Appendix. Contours of strain and stress distribution of 2D and 3D FE simulations

See Tables 1 and 2.
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