THE 2011 JUNE 23 STELLAR OCCULTATION BY PLUTO: AIRBORNE AND GROUND OBSERVATIONS
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ABSTRACT

On 2011 June 23, stellar occultations by both Pluto (this work) and Charon (future analysis) were observed from numerous ground stations as well as the Stratospheric Observatory for Infrared Astronomy (SOFIA). This first airborne occultation observation since 1995 with the Kuiper Airborne Observatory resulted in the best occultation chords recorded for the event, in three visible wavelength bands. The data obtained from SOFIA are combined with chords obtained from the ground at the IRTF, the U.S. Naval Observatory Flagstaff Station, and Leeward Community College to give the detailed state of the Pluto–Charon system at the time of the event with a focus on Pluto’s atmosphere. The data show a return to the distinct upper and lower atmospheric regions with a knee or kink in the light curve separating them as was observed in 1988, rather than the smoothly transitioning bowl-shaped light curves of recent years. The upper atmosphere is analyzed by fitting a model to all of the light curves, resulting in a half-light radius of 1288 ± 1 km. The lower atmosphere is analyzed using two different methods to provide results under the differing assumptions of particulate haze and a strong thermal gradient as causes for the lower atmospheric diminution of flux. These results are compared with those from past occultations to provide a picture of Pluto’s evolving atmosphere. Regardless of which lower atmospheric structure is assumed, results indicate that this part of the atmosphere evolves on short timescales with results changing the light curve structures between 1988 and 2006, and then reverting these changes in 2011 though at significantly higher pressures. Throughout these changes, the upper atmosphere remains remarkably stable in structure, again except for the overall pressure changes. No evidence of onset of atmospheric collapse predicted by frost migration models is seen, and the atmosphere appears to be remaining at a stable pressure level, suggesting it should persist at this full level through New Horizon’s flyby in 2015.
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1. INTRODUCTION

The higher capability of airborne observations compared with ground-based ones is highly beneficial for stellar occultation observations; since the shadow path is often not over land, adverse weather frequently plagues ground-based observations whereas airborne telescope location can be optimized based on updated predictions until just hours prior to the event. Airborne
observations of stellar occultations have a long, successful history. NASA’s G. P. Kuiper Airborne Observatory (KAO), a modified C-141A jet hosting a 0.91 m telescope, began research operations in 1974. Some of the most notable results stemming from the KAO were the direct result of stellar occultation observations. These highlights include a central flash observation allowing characterization of the structure and extinction in the Martian upper atmosphere (Elliot et al. 1977b), the discovery of the Uranian ring system (Elliot et al. 1977a), the discovery of an atmosphere around Pluto (Elliot et al. 1989), and a measurement of the thermal structure of Triton’s atmosphere (Olkin et al. 1997).

The KAO was retired in 1995 and was succeeded by the Stratospheric Observatory for Infrared Astronomy (SOFIA). SOFIA is a modified Boeing 747SP with a 2.5 m telescope. SOFIA’s early science observations began in late 2010. Based on the success of stellar occultation observations with the KAO, one of the first-generation SOFIA instruments is the High Speed Imaging Photometer for Occultations (HIPO; Dunham et al. 2004). We present here results from the first attempt at observing a stellar occultation from SOFIA, that of the UT 2011 June 23 occultation by Pluto and Charon. The SOFIA observations were supported by extensive ground-based astrometry and a ground-based observing campaign at a total of 11 sites.

Pluto has been particularly well-studied via the stellar occultation technique. The first definitive detection of its atmosphere from the KAO revealed unexpected structure: the upper part of the light curve followed an isothermal profile, while just below the half-light level there was a “kink” below which the flux dropped more steeply (Elliot et al. 1989). This structure has been alternatively explained with models including atmospheric flux dropped more steeply (Elliot et al. 1989). This structure has been alternatively explained with models including atmospheric

In 2007, observations of a grazing occultation revealed waves in Pluto’s upper atmosphere (McCarthy et al. 2008; Person et al. 2008). These have been attributed to internal gravity waves, possibly with some contribution from Rossby waves (Hubbard et al. 2009; Person et al. 2008).

The results from the various occultations have been compared to computational ice/frost migration models on Pluto’s surface, in an attempt to constrain various parameters of Pluto’s surface (Hansen & Paige 1996). As Pluto moves through its orbit, different areas of the surface are illuminated, forcing nitrogen ice to sublime in the sunlit areas, supporting the atmosphere, and recondensing in the darker areas. As Pluto came through its equatorial plane crossing in the early 1990s, the entire surface was illuminated before the south pole receded from view. This global illumination, providing no cold refuge for frost traps, is the mostly like cause of the great increase in atmospheric pressure seen between the KAO event and the ground-based occultations. As the southern pole moves deeper into shadow, models predict that the atmosphere should begin a significant collapse, although the details of this collapse and its timing are open to interpretation depending upon what models are selected (Young et al. 2011).

### 2. ASTROMETRY AND PREDICTION

#### 2.1. Identification and Selection

The selection of the UT 2011 June 23 occultation occurred late in 2010, and was based on six years of astrometric data for Pluto and updated star position data that showed the predicted path to be in a suitable location for SOFIA access. We applied for HIPO time on SOFIA in conjunction with previously planned SOFIA test and characterization work. Event parameters are listed in Table 1. This was a good event for SOFIA because Pluto was visible within SOFIA’s elevation angle range, the ground track allowed us to deploy from its normal base in Palmdale, CA, the event occurred at a time of year that was compatible with HIPO’s testing schedule, and the shadow path would remain accessible to SOFIA even if updated astrometry led to moderate shifts. From an astrometric viewpoint, the occultation star was known to be relatively isolated, the event occurred late enough in the Pluto observing season to allow us to refine the prediction with earlier astrometry; there was another Pluto event only six weeks earlier that confirmed the accuracy of our predictions (Sallum 2012), and the event occurred early in the morning thus allowing a full night of astrometry on the event night in order to send path updates to the SOFIA flight team.

<table>
<thead>
<tr>
<th>Star Parameters</th>
<th>Event Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identifier 2UCAC24677089</td>
<td></td>
</tr>
<tr>
<td>Catalog position (J2000, at epoch of event)</td>
<td>$\alpha = 18 25 55.4890 \pm 0.1650$ arcsec, $\delta = -18 48 07.047 \pm 0.064$ arcsec</td>
</tr>
<tr>
<td>Measured position (J2000, at epoch of event)</td>
<td>$\alpha = 18 25 55.4731 \pm 0.0075$ arcsec, $\delta = -18 48 06.990 \pm 0.009$ arcsec</td>
</tr>
<tr>
<td>Pluto center ephemeris JPL PLU017</td>
<td></td>
</tr>
<tr>
<td>Earth ephemeris DE-405</td>
<td></td>
</tr>
<tr>
<td>Geocentric event parameters</td>
<td></td>
</tr>
<tr>
<td>Midtime UT 2011 06 23 11:24:11</td>
<td></td>
</tr>
<tr>
<td>Sky-plane velocity 23.81 km s$^{-1}$</td>
<td></td>
</tr>
</tbody>
</table>

#### Table 1

Event Parameters

<table>
<thead>
<tr>
<th>Identifier 2UCAC24677089</th>
<th>$\alpha = 18 25 55.4890 \pm 0.1650$ arcsec, $\delta = -18 48 07.047 \pm 0.064$ arcsec</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measured position</td>
<td>$\alpha = 18 25 55.4731 \pm 0.0075$ arcsec, $\delta = -18 48 06.990 \pm 0.009$ arcsec</td>
</tr>
<tr>
<td>Pluto center ephemeris</td>
<td>JPL PLU017</td>
</tr>
<tr>
<td>Earth ephemeris DE-405</td>
<td></td>
</tr>
<tr>
<td>Geocentric event parameters</td>
<td></td>
</tr>
<tr>
<td>Midtime UT 2011 06 23 11:24:11</td>
<td></td>
</tr>
<tr>
<td>Sky-plane velocity 23.81 km s$^{-1}$</td>
<td></td>
</tr>
</tbody>
</table>
2.2. Early Refinement

Once Pluto became available in the morning sky during the spring of 2011, we acquired astrometric measurements to refine our ephemeris correction model (ECM) for Pluto (A. S. Bosh et al., in preparation), using data from the telescopes listed in Table 2.

2.3. Astrometric Accuracy and Duplicity Search

For this event, our goal was to place SOFIA within Pluto’s central flash zone. There had been only one previous clear observation of Pluto’s central flash (Olkin et al. 2007), at ~75 km from the shadow center. Our goal was to produce a prediction accurate to ±50 km or ±0.0025.

The accuracy of Pluto astrometry in the few days before an event depends on the accuracy of (1) the astrometric reference network, (2) centroiding, and (3) Charon’s ephemeris, as well as systematic errors if the star to be occulted is double or multiple. We use UCAC2 (Zacharias et al. 2004) for our astrometric reference network. Beyond any zonal issues present, in general the accuracy of the catalog (~35 mas) at the current epoch has decreased due to proper motion errors being propagated forward ~15 yr.

Perhaps the largest potential effect to consider in our astrometry is the possibility that the target star may be part of a multiple system. With more than 60% of stars estimated to be double or otherwise multiple, this is a possibility that must be explored. As an example, an unresolved companion star with a separation of 0.25 arcsec and Δm = 1.0 would offset the measured center by 0.1 arcsec and thus dwarf all other effects. To check for duplicity, we investigated data taken at the Magellan Observatory, with a pixel scale of 0.188 arcsec pixel⁻¹ and seeing of ~0.66 arcsec. Using the ISIS package (Alard 2000), Georgi Mandushev (Lowell Observatory) created a model of the point-spread function (PSF) as a function of position in the field and subtracted the fitted PSF at the position of the target star. No other stars were visible in the subtracted image, to a limit of 0.66 arcsec.

As an additional check for companions of this star, Adam Kraus (IfA) was able to acquire images using J-band adaptive optics imaging (natural guide star) on Keck, just a few hours before the occultation. These images showed no companion within 0.04 arcsec for Δm = 0.

While these types of measurements cannot rule out the possibility of a systematic shadow shift due to multiplicity of the occultation star, we at least reduce the chances of an unexpected surprise by narrowing the parameter space in which a companion star can be hiding. In this case, we remain unable to rule out a <20 mas shift in shadow position due to this effect.

2.4. Final Refinement/In-air Course Correction

In the 12 days before the event, Pluto and the occultation star were in the same field of view (FOV) as observed with the Lowell 42 inch telescope and then the USNO 61 inch telescope. During this time, we obtained three nights of data on the Lowell telescope, followed by six nights of data on the USNO-FS telescope (Table 3). Because there is a common FOV for these data, we can ignore small field-to-field differences in the astrometric reference network. The remaining effects include

---

**Table 2**

<table>
<thead>
<tr>
<th>Telescope</th>
<th>Diameter (m)</th>
<th>Focal Length (m)</th>
<th>Instrument(s)</th>
<th>Pixel Scale (arcsec pixel⁻¹)</th>
<th>FOV (arcmin)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kaj Strand</td>
<td>1.55</td>
<td>15.2</td>
<td>1 chip</td>
<td>0.183</td>
<td>6.5 × 12.5</td>
</tr>
<tr>
<td>Lowell Observatory, Flagstaff, AZ</td>
<td></td>
<td></td>
<td>Tek2k</td>
<td>0.325</td>
<td>11 × 11</td>
</tr>
<tr>
<td>Astrograph (Mars Hill)</td>
<td>0.5</td>
<td>4.0</td>
<td>Snapshot CCD</td>
<td>0.845</td>
<td>29 × 420°</td>
</tr>
<tr>
<td>Hall telescope (Anderson Mesa)</td>
<td>1.07</td>
<td>8.4</td>
<td>NASA42</td>
<td>0.369</td>
<td>25 × 25</td>
</tr>
<tr>
<td>Cerro Tololo, Chile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Small and Moderate Aperture Research Telescope System (SMARTS)</td>
<td>0.9</td>
<td>12.15</td>
<td>cfccd</td>
<td>0.396</td>
<td>14 × 14</td>
</tr>
</tbody>
</table>

**Note.** * The CCD on the astrograph uses time–delay–integration and therefore can take “strips” of any length. This is the length of the Pluto strips for 2011.

**Table 3**

<table>
<thead>
<tr>
<th>Telescope/Instrument/UT date</th>
<th>Number of Frames</th>
<th>Average Seeing (&quot;)</th>
<th>Standard Deviation of Star Data (R.A./decl.) (&quot;)</th>
<th>Standard Deviation of Pluto Data (R.A./decl.) (&quot;)</th>
</tr>
</thead>
<tbody>
<tr>
<td>L42/NASA42/0611</td>
<td>15</td>
<td>2.0</td>
<td>0.013/0.023</td>
<td>0.016/0.029</td>
</tr>
<tr>
<td>L42/NASA42/0612</td>
<td>20</td>
<td>2.5</td>
<td>0.015/0.035</td>
<td>0.017/0.029</td>
</tr>
<tr>
<td>L42/NASA42/0613</td>
<td>10</td>
<td>1.5</td>
<td>0.007/0.020</td>
<td>0.013/0.010</td>
</tr>
<tr>
<td>USNO61/ICHIP/0618</td>
<td>3</td>
<td>1.7–2.2</td>
<td>0.007/0.006</td>
<td>0.019/0.006</td>
</tr>
<tr>
<td>USNO61/ICHIP/0619</td>
<td>14</td>
<td>2.0–2.7</td>
<td>0.004/0.010</td>
<td>0.006/0.013</td>
</tr>
<tr>
<td>USNO61/ICHIP/0620</td>
<td>4</td>
<td>2.0–3.0</td>
<td>0.002/0.006</td>
<td>0.012/0.010</td>
</tr>
<tr>
<td>USNO61/ICHIP/0621</td>
<td>30</td>
<td>1.7–1.9</td>
<td>0.014/0.015</td>
<td>0.022/0.018</td>
</tr>
<tr>
<td>USNO61/ICHIP/0622</td>
<td>24</td>
<td>1–1.5</td>
<td>0.013/0.009</td>
<td>0.006/0.009</td>
</tr>
<tr>
<td>USNO61/ICHIP/0623early</td>
<td>48</td>
<td>1.8–2.0</td>
<td>0.013/0.012</td>
<td>0.016/0.012</td>
</tr>
<tr>
<td>USNO61/ICHIP/0623late</td>
<td>16</td>
<td>1.0–1.2</td>
<td>0.013/0.008</td>
<td>0.006/0.008</td>
</tr>
</tbody>
</table>
unmodeled field distortions and the effect on the solution of a small number of “rogue” reference stars in the network. These are assumed to be stars whose positions at epoch of date may be inaccurate due to the extrapolated effect of proper motions. Beginning on June 20, we provided daily astrometry updates to the SOFIA flight planners to use in designing flight plans for the test flight and the occultation flight.

On the night of the event, data collection began at USNO-FS as soon as it was dark in Flagstaff. These data were transferred to MIT and analyzed within minutes. Unfortunately, the seeing at the beginning of the evening was very poor, ∼2 arcsec; later in the evening, Pluto was blended with a field star near the occultation star. Several hours into the occultation flight, the observing team aboard SOFIA called the astrometry team at MIT using a satellite telephone to get what was expected to be the final update: fly 323 km north of the reference solution. This change was conveyed to the FAA, which rejected the proposed course correction. The flight team decided to wait a short time before trying to get FAA approval again.

Shortly after this update was communicated, the Flagstaff seeing improved to 1–1.5 arcsec. Pluto also separated from the field star and was temporarily isolated before heading for the occultation star. Observations continued at USNO-FS, data were transferred and analyzed, and it became clear that these latest data suggested a small difference in offset. One hour after the “final” call from SOFIA, at 2.5 hr before event midtime, the SOFIA team called the MIT astrometry team again. This time, a different offset was given: fly 232 km north of the reference solution. This new proposed course correction was sent to the FAA, which approved it. SOFIA turned to the occultation leg of the night’s flight. Due to the last-minute course corrections, SOFIA’s final path was a few seconds late and a small amount north of the final update. The flight path is shown in Figure 1.

2.5. Discussion of Prediction Results

The astrometric measurements yield offsets of Pluto from its ephemeris and of the target star from its catalog position (Table 1). The measured star position in Table 1 was determined using 24 frames of USNO61/1CHIP data and provides a measure of the overall star error remaining on the day before the event. We model Pluto’s ephemeris offset with our

![Figure 1. Flight plan for the SOFIA occultation flight. Latitude and longitude are noted in degrees, each leg of the flight is numbered and labeled as to observational target, and the occultation location is marked with a blue dot on the occultation leg.](image.png)
time-dependent ECM (A. S. Bosh et al. 2013, in preparation), but for the final astrometric update, we switched to a constant offset model. In theory, any inaccuracies in Charon’s orbit would show up in our offsets so we should have a sinusoidal offset with Charon’s period, but in practice, during the time period of these data, the seeing was too poor, which led to large standard deviations in our data, and we determined that we would not be able to model any putative offset due to Charon. In Table 3, we present a summary of the data taken during this prediction refinement effort. Note the varying data quality during the week; while we were very lucky to have clear weather for the week preceding this event, the nights were not uniformly good. In fact, under normal circumstances, we would have declared several of the nights to be too poor for astrometry due to the large seeing disks, which are particularly problematic in the very crowded Pluto field.

In Figures 2 and 3, we present the measured offsets for Pluto on the six nights during and before the occultation. Figure 2 shows the offsets versus time, while Figure 3 shows the same offsets versus frame number. In these figures all points represent data taken with the same detector on the same telescope and we notice several features. One feature is that the scatter of the data points is not uniform; we see the periods of poor seeing fairly easily here as periods of greater than normal scatter. Another feature to notice is that the overall declination offset appears to be constant. The \( \delta \) offset maps mainly as a north–south offset of the event shadow on the Earth, and therefore is most directly the quantity that we want to determine in order to calculate where to send SOFIA. A third feature of these plots is that the right ascension offset may not be constant. The \( \alpha \) offset maps mainly as an offset in the event time, so the exact value of this offset is less critical. There are two possible causes for the variable \( \alpha \) offset. On the nights of UT June 21 and 23, Pluto was blended with a field star for part of each night; in both cases the field star was separated from Pluto mainly in the \( \alpha \) direction. Thus, Pluto centroiding could have been affected. If we disregard data from June 21 and the early part of June 23, then we see a small but significant slope to the \( \alpha \) offset versus time: 0.013 \( \pm \) 0.004 arcsec day\(^{-1}\). This is likely due to Pluto’s ECM, which we did not use for the final prediction.

While the daily astrometric updates were based on data from the entire week, for the in-flight updates on the night of the event, we instead used data only from the occultation night. In Figure 4, we show three offsets: (1) in black, the early-evening offset, which was conveyed to the flight crew during the first (and only planned) telephone call, (2) in blue, the mid-evening offset from a smaller subset of frames taken when Pluto was isolated and the seeing had improved dramatically; this offset was conveyed to the flight crew during a second telephone call, and (3) in green, the actual Pluto offset as derived from our central flash observation and assuming that our measured star position is correct. The final impact parameter for SOFIA (see later sections for generation of the geometric solution) was calculated to be 104 \( \pm \) 3 km or 0.0046 \( \pm \) 0.0001 arcsec.
3. DATA AND LIGHT CURVES

3.1. SOFIA

Individual light curves were generated for each of the three CCDs that were used to observe the occultation on SOFIA: HIPO blue channel (sampled at 1 Hz), HIPO red channel (2 Hz), and the Fast Diagnostic Camera (FDC; 4 Hz). Before light-curve creation, HIPO images were overscan-corrected and then flattened using lab-created flats. FDC images were bias-corrected. Using IRAF (Tody 1986), synthetic aperture photometry was used to create each light curve. For the two HIPO channels, light from an aperture containing Pluto, Charon, and the occultation star was compared against the summed flux of 11 bright stars on the frame. The signal-to-noise ratio (S/N) of the pre-event baseline was calculated for a variety of apertures: a circular aperture radius of 4.5 pixels or 4.5′ at roughly 1″ per 3 × 3 binned pixel (Dunham et al. 2008) was chosen as the greatest S/N for both channels. The same procedure was repeated for the FDC, though the smaller field of view allowed for only three comparison stars. The optimum aperture was found to be 4.0 pixels (~2″) in radius.

Symmetric sections of the pre- and post-event baselines were used to normalize the upper baselines to 1, representing the combined flux of Pluto, Charon, and the occultation star. The curves were calibrated by examining images taken approximately three hours before the predicted occultation, when Pluto–Charon and the target star were well separated. This background fraction was subtracted from the data such that a zero-level flux represents Pluto and Charon alone. For HIPO blue, HIPO red, and the FDC, the individual background fractions were 0.670, 0.403, and 0.532 (± 0.011), respectively.

3.2. IRTF

We were awarded a 5 hr observing window, centered on the predicted midtime, at NASA’s 3 m Infrared Telescope Facility (IRTF) on Mauna Kea, HI. Data were taken with MORIS (the MIT Optical Rapid Imaging System; Gulbis et al. 2011) and SpeX (Rayner et al. 2003). The SpeX 0.9 μm dichroic was used to direct the visible-wavelength portion of the beam into MORIS. The plate scale of MORIS is 0.114 arcsec pixel⁻¹, for a 60 arcsec² field of view. No filter was used for MORIS, which ran in full frame, conventional mode with a gain of 2.4x and was cooled to −65°C. Low-resolution spectra were taken with SpeX over the range of 0.9–2.5 μm, which will be analyzed elsewhere (A. A. S. Gulbis 2013, in preparation).

The MORIS occultation data consisted of an 18,000 frame datacube having a cycle time 0.3 s, of which 1.7 ms was deadtime. Each frame was triggered by the GPS starting at 10:45:00 UT. Calibration images were taken with the occulted star and Pluto well-separated from each other.

Aperture photometry was performed using Mathematica (Wolfram 1991) on each frame of the MORIS occultation data to extract the combined Pluto–Charon plus occultation star signal as well as two comparison stars. The data were bias-subtracted and flat-fielded. A square aperture of 35 pixels per side was used for the comparison stars. A variable aperture size was used for the combined Pluto–Charon plus star signal: the aperture decreased from 45 to 35 pixels as Pluto and Charon moved closer to the star. The light curve was calibrated and normalized as for the SOFIA light curves. The background fraction was 0.51 ± 0.02 for both MORIS and Spex.

3.3. USNO-FS

The occultation was observed with a six-chip e2v array on the US Naval Observatory, Flagstaff Station’s 1.3 m telescope. The pixel scale is 0.6 arcsec for this detector, for a field size of approximately 20 × 40 arcmin. The camera controller was GPS synchronized for absolute timing measurements. Image subframes were read to reduce the overhead between successive exposures to 2.253 s. Exposure times were 5 s, for an overall observing efficiency of 67%. All images were taken through an SDSS i’ filter. As can be seen in the light curve, the usable data end just after Pluto’s emersion due to the rising Sun.

The occultation images were bias-subtracted and flat-field-corrected using standard tools in IRAF. On each image, we identified 12 stars. Centroids for each were computed using marginal analysis. Eight of these stars were measured to compute a mean estimate of the seeing in each image. We used an aperture with a radius of 0.75 FWHM for all the relative aperture photometry. This was not the highest signal-to-noise aperture, but provided a good compromise for the later images when the sky background was increasing due to impending sunrise, and very low field altitude.
Figure 5. All Pluto light curves obtained. Plotted above are all light curves obtained in this effort, each normalized from 0 to 10,000 counts. Light curves are ordered from north to south and offset from each other by 3000 counts for clarity of comparison; the LLC and USNO-FS light curves are offset by 6000 counts due to their higher noise. Note that all three of the SOFIA light curves show a wide but shallow central bulge slightly offset to the right. See also the change in slope between the upper and lower portions of the SOFIA light curves. This occurs at about the same location as that seen in the 1988 Pluto light curve (Millis et al. 1993) but changes in the opposite direction becoming suddenly shallower rather than steeper with increasing atmospheric depth.

Mean sky values were computed in an annulus around each object with an inner radius of 5 FWHM, and an outer radius of 10 FWHM. Point sources falling within the annulus were excluded. For comparison objects, we used two stars that were of comparable brightness and showed no obvious variability over the period of the event.

The final relative light curve was computed as the ratio of the flux from the occultation star plus Pluto and Charon with respect to a single comparison star with a second comparison star used as a check.

3.4. Leeward and Windward Colleges

Weather at Windward Community College (HI) prevented observations. Data from Leeward Community College (HI) were obtained using the 0.5 m Ritchey–Chretien telescope, with an SBIG ST-9 imager and no filter. Images were taken at an integration time of approximately 0.25 s with a full cycle time of 0.5 s. The images have a plate scale of 0.44 arcsec pixel$^{-1}$.

Due to time constraints, no calibration images were taken, and so raw data frames were reduced using three comparison stars. Technical issues and weather caused the observations to be started while the occultation was in progress, so data was only acquired from the area just before the occultation mid-time through emersion. Reduction was done with varying size apertures, with the highest signal-to-noise ratio coming from a 2.64 arcsec (6 pixel) aperture box. The resulting light curve was normalized according to the procedure used for the IRTF/MORIS data discussed above.

3.5. Final Light Curves

Figure 5 shows a plot of all light curves obtained and used in this analysis. Note that the Leeward and USNO-FS light curves, while consistent with the MORIS and SOFIA curves, have a much lower S/N, as well as incomplete coverage of the event. When included in subsequent fitting, S/N weighting serves to give them very little leverage over the fitted parameters, but their location and depths still provide checks against the fitted model as determined by the higher quality curves.

The three SOFIA curves bottom out at the calibrated zero flux level (within photometric error bars), while the MORIS, LCC, and USNO-FS curves do not reach that deep, representing grazes in the upper atmosphere.

4. ANALYSIS

4.1. Geometric Solution

The light curves generated from the successful observing stations were simultaneously fit to an analytic atmospheric model to generate a preliminary solution to both the geometric location of Pluto with respect to the occultation star, and the radius of Pluto’s atmosphere at the half-light level. The model used was a modified version of the Elliot & Young model (1992) adjusted to use distance and direction from Pluto as the base independent variable rather than time before or after the occultation.

These distances were calculated by coupling the locations of the observing telescopes (carefully noting the changing GPS coordinates of SOFIA during the event) and combining these with Pluto’s ephemeris, using the standard rotation of Pluto’s JPL XYZ-ephemeris into the FG-plane (Elliot & Olkin 1996) around our measured position for the occultation star (Table 1). This leaves a small offset, $(f_x, f_y)$, between the calculated and observed occultation centers on the sky plane that accounts for any linear offsets in Pluto’s actual ephemeris and the true occultation star position.
Fitting all of the light curves simultaneously to the model, weighted according to their relative signal-to-noise ratios, resulted in this geometric Pluto center, \((f_0, g_0) = (-3673.2, 4408.9) \text{ km} \pm (0.9, 1.8)\). This center is used to determine the closest approach distance between each telescope and the center of Pluto’s shadow later in the analysis. All fits discussed in the coming sections were robust to this centroid parameter, with all fitted values agreeing to within 2\(\sigma\) errors.

As has been performed on a previous Pluto–Charon occultation (Sicardy et al. 2009), using this fitted center and the fitted center for Charon derived from the contemporaneous occultation of the same star, the precise distance and direction between Pluto and Charon can be determined, greatly constraining the current Pluto–Charon ephemeris. These results will be presented in another publication (A. S. Bosh et al. 2013, in preparation).

4.2. Pluto’s Upper Atmosphere

Beyond the geometric portion of the solutions, this simultaneous fit to all light curves also results in best-fit values for various atmospheric parameters. This fit is only applied to the upper atmospheric points in the light curves. As seen in Figure 5, the atmosphere behaves distinctly differently between the upper and lower sections of the light curve data. The station penetrating deepest into the atmosphere, SOFIA, has a change in slope around half-light reminiscent of (though to a lesser extent than) the “kink” or “knee” first seen in 1988 from the KAO (Millis et al. 1993). Indeed the best-fitting models for the upper portions of these light curves fail to fit the lower portions. For this analysis, we define the separation between the upper and lower portions of the light curve as occurring at half-light (0.5 normalized stellar flux) and only fit models to the data in the upper portions of the light curve. Figure 6 shows the best-fitting adopted model for the upper-half of the light curves.

While Figure 6 appears to be dominated by noise for the two northern-most light curves, the model matches their behavior. As a check, the noisy USNO light curve was left out of one fit, and then the resulting model was overplotted on the data. This result is given in Figure 7. The full data set, including the USNO and Leeward Community College light curves, were used in all subsequent atmospheric fits, although the low S/Ns of these two curves resulted in over an order of magnitude less weighting and thus little lever age over the fits.

The first fitted parameter of interest from the best fitting model is the occultation half-light radius (the radius in the atmosphere at which the occultation light curve drops to half its original flux due to refraction), which is here measured to be...
1288 km ± 1 km. The determination of this radius depends closely on the choice for atmospheric scale height and temperature profile fed to the model.

In this case, we used a common reference atmosphere, derived in previous work (Elliot et al. 2007; Person et al. 2008, 2010), of assuming a thermal binding parameter (λ) of 18.3, and a temperature gradient parameter (b) of –2.2. These parameters are fully described in Elliot & Young (1992). These, while not necessarily the correct parameters at the moment, allow the fitted half-light values of several different occultations to be directly compared. Table 4 gives the equivalent shadow radius values from the last several occultations measured using this method.

Table 4 shows that the shadow radius has remained constant over the last half decade, with the exception of one possible excursion during 2010. While the error bar of that point is much larger than that measured in the surrounding years, it is still low enough to indicate a possible singular change on a short timescale that has returned to the earlier value. It might also be due to variations over Pluto’s surface as all of the light curves from the 2010 occultation were samples on the northern-most limb of Pluto with very little global coverage constraining the solution (Person et al. 2010).

However, a more complete story appears if, rather than comparing shadow radii assuming a constant atmospheric profile, one allows the upper atmosphere to give its best fitting solution to the data in each event. These results are given in Table 5.

Table 5 shows that the pressure scale height of the atmosphere has remained remarkably constant over the past half decade, after changing considerably from the value measured in 2002. This scale height is accompanied by a commensurate stability in overall radius and temperature with slight fluctuations in these parameters counteracting each other to produce a consistent scale height. This feature even persists back to 1988, where the best fitting scale height to the full F8 occultation data set was 56 ± 5 km, while the half-light radius was a low 1233 ± 4 km, counteracted by a high half-light temperature of 114 ± 9 K.

Throughout the significant changes we have seen on Pluto, the pressure scale height appears to have remained remarkably constant, with temperature and atmospheric radius changing in unison to compensate even the doubling of atmospheric pressure seen between 1988 and the current era.

4.3. Pluto’s Lower Atmosphere

While the upper atmospheric scale height has remained constant with temperature and half-light radius somewhat less so, the lower atmosphere has undergone significant changes. The first is seen in the structure of the lower light curves for nearly central chords. As described by Elliot et al. (2007), the early 1988 light curve had a clear slope change at half-light, but this feature was gradually washed out through later years with the light curve becoming progressively smoother (bowl-shaped) in 2002 and then 2006. (See Elliot et al. 2007, Figure 6.) However, as seen in Figure 8, the steep sides and slope change from the 1988 data appear to have returned, although the slope below half-light is bending inward rather than outward, as was seen in the 1988 curve.

Other than this gross comparison of light curves, characterizing this lower atmospheric evolution is not straightforward. There are two generally accepted possibilities for the changes in the lower portion of the atmospheric profile compared to the upper portions. These are discussed in the following two sections.

4.4. Haze-model Fitting

This model was the first used to explain the shape of the 1988 light curve including the sudden onset “kink” (Millis et al. 1993). It essentially modifies the Elliot & Young (1992) model by adding three haze parameters, one for the upper onset altitude of the haze, one for the scale height of the haze, and the third for the altitude at which the haze achieves optical depth unity. Not intending to explain the precise nature of the haze, it merely allows the occultation starlight to suffer extinction based on the optical depth of the supposed haze at each altitude. Above the onset altitude, the atmosphere is assumed to be clear and the light is reduced only by normal refraction.

Table 5

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Radius (km)</td>
<td>1233 ± 5</td>
<td>1279 ± 5</td>
<td>1276 ± 4</td>
<td>1291 ± 5</td>
<td>1288 ± 1</td>
</tr>
<tr>
<td>Pressure scale height (km)</td>
<td>56 ± 5</td>
<td>61 ± 4</td>
<td>54 ± 3</td>
<td>54.2 ± 0.2</td>
<td>54.2 ± 0.1</td>
</tr>
<tr>
<td>Temperature (K)</td>
<td>114 ± 9</td>
<td>108 ± 9</td>
<td>97 ± 5</td>
<td>95 ± 1</td>
<td>95.0 ± 0.1</td>
</tr>
<tr>
<td>Source</td>
<td>Millis et al. 1993</td>
<td>Elliot et al. 2003a</td>
<td>Elliot et al. 2007</td>
<td>Person et al. 2008</td>
<td>This work</td>
</tr>
</tbody>
</table>

Figure 8. Light curves vs. half-light radius distance. Light curves from 1988 (Millis et al. 1993), 2006 (Gulbis et al. 2006), and 2012 (this work) are plotted on the same radius scales to show overall evolution. The 2012 light curve is cut off at the half-light radius (center of the plot) and the scale is divided at 0.5 radii for ease of comparison, as neither of the older curves get any closer to the center than that. The nearly central 2012 chord penetrates much deeper into the atmosphere. Note that the 1988 and 2012 light curves have steeper, more linear sides than the 2006 light curve, which is more rounded. Both come out to a flat bottom, with a sharp angle in the descent, while the 2006 curve only gradually bottoms out and is more rounded.
Person et al.

Figure 9. Haze model fitted to light curve data. Similarly to Figure 6, this plots the best-fitting model over the data. In this case, the haze model (see text) is used to simulate extinction in the lower atmosphere. Note that now the lower portions of the light curves have an excellent correspondence to the plotted model, unlike in Figure 6 where only the upper portions of the light curves provided acceptable fits. The only significant residuals between the model and the fit occur at the central flash itself, as the haze model depresses the central flash below the observed values.

Table 6

<table>
<thead>
<tr>
<th>Parameter</th>
<th>1988</th>
<th>2011</th>
</tr>
</thead>
<tbody>
<tr>
<td>Onset radius</td>
<td>1217 km</td>
<td>1244 km</td>
</tr>
<tr>
<td>Haze scale-height</td>
<td>29.3 km</td>
<td>22.4 km</td>
</tr>
<tr>
<td>Unit optical depth</td>
<td>1205 km</td>
<td>1196 km</td>
</tr>
</tbody>
</table>

As in 1988, adding these three simple model parameters does a remarkable job of describing both the upper and lower portions of the light curves. The best fitting haze model is plotted in Figure 9.

While Figure 9 shows a good correspondence with the data, attempts at haze fitting to the bowl-shaped light curves of 2006 fail completely (Elliot et al. 2007). The resulting haze parameters from this current fit are quite similar to those determined by Millis from the 1988 occultation, with only the onset radius increasing to account for the increase in atmospheric bulk between the two events. A comparison of these parameters is given in Table 6. This similarity would seem to indicate that whatever process is responsible for any haze is fairly consistent, even though the haze signature vanished entirely in the intervening years.

This haze model was supported by a difference in light curve extinction in different wavelengths detected in 2002 (Elliot et al. 2003a), but a similar experiment conducted by Young et al. (2008) failed to reproduce this result indicating that if haze were indeed responsible for the lower atmospheric changes, it is at best intermittent.

Table 7 gives the fitted parameters from all fits, including the upper-atmosphere-only fits and the lower-atmosphere haze modeling. Parameters were allowed to fit to the data where error bars are given and were fixed otherwise. The “consistent” atmosphere fits indicate that the atmospheric parameters were fixed to the values determined in 2006 (Elliot et al. 2006) to allow direct comparison with previous measurements of the half-light radius.

4.5. Thermal Gradient and Inversion

After the 1988 event, Von Eshleman (1989) and others (Hubbard et al. 1990) proposed a second mechanism that could account for the differences seen in the lower atmosphere, namely a sudden onset thermal gradient much stronger than any seen in the upper atmosphere. Stansberry et al. (1994) further developed this theory in 1994, qualitatively explaining how it could result in the flux decreases seen below the half-light level.

The Elliot and Young light curve model assumes a constant thermal gradient throughout the atmosphere. Attempts to splice together upper and lower atmosphere models with different thermal gradients results in discontinuities at the joint that makes fitting impossible. Light curve inversion does not suffer from this problem and can be applied under certain assumptions, most importantly a lack of extinction. Elliot et al. described this inversion technique together with its assumptions and applied it to the 1988 light curve (Elliot et al. 2003b). Using the upper atmospheric model fits of the previous section as the upper boundary condition for the inversion, we can invert the light curve down from the half-light level and recover the temperature profile, as shown in Figure 10.

The temperature profiles given in Figure 10 are consistent with the 1D atmospheric modeling done by Strobel et al. (1996) if one allows a large (over 3%) concentration of a non-N2 coolant in the atmosphere, such as CO or CH4. However, this quantity of
4.6. Central Flash Fitting

The final feature of the light curves to be analyzed is the weak central flash seen in all three SOFIA light curves. The brightening is also distinctly off-center. As we have seen, the upper atmospheric fits produce a central flash that is grossly too bright at the close approach of SOFIA to the center of the shadow (104 km) and attempting to fit the upper and lower atmospheres separately results in unacceptable discontinuities. We therefore focus on the haze and thermal inversion models to examine the brightness of the central flash.

In principle, the best approach for modeling the central flash based on the inversion is to use the inverted atmospheric coolants exceeds the 0.5% surface values established by infrared spectroscopic observations (Young et al. 1997; Owen et al. 1993).

Figure 10. Inverted temperature profile derived from the SOFIA (HIPO red) light curve. The temperature profile is plotted against radius (right) and pressure (left) for the emersion portion of this light curve. The immersion inversion results look similar. Note that by approximately one scale height below the half-light level, the temperature gradient reverses from the trend seen in the upper atmosphere, and starts a sharp and rapid decline, getting as low as 70 K before the inversion profile ends.

Table 7
Fitted Parameters from All Atmospheric Fits

<table>
<thead>
<tr>
<th>Parameter/Fit</th>
<th>Consistent Atmosphere</th>
<th>Free Atmosphere</th>
<th>Haze-consistent Atmosphere</th>
<th>Haze-free Atmosphere</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower flux cutoff</td>
<td>0.6</td>
<td>0.6</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Fit-reduced chi-squared</td>
<td>1.11</td>
<td>1.10</td>
<td>1.28</td>
<td>1.25</td>
</tr>
<tr>
<td>Half-light radius, $r_h$ (km)</td>
<td>1290.3 ± 1.1</td>
<td>1288.4 ± 1.0</td>
<td>1291.1 ± 0.8</td>
<td>1289.5 ± 1.0</td>
</tr>
<tr>
<td>Energy binding ratio, $\lambda_h$</td>
<td>18.3</td>
<td>14.0 ± 0.9</td>
<td>18.3</td>
<td>18.9 ± 0.3</td>
</tr>
<tr>
<td>Thermal gradient parameter, $b$</td>
<td>-2.2</td>
<td>-2.7 ± 0.4</td>
<td>-2.2</td>
<td>0.2 ± 0.3</td>
</tr>
<tr>
<td>Occultation center, $F_0$</td>
<td>-3674.0 ± 1.0</td>
<td>-3674.5 ± 1.1</td>
<td>-3673.8 ± 0.8</td>
<td>-3674.4 ± 0.7</td>
</tr>
<tr>
<td>Occultation center, $G_0$</td>
<td>4411.5 ± 2.0</td>
<td>4416.8 ± 2.4</td>
<td>4407.7 ± 1.2</td>
<td>4413.6 ± 1.6</td>
</tr>
<tr>
<td>Haze onset radius (km)</td>
<td>None</td>
<td>None</td>
<td>1243.9 ± 1.6</td>
<td>1245.3 ± 2.2</td>
</tr>
<tr>
<td>Haze scale-height (km)</td>
<td>None</td>
<td>None</td>
<td>22.4 ± 0.9</td>
<td>18.7 ± 1.0</td>
</tr>
<tr>
<td>Haze unit optical depth (km)</td>
<td>None</td>
<td>None</td>
<td>1196.0 ± 0.5</td>
<td>1197.8 ± 1.2</td>
</tr>
</tbody>
</table>
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Figure 11. Sample evolute model: this model has a 6% ellipticity exaggerated by a factor of three for clarity. Note that each light ray is refracted along the perpendicular to the limb, but with an elliptical figure, the limb angle is constantly changing. The diamond-shaped figure (the evolute) in the middle shows how the central flash is spread out from a single central point by the uneven refraction.

Figure 12. Central flash fit. Here, the FDC light curve is plotted in black, with the best-fitting lower atmospheric haze model overplotted in red. In the bottom 10% of the light curve this is overplotted in green by the simple evolute model with a strong thermal gradient (see text). The thermal gradient model follows the flux increase in the central portion of the light curve reasonably well, while the haze model is almost flat throughout this region. This best-fitting evolute has a fitted ellipticity of 0.06 ± 0.01 for isobars in Pluto’s atmosphere in the region probed (approximately 1200 km radius).

5. DISCUSSION

5.1. Evolution of Pluto’s Atmosphere

On first inspection it seems that the general character of Pluto’s light curves has changed once again. In 1988, the light curve exhibited a sharp “knee” which slowly faded out over the next couple of decades, becoming shallow in 2002, and almost completely bowl-shaped by 2006. Now, in 2011, the knee seems to have returned, indicating that whatever clarifying process has been occurring in the atmosphere has now reversed. For the extinction explanation, this could imply some sort of cyclic or intermittent haze production, by some form of cryovolcanism or burst-driven pollutant production during rapid temperature and pressure profiles to construct a fully physical model of the atmosphere and propagate light through this model to reconstruct model light curves (Chamberlain & Elliot 1997). This very time- and computation-intensive procedure is unwarranted for the tiny central flash seen, as the small size of the flash does not provide sufficient leverage on the various atmospheric parameters in the physical model.

Instead, we fit a simple evolute model based upon an elliptical (cross-section) atmosphere with only two parameters, the apparent ellipticity of the atmosphere, and the orientation of the major axis of this ellipse to search for the best-fitting parameters that result in the appropriate amount of offset from the central peak, and the apparently single-peaked signature of the evolute. A sample evolute model, with exaggerated ellipticity for clarity, is shown in Figure 11.

Figure 12 shows the results of the best-fitting case of this model. In order to get the general flux levels low enough to allow for fitting the overall shape, we used a strong (perhaps unphysical) thermal gradient of 20 K km⁻¹. This thermal gradient does not at all fit the top of the light curve (as expected), but depresses the flux levels in the lower portions enough that the ellipticity can be fit against the offset of the central flash from the occultation mid-time. Holding the major axis of the ellipse fixed in the direction toward Charon, we measure a fitted ellipticity of 0.06 ± 0.01. This fitted ellipticity is a lower limit to the actual atmospheric ellipticity due to projection of the full ellipticity into the sky-plane observed by the occultation. This fitted ellipticity is similar to those determined by occultation chord geometries in the 1988 (0.091 ± 0.041) and 2002 (0.066 ± 0.040) events (Person 2006), although these geometric ellipticities should be lower than the deeper values resulting from central flash measurements, due to the central flash probing much more deeply into Pluto’s gravity well. Unfortunately, given that most of our data in this event occur at the same location, we are unable to derive a geometric ellipticity for the present epoch to compare to the central flash ellipticity.

The haze model fails to reproduce the central flash at any size when given enough haze to fit the rest of the light curve. This is also shown in Figure 12.

The haze model fails to reproduce the central flash at any size when given enough haze to fit the rest of the light curve. This is also shown in Figure 12.
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surface ice sublimation. One of the main difficulties with these haze explanations is that particulate settling times on Pluto should be fairly short. Even taking generous values for diffusion coefficients, and taking particle sizes much smaller than the $1 \mu m$ particles postulated from multi-wavelength analyses (Thomas-Osip et al. 2002) so that diffusive processes dominate, one would still expect haze settling times on the order of just a year. So a slow diffusive settling of haze that is replenished over the course of decades (from 1988 to 2011) seems difficult to reconcile.

Generating a deep troposphere that slowly thins over the course of two decades and then suddenly reasserts itself is also difficult in a timeframe only 9% of a Pluto year. Haze transport models that predict the rapid rise in Pluto’s atmospheric pressure during the first part of that era fail to have a symmetric feature in the latter part of the era to reassert the lost troposphere (Hansen & Paige 1996). Rather, they prefer this period to be a small part of a multi-decadal oscillation on the order of Pluto’s seasons.

Figure 13 shows the two competing explanations plotted against radius from Pluto’s surface extrapolating from the known inversion data given above down to the surface region. One possible discriminating parameter would be a hard measure of the actual surface radius. At the moment, estimates of the surface radius from occultation model fitting still result in error bars of almost half an atmospheric scale height (Person et al. 2006) although recent efforts at combining numerical radiative-transfer atmospheric models with occultation light curve fitting are giving hope for reducing this uncertainty (Zalucha et al. 2011a). To date, however, the most advanced models (Zalucha et al. 2011b) still require enough assumptions about the state of Pluto’s atmosphere so as to render the surface radii speculative.

5.2. Pluto’s Atmospheric Structure

As seen in Figure 12, the observed central flash was offset from the occultation mid-time, indicating that the SOFIA aircraft skirted one corner of the evolute (see Figure 11). Thermal gradient models require a very steep gradient to reproduce the flux levels of the central flash and occultation baseline, but fail to fit the upper atmospheric portions of the light curve. The haze model fits the lower atmospheric portions of the light curve easily, but eliminates the central flash. Thus the presence of the weak central flash seems to argue for a combination of these two solutions (the orange and blue areas of Figure 13) resulting in a moderate haze with a swift onset, coupled with a deep troposphere. Given that the characteristic variable extinction of a haze solution was seen in the past, though not in the current event, the changing nature of the lower atmosphere (Figure 8) seems to indicate either a stable lower troposphere with varying amounts of light haze, or a very dynamic lower atmosphere with significant variations in decadal timescales.

In the upper atmosphere, evidence of the wave structure detected in 2007 (Person et al. 2008; Hubbard et al. 2009; McCarthy et al. 2008) is seen in the upper portion of the light curve inversion of the SOFIA curves (see Figure 10), but is much more apparent in the structure of the MORIS light curve (Figure 5). As a high-altitude graze, the central portion of the MORIS light curve samples the upper atmosphere much more strongly than the deeper SOFIA light curves, which have a much lower vertical sample rate in the upper atmosphere due to their almost perpendicular approach to the limb. The MORIS light curve is very symmetric about its center point in the lowest portion of the curve, but this symmetry appears to break down...
as you move up the curve, possibly indicating that the wave structure is less coherent at the upper-most radii. This was not the case in the 2007 event, where the light curves were symmetric across their entire extent, indicating that the wave structures were coherent across much of the planet (Person et al. 2007). This may indicate that the wave phenomena seen in 2007 are weaker in 2011, perhaps having to do with the change in steepness in the thermal gradient now seen in the lower atmosphere, although the light curves obtained in 2007 have almost four times the S/N of the 2011 MORIS curve.

The fitted ellipticity (0.06 ± 0.01) of the atmosphere is consistent with previous measurements of Pluto’s atmospheric asphericity (Person 2006; Olkin et al. 2007). Supporting this level of ellipticity requires significant surface winds (~200 m s⁻¹) or high-altitude jets encircling the poles (Zalucha & Gulbis 2012). As the current modeling does not include mass transport due to the expected frost cycle, a fuller solution involving a 3D general circulation model is in development by A. Zalucha (2013, private communication). These measurements of permissible overall atmospheric ellipticity should provide significant constraints on such models.

6. CONCLUSIONS AND FURTHER WORK

The first airborne observations of a Pluto stellar occultation since 1988 were a significant success. The combined light curves from the various observations of the event indicate a stable atmosphere, slightly contracted since the 2007 measurements, but still in the generally stable temperature and pressure configuration that has persisted since 2006.

The mysterious “knee” in the light curve, indicative of a sudden onset of a troposphere or haze layer has returned, after slowly fading away over the decades since the last airborne observations. Likely caused by a combination of both particulate extinction and thermal inversion, this feature’s disappearance and reappearance seems to indicate some cyclic or intermittent process unaccounted for in current frost migration or global circulation models.

The central flash, which was not observable without SOFIA’s mobility and last-minute redeployment options, indicates an elliptical atmosphere characterized by high global winds, or more likely lesser zonal winds producing Pluto’s atmospheric oblateness.

Still to come are complete analyses of the color differences between the various SOFIA channels as contrasted with color differences from the full spectral data obtained at the IRTF. Also, detailed analysis of the Pluto–Charon separation is possible and will be forthcoming due to the nearly central chord afforded by SOFIA, precisely fixing Pluto’s location when combined with ground sources.

All in all, we see once again that Pluto has an extremely complex and dynamic atmosphere, with both spatial and temporal variations, which should provide an extremely rich data opportunity for the New Horizons spacecraft in 2015. However, even with the expected fantastic returns from that mission, the time-variability of the atmosphere, and the small size of features such as the central flash, require continued monitoring from both fixed telescopes and mobile platforms such as the SOFIA aircraft.
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