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Abstract. Within classical optics, one may add microscopic “roughness” to a macroscopically flat mirror so that parallel rays of a given angle are reflected at different outgoing angles. Taking the limit (as the roughness becomes increasingly microscopic) one obtains a flat surface that reflects randomly, i.e., the transition from incoming to outgoing ray is described by a probability kernel (whose form depends on the nature of the microscopic roughness).

We consider two-dimensional optics (a.k.a. billiards) and show that every random reflector on a line that satisfies a necessary measure-preservation condition (well established in the theory of billiards) can be approximated by deterministic reflectors in this way.

1. Introduction

This article addresses the question of which random reflectors can be approximated by piecewise smooth surfaces that reflect light according to the classical rule of specular reflection which says that the angle of reflection is equal to the angle of incidence. One of the basic results on billiards says that a certain measure on the space of pairs consisting of location and angle of reflection is preserved by every reflecting surface (see [17, Thm. 3.1] or [3, Lemma 2.35]). Our main result, Theorem 2.3, shows that, except for this universal restriction that applies to all reflecting surfaces, one can approximate in a weak sense every random reflector by a sequence of specularly (deterministically) reflecting surfaces.

A special case of this theorem is that one can approximate every deterministic reflector that preserves the appropriate measure, including, for example, the reflector that reverses the direction of each incoming ray. To see how counterintuitive this is, imagine a higher dimensional analog of this reflector: a mirror that appears entirely the color of the observer’s eyeball, because the only light rays traveling from the mirror to the eyeball are those that bounced off of the eyeball before reaching the mirror. This striking effect is implemented in practice with limited accuracy (for theoretical and practical reasons) in “retroreflectors” (see [15]) and reflective paint (see [19]).

There are several sources of inspiration for our project. The article [1] studies reflected Brownian motion with inert drift. In a follow up project, Z.-Q. Chen and the second author plan to study the limiting situation when the diffusion coefficient...
of reflected Brownian motion goes to zero. It appears that in the limit, the particle will move along straight lines with a random angle of reflection.

The physics literature on random reflections is quite rich. We will not review it here; an excellent review can be found, for example, in [5].

Some early mathematical articles that considered random reflections were [14, 9], and more recent ones include [4, 5, 6, 7, 8, 11, 12, 15, 16]. Many of these articles are concerned with the so-called Knudsen reflection law. Knudsen proposed the cosine reflection law, in which the direction of the reflected molecule has a rotation-invariant distribution around the surface normal, with density proportional to the cosine of the angle with the normal, independent of the incidence direction. Knudsen’s law is a model for gas dynamics. The same law is known as Lambert’s cosine law in optics (see [2], pp. 147–148 or [13], Chap. 6).

On the technical side, our results seem to be related, at least at the intuitive level, to the “digital sundial” theorem proved by Falconer (see [10], Thm. 6.9). Roughly speaking, Falconer’s theorem says that there exists a set with prescribed projections in almost all directions.

Although our article is close to the literature on billiards at the technical level, we will use the language of optics because our model is much closer to this circle of ideas at the intuitive level.

We will state our results in a rigorous way in Section 2. Section 3 contains short proofs of the most elementary results. The proof of our main result, Theorem 2.3, is a multistage construction presented in Sections 4–5.

2. THE MAIN RESULT, CONJECTURES AND OPEN PROBLEMS

For a very detailed and careful presentation of the billiards model in the plane, see Chap. 2 of [3]. We will be concerned with mirrors (walls of billiard tables) of very special shape. They are supposed to model macroscopically flat but rough reflecting surfaces. The paper of Feres [11] contains a rigorous mathematical presentation of this physical phenomenon and detailed analysis of its fundamental properties. Our setup is slightly different from that in [11].

Consider the following assumptions about a planar set $M$. These conditions contain, among other things, Assumptions A1–A4 from [3] Sections 2.1 and 2.4].

(M1) $M \subset \{(x_1, x_2) \in \mathbb{R}^2 : x_2 < 0\}$.

(M2) For every $k < \infty$, the set $\{(x_1, x_2) \in M : -k \leq x_1 \leq k\}$ is the union of a finite number of compact $C^3$ curves $\Gamma_j$.

(M3) The curves $\Gamma_j$ intersect only at their endpoints. Each curve either is a line segment or has non-vanishing curvature of one sign (it has no inflection points). The curves do not form cusps at the intersection points; that is, the curves form an angle different from 0 at the point where they meet (if there is such a point).

We will say that $M \in M_1$ if $M$ satisfies (M1)–(M3).

Let $D = \mathbb{R} \times (-\pi, 0)$ and define a $\sigma$-finite measure $\Lambda$ on $D$ by $\Lambda(dx, d\alpha) = -dx \sin \alpha \, d\alpha$.

A light ray can be represented as $(x, \alpha) = (x(t), \alpha(t))$, where $x(t)$ is the location of the light ray at time $t$ and $\alpha(t) \in (-\pi, \pi]$ is the angle between the direction of the light ray and the positive horizontal half-axis, measured in the counterclockwise direction from the half-axis. Time will play no role in our arguments, so it will be suppressed in the notation most of the time. We will always assume that light rays reflect from surfaces comprising $M \in M_1$ according to the rule of specular
reflection; that is, the angle of incidence is equal to the angle of reflection, for every reflection.

Let \( L_* := \{ (x_1, x_2) \in \mathbb{R}^2 : x_2 = 0 \} \). It will be convenient to identify \( L_* \) with \( \mathbb{R} \); for example, we will consider \( \Lambda \) to be a measure on \( L_* \times (-\pi, 0) \). Consider the following natural condition.

(M4) Suppose that \( M \in \mathcal{M}_1 \) and for \( \Lambda \)-almost all \( (x, \alpha) \in D \), a light ray starting from \( (x, \alpha) \) and reflecting from surfaces comprising \( M \) will return to \( L_* \) after a finite number of reflections.

Condition (M4) is far from trivial; see, for example, Sec. 2.4 in [3] on accumulations of collisions. Moreover, some light rays reflecting from some mirror sets \( M \in \mathcal{M}_1 \) will not return to \( L_* \). We will show that (M4) holds for a large class of sets \( M \).

(M5) Suppose that \( M \in \mathcal{M}_1 \). Let \( \{ A'_k \}_{k \geq 1} \) be the family of all connected components of the open set \( \{ (x_1, x_2) \in \mathbb{R}^2 : M : x_2 < 0 \} \). There exists a subfamily \( \{ A_k \}_{k \geq 1} \) of \( \{ A'_k \}_{k \geq 1} \) (that is, every set \( A_k \) is equal to some set \( A'_k \)), such that every set \( A_k \) is bounded, \( L_* \subset \bigcup_{k \geq 1} \partial A_k \), and the set \( \{ \partial A_j \cap \partial A_k \cap L_*, j, k \geq 1, j \neq k \} \) has no accumulation points in \( L_* \).

We will say that \( M \in \mathcal{M}_2 \) if \( M \in \mathcal{M}_1 \) and it satisfies (M4).

**Proposition 2.1.** If \( M \in \mathcal{M}_1 \) satisfies (M5), then it satisfies (M4) and, therefore, \( M \in \mathcal{M}_2 \).

Consider some \( M \in \mathcal{M}_2 \). Suppose that a light ray starts from \( (x_0, \alpha_0) \) with \( x_0 \in L_* \) and \( \alpha_0 \in (-\pi, 0) \) at time 0, reflects from surfaces of \( M \) and returns to \( L_* \) at a time \( t \), i.e., \( (x(t-), \alpha(t-)) = (x(1), \beta') \), \( x(1) \in L_* \), and \( t > 0 \) is the smallest time with this property. Let \( \beta = \beta' - \pi \). This defines a mapping \( K : D \to D \), given by \( K(x, \alpha) = (y, \beta) \). Clearly, \( K \) depends on \( M \).

We will write \( \mathbb{P}(x, \alpha; dy, d\beta) \) to denote a Markov transition kernel on \( D \); that is, for fixed \( (x, \alpha) \in D \), \( \mathbb{P}(x, \alpha; dy, d\beta) \) is a probability measure on \( D \). We assume that \( \mathbb{P} \) satisfies the usual measurability conditions in all variables.

We will use \( \delta_x(y) \) to denote Dirac’s delta function. Recall the transformation \( K \) and let \( \mathbb{P}_K \) be defined by \( \mathbb{P}_K(x, \alpha; dy, d\beta) = \delta_{K(x, \alpha)}(y, \beta) dy d\beta \). In other words, \( \mathbb{P}_K \) represents a deterministic Markov kernel, with the atom at \( K(x, \alpha) \).

If \( \mu_n, n \geq 1 \), and \( \mu_\infty \) are non-negative \( \sigma \)-finite measures on some measurable space \( \Gamma \), then we will say that \( \mu_n \) converge weakly to \( \mu_\infty \) if there exists a sequence of sets \( \Gamma_j, j \geq 1 \), such that \( \bigcup_{j \geq 1} \Gamma_j = \Gamma \), \( \mu_n(\Gamma_j) < \infty \), \( \mu_\infty(\Gamma_j) < \infty \) for all \( n \) and \( j \), and for every fixed \( j \), the sequence \( \mu_n(\Gamma_j) \) converges weakly to \( \mu_\infty(\Gamma_j) \).

**Theorem 2.2.** (i) Consider the transformation \( K : D \to D \) corresponding to any \( M \in \mathcal{M}_2 \). The transformation \( K \) preserves measure \( \Lambda \); that is, for any \( A \subset D \) with \( \Lambda(A) < \infty \), we have \( \Lambda(K^{-1}(A)) = \Lambda(A) \). Moreover, \( K \) is “time reversible” in the sense that if \( K(A_1) = A_2 \), then \( K(A_2) = A_1 \).

(ii) Suppose that for some sequence of sets \( M_n \in \mathcal{M}_2 \), corresponding transformations \( K_n \), and some Markov transition kernels \( \mathbb{P}(x, \alpha; dy, d\beta) \), we have

\[
\Lambda(dx, d\alpha)\mathbb{P}_{K_n}(x, \alpha; dy, d\beta) \to \Lambda(dx, d\alpha)\mathbb{P}(x, \alpha; dy, d\beta)
\]

in the sense of weak convergence on \( D^2 \) as \( n \to \infty \). Then \( \mathbb{P} \) is symmetric with respect to \( \Lambda \) in the sense that for any smooth functions \( f \) and \( g \) on \( D \) with compact
support, we have
\[
\int_{D^2} f(y, \beta) \mathbb{P}(x, \alpha; dy, d\beta) g(x, \alpha) \Lambda(dx, d\alpha) = \int_{D^2} g(y, \beta) \mathbb{P}(x, \alpha; dy, d\beta) f(x, \alpha) \Lambda(dx, d\alpha).
\]
(2.2)

In particular, \( \Lambda \) is invariant in the sense that
\[
\int_{D^2} f(y, \beta) \mathbb{P}(x, \alpha; dy, d\beta) \Lambda(dx, d\alpha) = \int_D f(x, \alpha) \Lambda(dx, d\alpha).
\]
(2.3)

See [11] Sect. 4 for a similar result stated in a slightly different setting. The first part of the theorem says that all specular reflections are time reversible and preserve a certain measure. For this reason, \( \Lambda \) is known as the invariant measure for the collision map in the theory of billiards (see [3], Sec. 2.12). This is related to Lambert’s cosine law in optics (see [2], pp. 147–148 or [13], Chap. 6), also known as Knudsen’s cosine reflection law in the context of gas dynamics (see [5]). The second part shows that this condition can be interpreted as symmetry for a Markov kernel (see (2.2)). This symmetry is preserved under weak limits of Markov kernels. The next theorem, which is our main result, says that the symmetry of the Markov kernel (see (2.2)).

Theorem 2.3. Suppose that \( \mathbb{P}(x, \alpha; dy, d\beta) = \delta_x(y)dy \mathbb{P}(x, \alpha; d\beta) \), where \( \mathbb{P} \) satisfies (2.4). Then there exists a sequence of sets \( M_n \in M_2 \) and corresponding transformations \( K_n \) such that
\[
\Lambda(dx, d\alpha) \mathbb{P}_{K_n}(x, \alpha; dy, d\beta) \rightarrow \Lambda(dx, d\alpha) \mathbb{P}(x, \alpha; dy, d\beta)
\]
weakly on \( D^2 \) as \( n \rightarrow \infty \). Moreover, \( M_n \) can be chosen in such a way that
(a) \( M_n \subset \{(x_1, x_2) : -1/n < x_2 < 0\} \) and
(b) for every \( \varepsilon > 0 \) there exists \( D_\varepsilon \subset D \) with \( \Lambda(D \setminus D_\varepsilon) < \varepsilon \) such that all rays starting in \( D_\varepsilon \) reflect from \( M_n \) exactly twice before returning to \( L_\ast \).

Remark 2.4. The sets \( M_n \) that we construct in the proof of Theorem 2.3 are not connected. We believe that the following conjecture can be proved using an iteration of the construction used in the proof of Theorem 2.3.

Conjecture 2.5. One can construct sets \( M_n \) so that they satisfy Theorem 2.3 except for (b); they are connected and every light ray reflects from \( M_n \) four times, except for a set of rays of \( \Lambda \) measure \( 1/n \).
The following problem is inspired by the “digital sundial” theorem of Falconer (see [10], Thm. 6.9).

**Problem 2.6.** Is it possible to construct sets $M_n$ so that they satisfy Theorem 2.3 and every light ray reflects from $M_n$ only once, except for a set of rays of $\Lambda$ measure $1/n$?

We believe that an analogue of Theorem 2.3 holds in higher dimensions.

3. Deterministic reflections

**Proof of Proposition 2.1.** Assumptions A1–A4 from [3] Sections 2.1 and 2.4 are built into (M1)–(M3). Hence, there are no accumulation points for reflections from $M$, by the results in [3] Sect. 2.4.

The remaining part of the proof is based on [17] Thm. 3.1 and Sect. 7.1. We will only outline the main steps. Fix some $k$ and consider $A_k$ to be a bounded billiard table. We define the “billiard ball map” $T$ as follows. Let $v(x)$ be a continuous unit tangent vector field on $\partial A_k$. For a light ray starting from a point $x \in \partial A_k$, let $\alpha$ be the angle between its direction and $v(x)$. The light ray will hit $\partial A_k$ at a point $y \in \partial A_k$. Let $\beta$ be the angle formed by the direction of the light ray just after reflection at $y$ and $v(y)$. Then we let $T(x, \alpha) = (y, \beta)$. Let $dx$ represent the arc length measure on $\partial A_k$. By [17] Thm. 3.1, $T$ preserves the measure $dx \sin d\alpha$ on $\partial A_k \times (0, \pi)$. Poincaré’s Recurrence Theorem (see [17] Thm. 7.4) shows that $(dx \, d\alpha)$-almost all rays starting at $(\partial A_k \cap L) \times (0, \pi)$ return to $(\partial A_k \cap L) \times (0, \pi)$ after a finite number of reflections; see [17] page 116 for more details.

**Proof of Theorem 2.2.** (i) The claim that $\Lambda(K^{-1}(A)) = \Lambda(A)$ is a special case of a well-known theorem; see [17] Thm. 3.1 or [3] Lemma 2.35. The fact that the light reflection process is time reversible implies that if $K(A_1) = A_2$, then $K(A_2) = A_1$.

(ii) Suppose that $M_n \in \mathcal{M}_2$ and $K_n$ is the corresponding transformation. Consider some sets $A_1, A_2 \subset D$ and let $f(x, \alpha) = 1_{A_1}(x, \alpha)$ and $g(x, \alpha) = 1_{A_2}(x, \alpha)$. Then, using part (i),

$$\int_{D^2} f(y, \beta)\mathbb{P}_{K_n}(x, \alpha; dy, d\beta)g(x, \alpha)\Lambda(dx, d\alpha)$$

$$= \int_{D^2} 1_{A_1}(y, \beta)\delta_{K_n(x, \alpha)}(dy, d\beta)1_{A_2}(x, \alpha)\Lambda(dx, d\alpha)$$

$$= \int_{D^2} 1_{K_n^{-1}(A_1)}(x, \alpha)1_{A_2}(x, \alpha)\Lambda(dx, d\alpha)$$

$$= \Lambda(K_n^{-1}(A_1) \cap A_2) = \Lambda(K_n^{-1}(A_2) \cap A_1).$$

For the same reason,

$$\int_{D^2} g(y, \beta)\mathbb{P}_{K_n}(x, \alpha; dy, d\beta)f(x, \alpha)\Lambda(dx, d\alpha) = \Lambda(K_n^{-1}(A_2) \cap A_1),$$

so

$$\int_{D^2} f(y, \beta)\mathbb{P}_{K_n}(x, \alpha; dy, d\beta)g(x, \alpha)\Lambda(dx, d\alpha) = \int_{D^2} g(y, \beta)\mathbb{P}_{K_n}(x, \alpha; dy, d\beta)f(x, \alpha)\Lambda(dx, d\alpha).$$

A standard argument based on finite linear combinations of step functions and bounded convergence shows that 2.2 holds for smooth $f$ and $g$ with compact
support and \( \mathbb{P} \) of the form \( \mathbb{P}_{K_n} \). This and weak convergence imply that (2.2) also holds for Markov kernels \( \mathbb{P} \) that satisfy (2.1). We obtain (2.3) from (2.2) by the monotone convergence theorem applied to a sequence \( g_n \uparrow 1 \) as \( n \to \infty \). \( \square \)

4. Transposition Reflector

This section is devoted to the construction of a set of mirrors that transpose thin bundles of light of appropriate angular width. The first challenge is to guide bundles of light rays so that only an arbitrarily small amount of light is scattered in an unaccounted for way. The second challenge (easier to present in a rigorous way than the first one) is to place various sets of mirrors so that they do not interfere with each other.

Let \( \overline{A} \) denote the closure of a set \( A \).

**Definition 4.1.** We will call \( K : D \to D \) a **simple symmetric function** if there exists a countable family of rectangles \( Q_k = (x_1^k, x_2^k) \times (\alpha_1^k, \alpha_2^k) \subset D, k \geq 1, \) such that

1. \( Q_k \cap Q_j = \emptyset \) for \( k \neq j \),
2. \( \bigcup_{k \geq 1} Q_k = D, \)
3. for any \( j, k \), either \( (x_1^k, x_2^k) = (x_1^j, x_2^j) \) or \( (x_1^k, x_2^k) \cap (x_1^j, x_2^j) = \emptyset, \)
4. for every \( a < \infty \), there is only a finite number of \( k \) such that \( (x_1^k, x_2^k) \cap (-a, a) \neq \emptyset, \)
5. for every \( k \) there exists \( \alpha \) such that \( K(Q_k) = (x_1^k, x_2^k) \times \{ \alpha \}, \)
6. for every \( k \) there exists \( j \) such that

\[
\int_{(\alpha_1^k, \alpha_2^k)} \sin \alpha d\alpha = \int_{(\alpha_1^j, \alpha_2^j)} \sin \alpha d\alpha,
\]

\( (x_1^k, x_2^k) = (x_1^j, x_2^j), \ K(Q_k) \subset Q_j \) and \( K(Q_j) \subset Q_k. \)

We will call \( \sup_k (x_2^k - x_1^k) \) the **mesh** of \( K \).

Recall from Section 2 that for \( K : D \to D \), the kernel \( \mathbb{P}_K \) is defined by \( \mathbb{P}_K(x, \alpha; dy, d\beta) = \delta_{K(x, \alpha)}(y, \beta)dyd\beta \). Suppose that \( \mathbb{P} \) satisfies (2.4). Then standard arguments (see the proof of Theorem 2.3 in Section 5) show that there exists a sequence \( \{ \tilde{K}_n \}_{n \geq 1} \) of simple symmetric functions such that \( \mathbb{P}_{\tilde{K}_n}(x, \alpha; dy, d\beta) \to \delta_x(y)dyd\beta(x, \alpha; d\beta) \) weakly as \( n \to \infty \). Note that we do not claim that \( \tilde{K}_n \) arise as functions associated to reflecting sets in \( \mathcal{M}_2 \). To prove Theorem 2.3 it will suffice to show that for any simple symmetric function \( \tilde{K}_n : D \to D \), there exists a sequence of sets \( M_n \in \mathcal{M}_2, n \geq 1, \) satisfying conditions (a) and (b) of Theorem 2.3 and such that if the functions \( K_n : D \to D \) correspond to \( M_n \)'s, then \( K_n - \tilde{K}_n \to 0 \) pointwise. The rest of the paper is devoted to the construction of sets \( M_n \).

For \( \rho > 0 \), let \( \Lambda_\rho \) be the measure \( \Lambda \) restricted to \( D_\rho := (-\rho, \rho) \times (-\pi, 0) \) and note that the total mass of \( \Lambda_\rho \) is \( 4\rho \).

**Lemma 4.2.** For any \( \varepsilon_0 > 0 \) there exist \( n_0 < \infty \) and \( \rho_0 > 0 \) such that for any \( n > n_0, \rho_0 \in (0, \rho_0) \) and any simple symmetric function \( K \) with mesh less than or equal to \( 1/n \) such that \( (-\rho, \rho) \) is one of the intervals \( (x_1^k, x_2^k) \), the following holds:

1. There exist a bounded set \( N \in \mathcal{M}_1 \) and a set \( D_\rho^* \subset D_\rho \) such that \( \Lambda_\rho(D_\rho^*) < 4\rho \varepsilon_0 \).
2. The function \( K_N(x, \alpha) \) corresponding to \( N \) is defined on \( D_\rho \setminus D_\rho^* \).
3. For all \( (x, \alpha) \in D_\rho \setminus D_\rho^* \), we have \( |K_N(x, \alpha) - K(x, \alpha)| \leq \varepsilon_0. \)
The function $K_N(x, \alpha)$ is not necessarily defined for all $(x, \alpha) \in D_\rho$ because some light rays starting from $L_*$ and reflected in $N$ may never come back to $L_*$. 

**Proof of Lemma 4.2.** We will omit some details of our arguments and estimates that are totally elementary but are tedious to write down. However, we will now provide a solid justification for the approximate formulas that will form the core of the proof. Suppose that two (parts of) ellipses are fixed and serve as mirrors for light rays. Suppose that a light ray starts from $x \in L_*$ at an angle $\alpha \in (-\pi, 0)$, then makes two reflections from the elliptic mirrors, and then returns to $L_*$ at $y \in L_*$ and angle $\beta$. An important (but elementary) observation is that the function $(x, \alpha) \to (y, \beta)$ is analytic. The reason is that the equations that determine the points and angles of reflection of the light ray are quadratic with “parameters” that are analytic functions of $x$ and $\alpha$. A similar remark applies to other quantities that are functions of $x$ and $\alpha$, such as the location and angle of incidence when the light ray hits one of the ellipses, or the distance from the light ray to a fixed point.

**Step 1.** In this step, we will construct a pair of elliptic mirrors that interchange two very thin bundles of light rays. This step is devoted only to the construction (or, in other words, definition) of the two mirrors. The next step will contain the proof that the mirrors reflect the light rays in the desired directions.

We will use letters $A, B$ and $C$ (with subscripts and superscripts) to denote points in the plane. The notation $\overline{AB}$ will refer to a line segment with given endpoints; $\overline{ABC}$ will denote an arc of an ellipse passing through the three points.

Consider some (small) $c_1 > 0$, $\alpha, \beta \in (-\pi + c_1, -c_1)$ and (small) $\Delta \alpha, \Delta \beta \in (0, 1)$, such that $\Delta \alpha \sin \alpha = \Delta \beta \sin \beta$. Suppose that $\rho > 0$ and (see Figure 1),

$$A_1 = (-\rho, 0), \quad A_2 = (0, 0), \quad A_3 = (\rho, 0).$$

First assume that $\alpha = \beta$. In this case, let $E_{\alpha} = E_{\beta}$ be the arc of a circle represented in complex notation as $E_{\alpha} = \{r e^{i\gamma} : \alpha - \Delta \alpha \leq \gamma \leq \alpha + \Delta \alpha\}$ for some $r > 0$. Note that the circle is centered at $A_2$. We will consider $E_{\alpha}$ to be a mirror. Light rays starting from $(x, \gamma)$ in $D_{\alpha}^1 := \overline{A_1 A_3} \times (\alpha - \Delta \alpha, \alpha + \Delta \alpha)$ will mostly return to the same set if $\rho$ is small. More precisely,

$$\forall c_1 > 0 \forall \eta_1 > 0 \exists \rho_0 < \infty \forall \rho \in (0, \rho_0) \forall \alpha \in (-\pi + c_1, -c_1) :$$

$$\frac{\Lambda_{\rho}(\{(x, \gamma) \in D_{\alpha}^1 : K_{\alpha}(x, \gamma) \in D_{\alpha}^1\})}{\Lambda_{\rho}(D_{\alpha}^1)} > 1 - \eta_1.$$

The case when $\alpha = \beta$ is rather easy, so we will focus on the case $\alpha \neq \beta$ in the rest of the proof.

Recall notation from Definition 4.1 and let $\hat{\alpha}^k = (\alpha^k_1 + \alpha^k_2)/2$. Consider $j$ and $k$ such that $K(Q_k) \subset Q_j$ and $K(Q_j) \subset Q_k$. If $(\alpha^2_2 - \alpha^1_2) \lor (\alpha^2_1 - \alpha^1_1) \leq \varepsilon_0/2$, then let $K'(x, \alpha) = (x, \hat{\alpha}^k)$ for $(x, \alpha) \in Q_k$, and $K'(x, \alpha) = (x, \hat{\alpha}^j)$ for $(x, \alpha) \in Q_j$. Otherwise, we let $K'(x, \alpha) = K(x, \alpha)$. Note that $K'$ is a simple symmetric function and $|K'(x, \alpha) - K(x, \alpha)| \leq \varepsilon_0/2$. Hence, it will suffice to find a set $N$ and the corresponding function $K_N$ such that $|K_N(x, \alpha) - K'(x, \alpha)| \leq \varepsilon_0/2$.

Consider the case when $|\alpha - \beta| \geq \varepsilon_0/2$ and $\alpha - \Delta \alpha, \alpha + \Delta \alpha, \beta - \Delta \beta, \beta + \Delta \beta \in (-\pi, 0)$. For any angle $\gamma \in (-\pi, 0)$, let $L_\gamma$ be the line passing through $A_2$, with the slope $\tan(-\gamma)$. Unless stated otherwise, we will consider only points and sets below the line $L_\gamma$.
Let $B_2^\alpha$ be a point on $L_\alpha$, and $r_\alpha := |A_2-B_2^\alpha|$. Similarly, let $B_2^\beta$ be a point on $L_\beta$, and $r_\beta := |A_2-B_2^\beta|$ (values of $r_\alpha$ and $r_\beta$ will be specified later). Let $L'$ be the line passing through $B_2^\alpha$ and $B_2^\beta$, and let $C$ be the point on $L'$ such that $s_1 := |C-B_2^\alpha| = |C-B_2^\beta|$.

Recall that for any ellipse, if a light ray leaves one of the foci and meets a point on that ellipse, it will reflect off the ellipse and pass through the other focus.

Let $B_1^\alpha \in L_{\alpha-\Delta\alpha/2}$ and $B_3^\alpha \in L_{\alpha+\Delta\alpha/2}$ be points such that $E_\alpha := B_1^\alpha B_2^\alpha B_3^\alpha$ is an arc of an ellipse with the foci $A_2$ and $C$ (see Figure 1). Similarly, let $B_1^\beta \in L_{\beta-\Delta\beta/2}$ and $B_3^\beta \in L_{\beta+\Delta\beta/2}$ be points such that $E_\beta := B_1^\beta B_2^\beta B_3^\beta$ is an arc of an ellipse with the foci $A_2$ and $C$.

The rest of this step is devoted to informal estimates aimed at finding values of $r_\alpha$ and $r_\beta$ that will define mirrors with desirable properties. Consider the bundle $B$ of light rays starting at $A_2$ along lines between $L_{\alpha-\Delta\alpha/2}$ and $L_{\alpha+\Delta\alpha/2}$. We will find parameters of our construction such that for the resulting mirrors $E_\alpha$ and $E_\beta$, “most” light rays in $B$ reflect from $E_\alpha$, then reflect from $E_\beta$ and then hit $A_2$. Let $\rho_1$ be the width of $B$ close to $E_\alpha$, just before hitting $E_\alpha$. Since $\Delta\alpha$ is assumed to be small, the rays in $B$ are almost parallel and $E_\alpha$ is almost flat. Hence, the width of $B$ close to $E_\alpha$, just after hitting $E_\alpha$ is $\rho_1(1+o(\Delta\alpha))$. We have $\rho_1 = r_\alpha(\Delta\alpha + o(\Delta\alpha))$ for small $\Delta\alpha$.

Since $E_\alpha$ is an arc of an ellipse with foci $A_2$ and $C$, all light rays in $B$ will pass through $C$ and then they will hit $E_\beta$, assuming that $E_\beta$ is large enough. Since $E_\beta$ is an arc of an ellipse with foci $A_2$ and $C$, the light rays in $B$ reflected from $E_\beta$ will hit $L_\star$ at $A_2$.

Let $\rho_2$ be the width of $B$ close to $E_\beta$, just before hitting $E_\beta$. The width of $B$ close to $E_\beta$, just after hitting $E_\beta$, is $\rho_2(1+o(\Delta\beta))$. We want the bundle of light rays $B$ to form a cone with angle $\Delta\beta$ at the point $A_2$ on the way out, so we would like to have $\rho_2 = r_\beta(\Delta\beta + o(\Delta\beta))$ for small $\Delta\beta$. The point $C$ is half way between $B_2^\alpha$ and

![Figure 1. A single light ray interchange mirror system.](image-url)
Our argument is based on detailed analysis of small changes in the initial conditions $\Delta \alpha$, there exists

The above formula incorporates our previously made assumption that $\Delta \alpha \sin \alpha = \Delta \beta \sin \beta$.

**Step 2.** We will now argue that a pair of mirrors defined in the previous step guides a thin bundle of light rays to the appropriate exit location and exit angle, with arbitrarily little “waste”, for appropriate values of parameters of the construction. Our argument is based on detailed analysis of small changes in the initial conditions (the starting location and angle of the light ray) on the "output", that is, the location and angle for the light ray exiting the lower half-plane.

Let $\mathbf{E}_\alpha$ be the ellipse of which $\mathcal{E}_\alpha$ is a part and let $\mathbf{E}_\beta$ have the analogous meaning. The informal estimates of Step 1 have the following rigorous version. For any $c_1, \varepsilon > 0$, there exists $\varepsilon_1 \in (0, \varepsilon)$ such that for all $\alpha, \beta \in (-\pi + c_1, -c_1)$ with $|\alpha - \beta| \geq \varepsilon_0 / 2$, $\Delta \alpha, \Delta \beta \in (0, \varepsilon_1)$, and $r_\alpha$ and $r_\beta$ satisfying (4.1), we have the following. If a light ray starts from $A_2$, follows $L_{\alpha + \alpha_1}$ with $\alpha_1 \in [-1 - \varepsilon_1] \Delta \alpha / 2, (1 - \varepsilon_1) \Delta \alpha / 2]$ and reflects from $\mathcal{E}_\alpha$, then it will intersect $\mathbf{E}_\beta$ at a point $x$ such that

$$|x - B_2^\beta| < (1 - \varepsilon)(|B_1^\beta - B_2^\beta| \lor |B_2^\beta - B_2^\beta|).$$

Similarly, if a light ray starts from $A_2$, follows $L_{\beta + \beta_1}$ with $\beta_1 \in [-1 - \varepsilon_1] \Delta \beta / 2, (1 - \varepsilon_1) \Delta \beta / 2]$ and reflects from $\mathcal{E}_\beta$, then it will intersect $\mathbf{E}_\alpha$ at a point $y$ such that

$$|y - B_2^\alpha| < (1 - \varepsilon)(|B_2^\alpha - B_2^\alpha| \lor |B_2^\alpha - B_2^\alpha|).$$

It follows from (4.2) and (4.3) that all light rays starting from $A_2$ at angles in $[-(1 - \varepsilon_1) \Delta \alpha / 2, (1 - \varepsilon_1) \Delta \alpha / 2]$ or $[-(1 - \varepsilon_1) \Delta \beta / 2, (1 - \varepsilon_1) \Delta \beta / 2]$ reflect from both mirrors $\mathcal{E}_\alpha$ and $\mathcal{E}_\beta$ and then reach $L_\alpha$ again at $A_2$.

In the following part of the argument, we will consider $\alpha, \beta, r_\alpha$ and $r_\beta$ to be “fixed” parameters satisfying (4.1) and we will choose $\Delta \alpha, \Delta \beta$ and $\rho$ sufficiently small, so that certain conditions are satisfied.

We will define a number of arcs, lines and points which will be used in the next part of the proof; see Figure 2. Consider any point $A_4 \in A_1A_3$ and light ray $R_1$ emanating from $A_4$ at an angle $\eta$. Let $B_4 \in \mathbf{E}_\alpha$ and $B_6 \in \mathbf{E}_\beta$ denote the points where this light ray reflects in $\mathbf{E}_\alpha$ and $\mathbf{E}_\beta$. Let $R_4$ be the line between $B_4$ and $B_6$. Let $R_6$ be the line that contains this light ray after reflection in $\mathbf{E}_\beta$ and let $B_8$ be the point where $R_6$ intersects $L_\alpha$. Let $R_2$ be the line passing through $A_2$ and parallel to $R_1$ and let $B_5$ be the intersection point of $R_2$ with $\mathbf{E}_\alpha$. Let $R_3$ be the line passing through $A_2$ and $B_4$. Let $R_5$ be the line that represents light ray $R_3$ after reflecting from $\mathbf{E}_\alpha$. Let $B_7$ be the point where $R_5$ intersects $\mathbf{E}_\beta$. Let $R_7$ be the line passing through $A_2$ and $B_6$.

Let $\alpha_1$ be the angle between $A_2B_2^\beta$ and the tangent to $\mathcal{E}_\alpha$ at $B_2^\alpha$. The angle $\alpha_1$ is a function of $\alpha, \beta, r_\alpha$ and $r_\beta$ only. Assume that $\eta \in [\alpha - (1 - \varepsilon_1) \Delta \alpha / 2,
We also have

$$|B_4 - B_5| \leq (1 + o(\varepsilon_1))\frac{\rho \sin \alpha}{\sin \alpha_1}$$

and, therefore,

$$|B_4 - B_2| \leq (1 - \varepsilon_1 + o(\varepsilon_1))\frac{\rho \sin \alpha}{\sin \alpha_1} + (1 + o(\varepsilon_1))\frac{\rho \sin \alpha}{\sin \alpha_1}.$$  

It follows that for any $c_1, \varepsilon > 0$, there exists $\varepsilon_1 \in (0, \varepsilon)$, $\varepsilon_2 > 0$, such that for all $\alpha, \beta \in (-\pi + c_1, -c_1)$ with $|\alpha - \beta| \geq \varepsilon_0/2$ and $\Delta \alpha, \Delta \beta \in (0, \varepsilon_1)$, $r_\alpha$ and $r_\beta$ satisfying [1, 1], all

$$\rho \in (0, \varepsilon_2(\Delta \alpha \wedge \Delta \beta))$$

and

$$\eta \in [\alpha - (1 - \varepsilon_1)\Delta \alpha/2, \alpha + (1 - \varepsilon_1)\Delta \alpha/2],$$

we have $B_4 \in E_\alpha$. By symmetry, if $\eta \in [\beta - (1 - \varepsilon_1)\Delta \beta/2, \beta + (1 - \varepsilon_1)\Delta \beta/2]$, then $R_1$ intersects $E_\beta$ at a point in $E_\beta$.

Suppose that $\eta \in [\alpha - (1 - \varepsilon_1)\Delta \alpha/2, \alpha + (1 - \varepsilon_1)\Delta \alpha/2]$. Let $\beta_1$ be the angle between $A_2B_2^\beta$ and the tangent to $E_\beta$ at $B_2^\beta$. Note that $\beta_1$ is also the angle between $CB_2^\beta$ and the tangent to $E_\beta$ at $B_2^\beta$. Let $\gamma_1$ be the angle between $R_1$ and $R_5$. The angle between $R_4$ and $R_5$ is also $\gamma_1$. We have

$$\gamma_1 = \sin \alpha |A_4 - A_2|(1 + o(\rho) + o(\Delta \alpha))/r_\alpha \leq \rho \sin \alpha(1 + o(\rho) + o(\Delta \alpha))/r_\alpha.$$  

Thus

$$|B_6 - B_7| = \frac{2s_1 \sin \gamma_1}{\sin \beta_1}(1 + o(\rho) + o(\Delta \beta))$$

$$\leq \frac{2s_1 \rho \sin \alpha(1 + o(\rho) + o(\Delta \alpha))}{r_\alpha \sin \beta_1}(1 + o(\rho) + o(\Delta \beta))$$

$$= \frac{2s_1 \rho \sin \alpha}{r_\alpha \sin \beta_1}(1 + o(\rho) + o(\Delta \beta)).$$
It follows from (4.2), (4.3) and (4.4) that for any $c_1, \varepsilon > 0$ there exists $\varepsilon_1 \in (0, \varepsilon)$, $\varepsilon_2 > 0$ such that for all $\alpha, \beta \in (-\pi + c_1, -c_1)$ with $|\alpha - \beta| \geq \varepsilon_0/2$ and $\Delta \alpha, \Delta \beta \in (0, \varepsilon_1)$, $r_\alpha$ and $r_\beta$ satisfying (4.1), and all $\rho \in (0, \varepsilon_2(\Delta \alpha \wedge \Delta \beta))$ we have the following. If a light ray starts from a point in $A_1A_3$ at an angle $\eta \in [\alpha - (1 - \varepsilon_1)\Delta \alpha/2, \alpha + (1 - \varepsilon_1)\Delta \alpha/2]$, then it reflects from $E_\alpha$ and then it intersects $E_\beta$. Similarly, if a light ray starts from a point in $A_1A_3$ at an angle $\eta \in [\beta - (1 - \varepsilon_1)\Delta \beta/2, \beta + (1 - \varepsilon_1)\Delta \beta/2]$, then it reflects from $E_\beta$ and then it intersects $E_\alpha$.

Let $a$ denote the distance between $C$ and $R_4$. We have

$$a = s_1 \sin \gamma_1 (1 + o(\rho)) = s_1 \sin \alpha |A_4 - A_2|(1 + o(\rho) + o(\Delta \alpha))/r_\alpha.$$ 

Note that if a light ray moved along $CB_6$ and reflected from $E_\beta$, then it stays on $R_7$. The angle between $R_6$ and $R_7$ is equal to the angle between $CB_6$ and $R_4$ and, therefore, it is equal to $\gamma_2 := (a/s_1)(1 + o(\rho) + o(\Delta \alpha))$. The following estimate for the distance between $A_2$ and $B_8$ uses (4.1),

$$|B_8 - A_2| = \frac{\gamma_2 r_\beta}{\sin \beta} (1 + o(\Delta \alpha)) = \frac{ar_\beta}{s_1 \sin \beta} (1 + o(\rho) + o(\Delta \alpha)) = s_1 \sin \alpha |A_4 - A_2|r_\beta(1 + o(\rho) + o(\Delta \alpha)) = |A_4 - A_2|(1 + o(\rho) + o(\Delta \alpha)).$$

We combine this estimate with the conclusions obtained so far to see that for any $c_1, \varepsilon > 0$ there exists $\varepsilon_1 \in (0, \varepsilon)$, $\varepsilon_2 > 0$ such that for all $\alpha, \beta \in (-\pi + c_1, -c_1)$ with $|\alpha - \beta| \geq \varepsilon_0/2$ and $\Delta \alpha, \Delta \beta \in (0, \varepsilon_1)$, $r_\alpha$ and $r_\beta$ satisfying (4.1), all $\rho \in (0, \varepsilon_2(\Delta \alpha \wedge \Delta \beta))$, and all $A_4 \in A_1A_3$ satisfying $|A_4 - A_2| \leq (1 - \varepsilon_2)\rho$ we have the following. If a light ray starts from $A_4$ at an angle $\eta \in [\alpha - (1 - \varepsilon_1)\Delta \alpha/2, \alpha + (1 - \varepsilon_1)\Delta \alpha/2]$, then it reflects from $E_\alpha$, next it reflects from $E_\beta$ and then it intersects $L_0$ between $A_1$ and $A_4$. Similarly, if a light ray starts from $A_4$ at an angle $\eta \in [\beta - (1 - \varepsilon_1)\Delta \beta/2, \beta + (1 - \varepsilon_1)\Delta \beta/2]$, then it reflects from $E_\beta$, next it reflects from $E_\alpha$ and then it intersects $L_0$ between $A_1$ and $A_3$.

**Step 3.** We will now assemble a finite family of pairs of mirrors so that they properly guide light rays entering the system at “most” angles and the mirrors do not interfere with one another. The lack of interference will be achieved by inductive scaling of the mirrors, that is, making them large, so that a light ray traveling between a pair of mirrors takes a path far beyond all the mirrors constructed earlier in the inductive procedure.

Recall the notation from the statement of the lemma. Let $c_1 > 0$ be so small that

$$\Lambda_p \left(D_p \setminus ((-\rho, \rho) \times (-\pi + c_1, -c_1)) \right) < 4 \rho \varepsilon_0/16.$$ 

Note that $c_1$ satisfying this condition can be chosen independently of $\rho$.

Recall the simple symmetric function $K'$ defined in Step 1 and let $\{Q_{j,k}\}_{k \geq 1} = \{(x_{j,k}, y_{j,k}) \times (\alpha_1^k, \alpha_2^k)\}_{k \geq 1}$ be the family of rectangles as in Definition 4.1. Let $J$ be the family of pairs $(j,k)$ such that $j \leq k$,

$$K'((-\rho, \rho) \times (\alpha_1^j, \alpha_2^j)) \subset (-\rho, \rho) \times (\alpha_1^k, \alpha_2^k)$$

and, therefore,

$$K'((-\rho, \rho) \times (\alpha_1^k, \alpha_2^k)) \subset (-\rho, \rho) \times (\alpha_1^j, \alpha_2^j).$$
Note that according to Definition 4.1(iv), the set \( J \) is finite. Let \( \mathcal{J} \) be the set of all \( j \) such that \( [\alpha_j^1, \alpha_j^2] \cap (-\pi + c_1, -c_1) \neq \emptyset \). For \((j, k) \in J\), let
\[
\hat{\alpha}^j = (\alpha_j^1 + \alpha_j^2)/2,
\Delta \hat{\alpha}^j = \alpha_j^2 - \alpha_j^1,
\Delta \hat{\alpha}^k = \Delta \hat{\alpha}^j \sin \hat{\alpha}^j / \sin \hat{\alpha}^k.
\]

Note that, typically, it is not true that \( \Delta \hat{\alpha}^k = \alpha_k^2 - \alpha_k^1 \) because if \((j, k) \in J\) and \( j \neq k \), then \((k, j) \notin J\). The quantity \( \Delta \hat{\alpha}^k \) is well defined because if \((j, k) \in J\) and \( j \neq k \), then there is no \( i \) such that \((k, i) \in J\). It is easy to see that for fixed \( c_1, \varepsilon_1 > 0 \), we can choose \( n_0 \) so large that for all \( n \geq n_0 \), if the mesh of \( K \) is smaller than \( 1/n \), then for all \( j \in \mathcal{J} \) we have
\[
[\hat{\alpha}^j - (1 - \varepsilon_1)\Delta \hat{\alpha}^j/2, \hat{\alpha}^j + (1 - \varepsilon_1)\Delta \hat{\alpha}^j/2] \subset (\alpha_j^1, \alpha_j^2).
\]

Let
\[
\Theta(\varepsilon_1) = (-\pi + c_1, -c_1) \cap \bigcup_{j \in \mathcal{J}} [\hat{\alpha}^j - (1 - \varepsilon_1)\Delta \hat{\alpha}^j/2, \hat{\alpha}^j + (1 - \varepsilon_1)\Delta \hat{\alpha}^j/2].
\]

For a fixed \( c_1 > 0 \), we can make \( \varepsilon_1 > 0 \) smaller and \( n_0 \) larger, if necessary, so that
\[
\Lambda_\rho((-\rho, \rho) \times \Theta(\varepsilon_1)) > 4\rho(1 - \varepsilon_0/8).
\]

We make \( n_0 \) larger, if necessary, so that for \( n \geq n_0 \) and all \( j \in \mathcal{J} \) we have \( \Delta \hat{\alpha}^j < \varepsilon_1 \).

Choose \( \varepsilon_3 > 0 \) so small that
\[
\Lambda_\rho((-1 - \varepsilon_3)\rho, (1 - \varepsilon_3)\rho) \times \Theta(\varepsilon_1)) > 4\rho(1 - \varepsilon_0/4).
\]

We will write \( r(\alpha) \) instead of \( r_\alpha \) and \( \mathcal{E}(\alpha) \) instead of \( \mathcal{E}_\alpha \), for typographical reasons.

Let \( \Delta^* \alpha = \min_{j \in \mathcal{J}} \Delta \hat{\alpha}^j \). It follows from what we have shown in Step 2 that for \( c_1, \varepsilon > 0 \) there exists \( n_0, \varepsilon_1 \in (0, \varepsilon), \varepsilon_2 > 0 \) such that for all \( \rho \in (0, \varepsilon_2 \Delta^* \alpha) \), \( n \geq n_0 \) and all \( j \in \mathcal{J} \) we have the following. If \((j, k) \in J\) and a light ray starts from a point in \((-1 - \varepsilon_3)\rho, (1 - \varepsilon_3)\rho) \subset L_\ast \) at an angle
\[
\eta \in [\hat{\alpha}^j - (1 - \varepsilon_1)\Delta \hat{\alpha}^j/2, \hat{\alpha}^j + (1 - \varepsilon_1)\Delta \hat{\alpha}^j/2],
\]
then it reflects from \( \mathcal{E}(\hat{\alpha}^j) \), next it reflects from \( \mathcal{E}(\hat{\alpha}^k) \) and then it intersects \( L_\ast \) at a point in \((-1 - \varepsilon_3)\rho, (1 - \varepsilon_3)\rho) \). Moreover, if a light ray starts from a point in \((-1 - \varepsilon_3)\rho, (1 - \varepsilon_3)\rho) \subset L_\ast \) at an angle
\[
\eta \in [\hat{\alpha}^k - (1 - \varepsilon_1)\Delta \hat{\alpha}^k/2, \hat{\alpha}^k + (1 - \varepsilon_1)\Delta \hat{\alpha}^k/2],
\]
then it reflects from \( \mathcal{E}(\hat{\alpha}^j) \), next it reflects from \( \mathcal{E}(\hat{\alpha}^j) \) and then it intersects \( L_\ast \) at a point in \((-1 - \varepsilon_3)\rho, (1 - \varepsilon_3)\rho) \).

Let \((j_1, k_1), (j_2, k_2), \ldots \) be an arbitrary ordering of pairs in \( J \). Choose \( r(\hat{\alpha}^{j_1}) \) and \( r(\hat{\alpha}^{k_1}) \) so that they satisfy (4.1). Suppose that \( r(\hat{\alpha}^{j_m}) \) and \( r(\hat{\alpha}^{k_m}) \) have been chosen for \( m = 1, 2, \ldots, i \). We choose \( r(\hat{\alpha}^{j_{i+1}}) \) and \( r(\hat{\alpha}^{k_{i+1}}) \) so that they satisfy (4.1) and they are so large that lines connecting any points in \( \mathcal{E}(\hat{\alpha}^{j_{i+1}}) \) and \( \mathcal{E}(\hat{\alpha}^{k_{i+1}}) \) do not intersect any \( \mathcal{E}(\hat{\alpha}^{j_m}) \) and \( \mathcal{E}(\hat{\alpha}^{k_m}) \) for \( m = 1, 2, \ldots, i \).

Recall that \( J \) is finite and let \( n_1 \) be its cardinality. For \((j, k) \in J\), let \( \hat{D}_{\rho,(j,k)} \) be the set of light rays in \( D_\rho \) such that the ray starts from a point in \([- (1 - \varepsilon_3)\rho, (1 - \varepsilon_3)\rho) \subset L_\ast \) at an angle
\[
\eta \in [\hat{\alpha}^j - (1 - \varepsilon_1)\Delta \hat{\alpha}^j/2, \hat{\alpha}^j + (1 - \varepsilon_1)\Delta \hat{\alpha}^j/2]
\]

then it reflects from \( \mathcal{E}(\hat{\alpha}^j) \), next it reflects from \( \mathcal{E}(\hat{\alpha}^j) \) and then it intersects \( L_\ast \) at a point in \((-1 - \varepsilon_3)\rho, (1 - \varepsilon_3)\rho) \).
Lemma 5.1. Fix any

or at an angle

\[ \eta \in [\hat{\alpha}^k - (1 - \varepsilon_1)\Delta \hat{\alpha}^k/2, \hat{\alpha}^k + (1 - \varepsilon_1)\Delta \hat{\alpha}^k/2]. \]

Let \( \tilde{D}_{\rho,(j,k)} \) be the set of light rays in \( \tilde{D}_{\rho,(j,k)} \) such that at some time the ray reflects from a set \( E(\hat{\alpha}^m) \), for some \( m \neq j, k \). If \( \rho = 0 \), that is, if \( -(1 - \varepsilon_3)\rho, (1 - \varepsilon_3)\rho \) is the single point \( A_2 \), then \( \tilde{D}_{\rho,(j,k)} = \emptyset \), by the claim made in the previous paragraph.

The proportion (in terms of the measure \( \Lambda_\rho \)) of light rays in \( \tilde{D}_{\rho,(j,k)} \) which belong to \( \tilde{D}_{\rho,(j,k)} \) is a continuous function of \( \rho > 0 \), with zero limit when \( \rho \downarrow 0 \); that is, \( \lim_{\rho \rightarrow 0} \Lambda_\rho(\tilde{D}_{\rho,(j,k)})/\Lambda_\rho(\tilde{D}_{\rho,(j,k)}) = 0 \). It follows that for sufficiently small \( \rho > 0 \), we have \( \Lambda_\rho(\tilde{D}_{\rho,(j,k)}) < 4\rho \varepsilon_0/(16n_1) \). Let \( \tilde{D}_\rho = \bigcup_{(j,k) \in \mathcal{J}} \tilde{D}_{\rho,(j,k)} \). We see that for fixed \( r(\hat{\alpha}^j) \)’s, we can make \( \rho > 0 \) so small that \( \Lambda_\rho(\tilde{D}_\rho) < 4\rho \varepsilon_0/16 \).

Let \( N = \bigcup_{j \in \mathcal{J}} E(\hat{\alpha}^j) \). Our arguments have shown that the function \( K_N \) satisfies the assertions listed in the lemma, with function \( K' \) in place of \( K \), and \( \varepsilon_0/2 \) in place of \( \varepsilon_0 \). We have observed in Step 1 that this is sufficient for the proof of the lemma.

\[ \square \]

5. Light reflector cells in Cantor set holes

The system of mirrors constructed in the previous section is very “inefficient” in that it has a large diameter compared to the length of the segment \((-\rho, \rho)\) of \( L_s \), where the light enters and exits the system. In this section, we will build a “compact” version of the reflector using scaling and a Cantor-like construction. The following result is very similar to Lemma 4.2 except that we use smaller mirrors.

Lemma 5.1. Fix any \( \rho, \rho_1 > 0, a \in \mathbb{R} \) and let \( \Lambda_\rho \) be the measure \( \Lambda \) restricted to \( D_\rho := (a - \rho, a + \rho) \times (-\pi, 0) \). The total mass of \( \Lambda_\rho \) is \( 4\rho \). For any \( \varepsilon_0 > 0 \), there exists \( n_0 < \infty \) such that for any \( n > n_0 \) and any simple symmetric function \( K \) with parameter \( n \) such that \( [a - \rho, a + \rho] \) is one of the intervals \([x_1^k, x_2^k] \), the following holds:

(i) There exist a compact set \( N \in \mathcal{M}_1 \) and a set \( D_\rho^* \subset D_\rho \) such that \( \Lambda_\rho(D_\rho^*) < 4\rho \varepsilon_0 \).

(ii) The function \( K_N(x, \alpha) \) corresponding to \( N \) is defined on \( D_\rho \setminus D_\rho^* \).

(iii) For all \((x, \alpha) \in D_\rho \setminus D_\rho^* \), we have \( |K_N(x, \alpha) - K(x, \alpha)| \leq \varepsilon_0 \).

(iv) \( N \subset (a - \rho, a + \rho) \times (-\rho_1, 0) \).

Proof. By translation invariance, it is enough to discuss the case \( a = 0 \).

Recall that we consider \((-\rho, \rho)\) to be a subset of the horizontal axis \( L_s \). Let \( N_0 \) be a new name for the set satisfying Lemma 4.2 and let \( M \) be the closure of the convex hull of \( N_0 \cup (-\rho, \rho) \). Since \( c_1 \) in the proof of Lemma 4.2 is strictly positive, \( M \cap L_s = [-\rho, \rho] \). Let \( r_0 \) be the diameter of \( M \) and let \( M_r = \{ x \in \mathbb{R}^2 : \exists y \in M \text{ such that } x = (r/r_0)y \} \), i.e., \( M_r \) is a dilation of \( M \).

We will define sets \( M_r^j \). Each of these sets will be a horizontal shift of \( M_r \); that is, \( M_r^j = M_r + (b, 0) \) for some \( b \in \mathbb{R} \) depending on \( j \) and \( r \). For any such set, we let \( \tilde{M}_r^j = M_r^j \cap L_s \). Note that the length of \( \tilde{M}_r^j \) is \( 2(r/r_0)\rho \).

The sets \( M_r^j \) will be grouped into a countable number of families, with all sets in one family having the same size. We will pack smaller sets among the bigger sets in a tight way, as much as possible. The intersections of the sets \( M_r^j \) with \( L_s \) will form a pattern qualitatively similar to holes in the Cantor set; see Figure 3.
By the scaling and shift invariance of reflections, we see that for every $r > 0$, we have $\Lambda_r \subset \{(x, x_2) : |x_1| < 1\}$. It is easy to see that for some $c_2, r_* > 0$ and all $r \in (0, r_*)$ we have $rr_* > c_2$. It follows that for some $c_3 > 0$, for every $r \in (0, r_*)$ one can find a family of disjoint sets $M^1_r, M^2_r, \ldots, M^k_r$ such that $\bigcup_{1 \leq j \leq k} M^j_r \subset \{(x_1, x_2) : |x_1| < 1\}$ and the total length of $\bigcup_{1 \leq j \leq k} M^j_r$ is greater than $c_3$.

Choose $r_1 \in (0, \rho_1)$ and a family of disjoint sets $\{M^j_{r_1}\}_{1 \leq j \leq j_1}$ such that $\bigcup_{1 \leq j \leq j_1} M^j_{r_1} \subset \{(x_1, x_2) : |x_1| < \rho\}$ and the total length of $\bigcup_{1 \leq j \leq j_1} M^j_{r_1}$ is greater than $c_3\rho$.

We proceed by induction. Let $\lambda_1$ be the Lebesgue measure of the set $[-\rho, \rho] \setminus \bigcup_{1 \leq j \leq j_1} M^j_{r_1}$. We find $r_2 \in (0, r_1)$ and a family of sets $\{M^j_{r_2}\}_{1 \leq j \leq j_1}$ such that

(i) $\bigcup_{1 \leq j \leq j_2} M^j_{r_2} \subset \{(x_1, x_2) : |x_1| < \rho\}$,
(ii) all sets in the family $\{M^j_{r_2}\}_{1 \leq j \leq j_1}$ are disjoint, and
(iii) the total length of $\bigcup_{1 \leq j \leq j_2} M^j_{r_2}$ is greater than $c_3\lambda_1/2$.

The general inductive step is the following. Suppose that we have defined $r_k > 0$ and families $\{M^j_{r_k}\}_{1 \leq j \leq j_k}$ for $k = 1, 2, \ldots, i$. Let $\lambda_i$ be the Lebesgue measure of the set $[-\rho, \rho] \setminus \bigcup_{1 \leq k \leq j_k} \bigcup_{1 \leq j \leq j_k} M^j_{r_k}$. We find $r_{i+1} \in (0, r_i)$ and a family of sets $\{M^j_{r_{i+1}}\}_{1 \leq j \leq j_{i+1}}$ such that

(i) $\bigcup_{1 \leq j \leq j_{i+1}} M^j_{r_{i+1}} \subset \{(x_1, x_2) : |x_1| < \rho\}$,
(ii) all sets in the family $\{M^j_{r_{i+1}}\}_{1 \leq j \leq j_{i+1}}$ are disjoint, and
(iii) the total length of $\bigcup_{1 \leq j \leq j_{i+1}} M^j_{r_{i+1}}$ is greater than $c_3\lambda_i/2$.

Let $T^j_\rho$ be the linear transformation that maps $M^j_\rho$ onto $M^j_\rho$ and let $N^j_\rho = T^j_\rho(N_0)$. Let $N_\rho = \bigcup_{k \geq 1} \bigcup_{1 \leq j \leq j_k} M^j_{r_k}$. It is easy to see that the Lebesgue measure of the set $[-\rho, \rho] \setminus \bigcup_{k \geq 1} \bigcup_{1 \leq j \leq j_k} M^j_{r_k}$ is zero. It is also clear that $N_\rho \subset \{(x, y) : |x_1| \leq \rho\}$.

Let $\tilde{D} \subset D_\rho$ be such that $\Lambda_{r_\rho}(\tilde{D}) \geq 4\rho(1 - \varepsilon_0)$ and for all $(x, \alpha) \in \tilde{D}$, we have $|K_{N_\rho}(x, \alpha) - K(x, \alpha)| \leq \varepsilon_0$. Let $\tilde{D}_\rho = \{(x, \alpha) : \exists (y, \alpha) \in \tilde{D} \text{ such that } x = (\rho/r_\rho) y\}$. If $M^j_\rho = M_\rho + (b^j_\rho, 0)$, then we let $\tilde{D}^j_{r_\rho} = \{(x, \alpha) : \exists (y, \alpha) \in \tilde{D} \text{ such that } x = y + (b^j_\rho, 0)\}$. Let $\Lambda^j_{r_\rho}$ be the measure $\Lambda$ restricted to $(-\rho/\rho_\rho) \rho + b^j_\rho, (\rho/\rho_\rho) \rho + b^j_\rho) \times (-\pi, 0)$. By the scaling and shift invariance of reflections, we see that for every $r > 0$ and $j$ we have $\Lambda_{r_\rho}(\tilde{D}^j_{r_\rho}) \geq (\rho/r_\rho) 4\rho(1 - \varepsilon_0)$ and for all $(x, \alpha) \in \tilde{D}^j_{r_\rho}$, we have $|K_{N_\rho}(x, \alpha) - K(x, \alpha)| \leq \varepsilon_0$. Let $D^*_\rho = D_\rho \setminus \bigcup_{k \geq 1} \bigcup_{1 \leq j \leq j_k} \tilde{D}^j_{r_k}$. Then $\Lambda_{r_\rho}(D^*_\rho) < 4\rho\varepsilon_0$, and for all $(x, \alpha) \in D^*_\rho$, we have $|K_{N_\rho}(x, \alpha) - K(x, \alpha)| \leq \varepsilon_0$. 

Figure 3. Sets $M^j_{r_k}$ of three “generations”. The sets $M^j_{r_k}$ are convex by definition. They are pictured as circles but in fact they are not discs.
The set $N_\ast$ satisfies all assertions in the lemma except that it does not belong to $\mathcal{M}_1$ because it consists of an infinite number of curves (arcs of ellipses) and hence it does not satisfy condition (M2) of Section 2. To address this problem, we let $M = \bigcup_{1 \leq k \leq k_0} \bigcup_{1 \leq j \leq N_k} N_k^j$ for some $k_0 < \infty$. It is easy to see that $N$ and the accompanying function $K_N$ satisfy all the conditions stated in the lemma if $k_0$ is sufficiently large.

Proof of Theorem 2.3 Recall the definition of a simple symmetric function from the beginning of Section 4. Suppose that $\mathbb{P}$ satisfies (2.4). Recall that $\int_{-\pi}^{0} \sin \alpha d\alpha = -2$, let $m \geq 1$ be an integer and let $\gamma_k^m$ be defined by $-\int_{-\pi}^{0} \sin \alpha d\alpha = k2^{m-k}$ for $k = 0, 1, \ldots, 2^{m+1}$. If we take $f(\alpha) = 1_{(\gamma^m_k, \gamma^m_{k+1})}(\alpha)$ and $g(\alpha) = 1_{(\gamma^m_j, \gamma^m_{j+1})}(\alpha)$, then (2.4) yields

$$\int_{(\gamma^m_j, \gamma^m_{j+1})} \left( \int_{(\gamma^m_k, \gamma^m_{k+1})} \mathbb{P}(x, \alpha; d\beta) \sin \alpha d\alpha \right) = \int_{(\gamma^m_k, \gamma^m_{k+1})} \left( \int_{(\gamma^m_j, \gamma^m_{j+1})} \mathbb{P}(x, \alpha; d\beta) \sin \alpha d\alpha \right).$$

For a fixed integer $-\infty < k < \infty$, let

$$a(n, j) = -\int_{[k/m,(k+1)/m]} \int_{(\gamma^m_k, \gamma^m_{k+1})} \int_{(\gamma^m_j, \gamma^m_{j+1})} \mathbb{P}(x, \alpha; d\beta) \sin \alpha d\alpha d\beta.$$

It follows from (5.1) that $a(n, j) = a(j, n)$. Let $\beta^m_0 = \gamma^m_n$ and let $\beta^m_{n,i}$ be defined by

$$-\int_{[k/m,(k+1)/m]} \int_{(\gamma^m_k, \gamma^m_{k+1})} \sin \alpha d\alpha d\beta = \sum_{0 \leq j \leq n - 1} a(n, j)$$

for $i = 1, \ldots, 2^{m+1}$. Note that $\int_{[-\pi, 0]} \mathbb{P}(x, \alpha; d\beta) = 1$ so

$$\sum_{0 \leq j \leq 2^{m+1} - 1} a(n, j) = -\int_{[k/m,(k+1)/m]} \int_{(\gamma^m_k, \gamma^m_{k+1})} \sin \alpha d\alpha d\beta,$$

and, therefore, $\beta^m_{n,2^{m+1}} = \gamma^m_{n+1}$.

Let $\beta^m_{n,i} = (\beta^m_{n,i} + \beta^m_{n,i+1})/2$ and $\tilde{K}_m(x, \alpha) = (\mathbb{P}(x, \alpha; d\beta) = 1_{(\gamma^m_j, \gamma^m_{j+1})} for (x, \alpha) \in (k/m, (k + 1)/m) \times (\beta^m_{j,n}, \beta^m_{j+1,n})$. Since $a(n, j) = a(j, n)$, we have

$$\int_{(\beta^m_{j,n}, \beta^m_{j+1,n})} \sin \alpha d\alpha = \int_{(\beta^m_{j,n}, \beta^m_{j+1,n})} \sin \alpha d\alpha.$$

This shows that $\tilde{K}_m(x, \alpha)$ is a simple symmetric function according to Definition 4.1.

Recall that for $K : D \to D$, the kernel $\mathbb{P}_K$ is defined by

$$\mathbb{P}_K(x, \alpha; dy, d\beta) = \delta_K(x, \alpha)(y, \beta) dy d\beta.$$

It is elementary to check that $\mathbb{P}_K(x, \alpha; dy, d\beta) \to \delta_x(y)dy \mathbb{P}(x, \alpha; d\beta)$ weakly on $D$ as $n \to \infty$. Note that we do not claim that $\tilde{K}_n$ arise as functions associated to reflecting sets $M \in \mathcal{M}_2$.

To prove Theorem 2.3 it will suffice to show that there exists a sequence of sets $M_n \in \mathcal{M}_2$, $n \geq 1$, satisfying conditions (a) and (b) of Theorem 2.3 and such that if the functions $K_n : D \to D$ correspond to $M_n$’s, then $K_n - \tilde{K}_n \to 0$ pointwise.
Fix some $\hat{K}_n$ and let $(x_1^k, x_2^k)$ be one of the corresponding intervals as in Definition 4.1. Let $D_k = (x_1^k, x_2^k) \times (-\pi, 0)$. According to Lemma 5.1 and its proof, there exist a compact set $N_k \in \mathcal{M}_1$ and a set $D^*_k \subset D_k$ such that $\Lambda(D^*_k) < \varepsilon_0 2^{-k}$, and the following assertions hold:

(i) The function $K_{N_k}(x, \alpha)$ corresponding to $N_k$ is defined on $D_k \setminus D^*_k$.

(ii) For all $(x, \alpha) \in D_k \setminus D^*_k$, we have $|K_{N_k}(x, \alpha) - \hat{K}_n(x, \alpha)| \leq \varepsilon_0$, and the light ray with the starting position and direction represented by $(x, \alpha)$ reflects exactly twice from $N_k$ before returning to $L_*$.

(iii) $N_k \subset (x_1^k, x_2^k) \times (-1/n, 0)$.

Note that for $j \neq k$, either the sets $N_j$ and $N_k$ do not intersect or they are identical. Moreover, the construction presented in Lemma 5.1 allows us to assume that light rays that start in $D_k \setminus D^*_k$ do not leave $(x_1^k, x_2^k) \times (-\infty, 0)$.

(i) The function $K^*_n(x, \alpha)$ is defined on $D \setminus D^*$.

(ii) For all $(x, \alpha) \in D \setminus D^*$, we have $|K^*_n(x, \alpha) - \hat{K}_n(x, \alpha)| \leq \varepsilon_0$, and the light ray with the starting position and direction represented by $(x, \alpha)$ reflects exactly twice from $M^*_n$ before returning to $L_*$.

(iii) $M^*_n \subset \mathbb{R} \times (-1/n, 0)$.

It is easy to see that $M^*_n \in \mathcal{M}_1$ for every $n$, but it is not necessarily true (actually unlikely) that $M^*_n \in \mathcal{M}_2$. We can instead consider sets

$$M_n = M^*_n \cup \{(x_1, x_2) : x_2 = -1/n\} \cup \bigcup_k \{(x_1, x_2) : x_1 = x_1^k \text{ or } x_2^k, -1/n \leq x_2 \leq 0\}.$$ 

It is easy to see that functions $K_n$ corresponding to $M_n$ satisfy all properties (i)–(iii) listed above. Moreover, $M_n$ satisfy condition (M5) of Section 2, so $M_n \in \mathcal{M}_2$, according to Proposition 2.1. This completes the proof of the theorem.

\[\square\]
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