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We develop a model of transport in multiscale porous media which accounts for adsorption in the different porosity scales. This model employs statistical mechanics to upscale molecular simulation and describe adsorption and transport at larger time and length scales. Using atom-scale simulations, which capture the changes in adsorption and transport with temperature, pressure, pore size, etc., this approach does not assume any adsorption or flow type. Moreover, by relating the local chemical potential \( \mu(\mathbf{r}) \) and density \( \rho(\mathbf{r}) \), the present model accounts for adsorption effects and possible changes in the confined fluid state upon transport. This model constitutes a bottom-up framework of adsorption and transport in multiscale materials as it (1) describes the adsorption-transport interplay, (2) accounts for the hydrodynamics breakdown at the nm scale, and (3) is multiscale.

Available approaches do not offer the ground for a bottom up model of multiscale adsorption and transport because they describe empirically the adsorption-transport interplay, assume that hydrodynamics remains valid at the nm scale, and/or are not multiscale. Fluid mechanics such as computational fluid dynamics, which relies on Navier-Stokes and Boltzmann equations, is not suited as it assumes that the flow regime at the field scale remains valid at vanishing scales and does not account for adsorption and the wide range of confined fluid states [11–13]. Recently, Levesque et al. [14] have attempted to account for adsorption in the mesoscopic equations of lattice Boltzmann dynamics [15] while Albaalbaki and Hill have integrated adsorption in continuum models with diffusion processes [16]. Homogenization methods also allow inserting adsorption effects in transport at a given scale [17,18]. These techniques are valid at a given scale but they do not include transport responses to the many adsorption phenomena such as hysteretic condensation. In particular, they fail to account for the complex behavior of confined fluids such as possible interfaces between filled and empty pores and associated activated transport [19].

In addition to addressing the three key issues above, any approach of adsorption and transport in multiscale porous solids must capture both the complexity of the host material (chemical and structural heterogeneity, possibly covering a range of length and time scales) and the complex interaction of the mobile fluid with the porous material. Such an interaction between the fluid and the host solid modifies both the thermodynamics of the fluid, including possible phase transitions occurring locally due to the confining surfaces, and the resulting transport properties which depend among other variables on the local fluid density. The fluid-solid interactions in nanopores can only be captured correctly using molecular simulations, which fail to account for the complexity of the materials on larger scales. On the other hand, traditional approaches accounting for the latter rely on an oversimplified picture of the fluid and its transport properties.

In this paper, we present a novel bottom-up approach of multiscale adsorption and transport in porous media which captures the effects of adsorption and changes in the confined fluid state. This model employs a lattice model in
which accurate molecular simulations are upscaled to predict transport on larger scales. The methodology can be upscaled several times from molecular to engineering scales without losing information at the lower scale. By relying on molecular dynamics (MD) simulations, which capture the changes in transport with temperature $T$, pressure $P$, concentration $c$, and pore size $D$, our approach does not require assuming any flow type (Darcy, diffusive, Knudsen, etc.). Moreover, by relating the local chemical potential $\mu(r)$ and density $\rho(r)$ using grand-canonical Monte Carlo (GCMC) simulations, the present model accounts for adsorption and possible changes in the confined fluid state which occur upon transport.

The remainder of this paper is organized as follows. After a brief state of the art, we first present our bottom-up model of adsorption and transport in multiscale media. Using a real multiscale porous structure corresponding to shale, our model is validated against Fick’s second law (under appropriate conditions) before showing that the smallest porosity ($< 10$ nm) accounts for the low permeability of such complex media. We then show that this model allows recovering Archie’s empirical law [20] in which the flux in disordered porous media scales with porosity, $J \sim \phi^n$ (usually between 1.8 and 2 [21]). By expressing $J$ in terms of tortuosity $\tau$ (transport resistance), we show that $\tau$ can be written as the product of geometrical $\tau_{geo}$ and adsorption $\tau_{ads}$ contributions; while $\tau_{geo}$ is a simple power law of $\phi$ and can be assessed from random-walk simulations, $\tau_{ads}$ weakly depends on $\phi$ and accounts for nongeometric effects (e.g., slippage and adsorption).

II. MODEL AND METHODS

A. State of the art

Any multiscale approach must provide a framework to bridge scales in order to describe combined transport, mechanical, and structural properties of a given sample. If restricted to adsorption and transport, this implies to link accurate atomistic molecular dynamics simulations, pore scale methods such as lattice Boltzmann (LB) and dissipative particle dynamics (DPD), smoothed-particle hydrodynamics, and macroscopic models such as finite-element methods. Because MD simulations provide a means to simulate trajectories of atoms and molecules, it yields detailed information about the thermodynamical, structural, and dynamical properties of the confined fluid [22]. On the other hand, the system size that can be assessed using MD is limited to tens of nanometers and the simulation time does not exceed $1 \mu s$ at most.

Several attempts have been made to develop atomistic-to-continuum coupling methods [11,23–25] in which continuum equations are solved in homogeneous domains, while an atomistic description is used at interfaces between these domains [26]. These two descriptions are coupled in the interfacial region, therefore leading to an MD-continuum hybrid description. The boundary conditions that are used as inputs for solving the continuum equations are usually obtained by averaging the corresponding quantities over the local region and over time [25]. Another solution used to couple atom-scale simulations and continuum equations consists of extracting information such as slip length, adsorption isotherms, fluid permeability through micropores, etc., from molecular simulation for subsequent use in pore scale models. For instance, instead of considering the trajectory of individual molecules, the LB method describes the transport of fluid particles (molecule cluster) [27]. The motion and interactions of such particles are determined using equations based on the Boltzmann equation, which can be reduced to the Navier-Stokes equations. Fluid flow through micropores can be assessed using the LB method by using immersed boundary conditions [28] and/or “gray” LB techniques [29].

Dissipative particle dynamics also allows describing the adsorption and transport of fluid particles at the mesoscale [30]. DPD is a particle method in which molecules are grouped into beads in order to adopt a mesoscopic picture of fluid dynamics. Newton’s second law is used to determine the dynamics of these particles subjected to repulsive, dissipative or frictional, and random forces. While the method used to probe the fluid dynamics in DPD resembles that in MD, the coarse-grained approach adopted in the former allows simulating the system on much larger length and time scales due to the reduced computational burden. The coarse-grained techniques above are interesting methods to probe mesoscale dynamics in porous media. However, they cannot be used at scales that are orders of magnitude larger than the pore scale due to their computational cost.

Continuum approaches allow overcoming the limitations above as they rely on phenomenological descriptions such as Darcy’s law [31]. The coupling between scales is achieved using upscaling techniques known as homogenization procedures. The most common homogenization technique consists of upscaling from the pore scale to larger scales by averaging the pore scale transport over a representative volume to obtain a macroscopic transport model [32,33]. While such techniques describe empirically the coupling between adsorption and transport at a given scale, they necessarily fail to describe possible changes in the confined fluid state and its effect on transport. For instance, possible capillary condensation effects upon transport (induced as the local chemical potential reaches a specific value for a given pore size or scale) cannot be described using homogenization techniques in which a single density or pressure equation is used for a given type (therefore not accounting for possible adsorption changes induced by transport). It is worth mentioning that many works in the literature use hybrid models, which employ pore scale and continuum descriptions of the same phenomenon in different regions of a computational domain [34–37]. A number of other upscaling approaches have been reviewed in Refs. [38,39].

While the approaches above are valid for a given adsorption and transport regimes, they fail to capture the different thermodynamical and dynamical regimes occurring upon transport in multiscale porous media. For instance, a transition between diffusion in multilayer adsorption and nondiffusive, activated transport occurs upon condensation [19]. This shows that interfaces between filled and empty pores are energy barriers whose influence on transport remains to be understood. Another important phenomenon, which cannot be captured a priori by the approaches above, is the rich and complex behavior of confined fluids, including a shift of the critical temperature upon confinement. Indeed, experimental, theoretical, and molecular simulation works have shown that there is a temperature, the so-called capillary condensation...
temperature \(T_{cc}\), above which capillary condensation in porous solids becomes reversible [9]. This pseudocritical temperature corresponds to the threshold of reversible capillary condensation of the confined fluid. As the temperature approaches \(T_{cc}\), the hysteresis loop shrinks and disappears for \(T = T_{cc}\). We also know that \(T_{cc}(D)\) increases as the pore diameter \(D\) increases. Consequently, for a given temperature \(T\), the hysteresis loop decreases as \(D\) decreases and eventually disappears when \(D\) is such that \(T > T_{cc}(D)\). The different approaches above do not capture hysteretic condensation in pores as well as the shift of the critical point of confined fluids (which scales as the pore diameter \(D\) divided by the size \(\sigma\) of the adsorbate molecule).

As stated earlier, by relying on both molecular dynamics and grand-canonical Monte Carlo simulations, which capture the different phenomena mentioned above, the model reported in the present paper allows us to take into account the different adsorption and transport regimes and their crossovers involved in multiscale porous media.

B. Multiscale model

The upscaling technique in our model requires two independent steps. The first step consists in atomic GCMD simulations of adsorption and transport in different domains: subnano-, nano-, and macropores. For each domain type \(x\), GCMD allows us to determine the fluid density \(\rho_x(\mu)\) as a function of the chemical potential \(\mu = \mu(P, T, c, \ldots)\). \(\rho_x(\mu)\) is then used in a lattice model of adsorption and transport to include local effects of adsorption and of the confined fluid state by estimating the local chemical potential from its density. MD is also performed to estimate for each domain type \(x\) the flux \(\mathbf{J}\) induced by a chemical potential gradient \(\nabla \mu\). \(\mathbf{J}\) is written in the frame of Onsager’s theory which assumes a linear response:

\[
\mathbf{J} = -M_x(\mu) \nabla \mu, \quad (1)
\]

where \(M_x(\mu)\) is the transport coefficient (mobility) describing the fluid response in a domain type \(x\). Transport is described as a response to \(\nabla \mu\) since any driving force \((\nabla P, \nabla T,\text{ or } \nabla c)\) can be converted into \(\nabla \mu\). For simplicity, we consider here \(\nabla T = 0\) and pure fluids \(\nabla c = 0\) so \(\nabla P\) is related to \(\nabla \mu\) through the Gibbs-Duhem equation: \(P d\mu = dP\).

\[
|\nabla P| = |\rho| \nabla \mu| \text{ for incompressible liquids (}\rho \sim \text{ constant)}\text{ and }|\nabla P|/P = \exp(L|\nabla \mu|/k_B T)/L\text{ for ideal gases where }L\text{ is the membrane length. For nonideal gases, }P\text{ must be replaced by the fugacity }f = \hat{f} P \text{ (}\hat{f}\text{ is the fugacity coefficient).}
\]

For parameters relevant to the experimental conditions such as \(T\) and \(P\), \(M_x(\mu)\) is estimated using grand-canonical molecular dynamics simulations [40].

The second step in our model consists in upscaling the GCMD-MD results into a lattice model to describe adsorption and transport at a larger scale. The lattice is mapped onto three-dimensional (3D) structures obtained using focused ion beam-scanning electron microscopy, tomography, etc., as shown in Fig. 1. The system is divided into a grid of equal-size tiles where each tile of a size \(l\) is a subnano-, nano-, or macroporous domain. Here subnano- and nanoporous domains are obtained by placing eight nonporous spheres of a radius \(r = 1.0\) nm and \(0.7\) nm, respectively, in a cube of a size \(a = 2.5\) nm. These domains are referred to as subnano- \((S)\) and nano- \((N)\) porous domains. We also consider subnanoporous domains \((S')\) made of disordered porous carbon are also considered (not shown).

Once mapped on structural data, the lattice of a length \(L\) is used to solve transport when \(\nabla \mu = (\mu_\uparrow - \mu_\downarrow)/L\) is imposed across the system. To do that, an extra row of sites is added at each end of the lattice. These sites, which play the role of bulk reservoirs at the ends of the membrane, are assigned local chemical potentials \(\mu_\uparrow\) and \(\mu_\downarrow\). In all simulations, the temperature remains constant. The initial density at each site corresponding to a domain \(x = S, S', N, \text{ or } M\) is equal to the density given by the adsorption isotherm \(\rho_x(\mu_x)\). In this configuration, starting from a membrane equilibrated at a chemical potential \(\mu_x\), transport will be induced by setting the membrane in contact with a chemical potential \(\mu_x\) at one of its extremities.

Starting from the equilibrated membrane at a time \(t = 0\), each time step of the lattice simulation involves two steps. The change in the local density \(\rho_i\) for each site \(i\) is first computed by considering incoming and outgoing fluxes from and to adjacent neighbors:

\[
\frac{d\rho_i}{dt} = -\sum_a J_{i\rightarrow i+a}(t) = \sum_a M_x(\mu_i)\frac{\mu_{i+a} - \mu_i}{l} \quad (2)
\]

The flux \(J_{i\rightarrow i+a}\) from site \(i\) to adjacent site \(i + a\) is estimated from the local chemical potential gradient \((\mu_{i+a} - \mu_i)/l\) using \(M_x(\mu_i)\) (previously estimated from MD for each type \(x\)). Once the new local density \(\rho_i = \rho\) is determined, the local chemical potential \(\mu_i\) for each site \(i\) is updated by taking \(\mu_i\), which corresponds to \(\rho_x(\mu) = \rho\) [we recall that \(\rho_x(\mu)\) corresponds to the adsorption isotherm for a domain of type \(x\)]. Once a steady-state flow is reached, the flux \(J\) is calculated as the amount of fluid crossing the membrane per unit of time divided by the surface area of the lattice. As explained
in detail below, the following combination rule, which relies on time scales, was used: 

\[ J_{\alpha \beta} = 2 J_{a \alpha} J_{\beta \beta} / (J_{a \alpha} + J_{\beta \beta}) \]

This constitutes an approximation of real systems in which adsorption at the interface between different domain types might affect transport. This approximation is valid for large domains where the effects of adsorption and dynamics at the external surface are negligible compared to phenomena occurring in the domain center. In case of much smaller domains, further work is needed to address the effect of adsorption between neighboring domains; interfacial effects can be accounted for by adding domains consisting of boundaries between different domains.

Local mass balance between two adjacent sites requires that \( J_{\alpha \rightarrow \alpha + \mu} = -J_{\mu + \mu \rightarrow \alpha} \). In our approach, the following combination rule automatically ensures local mass balance. Let \( \tau_{\alpha \mu} \sim 1 / J_{\alpha \mu} \) be the time required to transfer the fluid density over a site of type \( \alpha \) of a length \( l \) when the local flux is \( J_{\alpha \mu} \). The time required to transfer the density from the middle of site \( \alpha \) to the middle of site \( \mu \) is \( \tau_{\alpha \mu} = \tau_{\alpha \beta} \), \( \sim l / J_{\alpha \beta} \), so \( J_{\alpha \mu} = 2 J_{\alpha \alpha} J_{\beta \beta} / (J_{\alpha \alpha} + J_{\beta \beta}) \). The latter combining rule ensures that \( J_{\alpha \rightarrow \alpha + \mu} = -J_{\mu + \mu \rightarrow \alpha} \) even if \( \alpha \) and \( \mu \) are of different types. In particular, considering that the chemical potential gradient between \( \alpha \) and \( \mu \) is the opposite of the chemical potential gradient between \( \alpha \) and \( \mu \) (\( \nabla \mu = -\nabla \mu \)), the combining rule selected in this paper ensures that local mass balance is verified. We note that our approach is somehow equivalent to the usual strategy consisting of defining the mobility \( M \) as a property of the link between two cells rather than of the starting cell only. Such an approach has been proposed for the simulation of diffusion in heterogeneous materials, and a common choice for the diffusion coefficient of the link is to use the harmonic mean of the two diffusion coefficients of the cells [42]. A more complex example involving chemical potential gradient is the link-flux method introduced in Lattice-Boltzmann simulations by Capuani et al. [43].

C. Molecular simulation

The dual control volume grand-canonical molecular dynamics (DCV-GCMD) technique [44,45] is employed to study at the molecular level the flow induced by a chemical potential gradient through membranes. The simulation setup, which aims at emulating an experimental arrangement used for permeability measurements, is shown in Fig. 2. The simulation box consists of two reservoirs (two low-fugacity volumes and one high-fugacity volume, where the chemical potentials are kept constant) and two membranes inserted between the reservoirs. Fluid molecules permeate through the membranes from the high- to the low-fugacity reservoirs.

\[ \Delta \mu / l \] across the membrane:

\[ M_\mu (\mu) = -J / \nabla \mu. \]

where \( x \) is the domain type (\( x = S, S', N, M \)) and where \( S \) and \( S' \) are the different subnanoporous domain types and \( N \) and \( M \) are the nanoporous and macroporous domain types, respectively.

Membranes in our DCV-GCMD simulations consist of subnanoporous and nanoporous domains. These domains were obtained by placing in a cubic box of a size \( a = 2.5 \) nm eight nonporous spheres of a radius \( r = 1.0 \) nm and 0.7 nm, respectively. These domains are referred to as subnanoporous (\( S \)) and nanoporous (\( N \)) domains in Fig. 1. To test the effect of the subnanoporosity, we also consider subnanoporous domains (\( S' \)) made up of a disordered porous carbon which consists of a realistic model of active carbon obtained by pyrolyzing and activating sucrose [41]. Macroporous domains (\( M \)) are assumed to obey bulk transport through the Maxwell-Stefan equation.

The \( \text{CH}_4 \) molecules, the C and H atoms in the model of disordered porous carbon (CS1000a), and the spheres which form \( S \) and \( N \) domains are described as simple Lennard-Jones particles (LJ):

\[ U(r_{ij}) = 4\epsilon_{ij} \left[ \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} - \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{6} \right], \]

with parameters shown in Table I. Here \( r_{ij} \) is the distance between sites \( i \) and \( j \), and \( \sigma_{ij} \) and \( \epsilon_{ij} \) are LJ parameters deduced from the conventional Lorentz-Berthelot combining rules.

### Table I. Lennard-Jones potential parameters. The values for methane and the C and H atoms in CS1000a are taken from Ref. [41].

<table>
<thead>
<tr>
<th>Site type</th>
<th>( \epsilon ) (kJ/mol)</th>
<th>( \sigma ) (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methane</td>
<td>1.230</td>
<td>3.73</td>
</tr>
<tr>
<td>CS1000a carbon</td>
<td>0.232</td>
<td>3.36</td>
</tr>
<tr>
<td>CS1000a hydrogen</td>
<td>0.125</td>
<td>2.42</td>
</tr>
<tr>
<td>S sphere</td>
<td>12.9981</td>
<td>10.0</td>
</tr>
<tr>
<td>N sphere</td>
<td>12.9981</td>
<td>7.0</td>
</tr>
</tbody>
</table>

FIG. 2. (Color online) Schematic representation of the DCV-GCMD method. The simulation box consists of two reservoirs (two low-fugacity volumes and one high-fugacity volume, where the chemical potentials are kept constant) and two membranes inserted between the reservoirs. Fluid molecules permeate through the membranes from the high- to the low-fugacity reservoirs.
Based on previous works on molecular adsorption and transport in nanoporous carbons, the domains used in the molecular simulations were chosen to be large enough to avoid finite-size effects, i.e., a few nm (see Ref. [46], for instance). For such large systems, the effect of adsorption and transport at the external interface between the porous solid and the bulk external reservoir can be neglected. In particular, the flux across the porous domain, which results from an external pressure gradient or chemical potential, is independent of the physical state of the external adsorbed fluid. This was demonstrated by Maginn and coworkers [47], who showed that grand-canonical molecular dynamics and nonequilibrium molecular dynamics lead to identical results (we note that nonequilibrium molecular dynamics is performed by applying a pressure gradient to a system without any external interface). The density \( \rho \) in a given domain at a pressure \( P \) was assumed to be equal to the density of the fluid confined in the middle of the domain (i.e., without considering the effect of the film adsorbed at the external interface). This constitutes an approximation of real systems in which adsorption at the interface between different domain types might affect transport. However, we believe that the present approach is a reasonable first step towards describing multiscale adsorption and transport in complex porous media. In particular, as stated earlier, this approximation is valid for large domains where the effect of adsorption and dynamics at the external surface are negligible compared to phenomena occurring in the domain center.

All molecular simulations were done with LAMMPS [48], which was modified and extended to implement DCV-GCMD simulations. The chemical potential of CH\(_4\) in the reservoirs, which is an input parameter for DCV-GCMD simulations, was estimated using the Widom test particle method as described in Ref. [46]. The dimensions of the simulation cell are \( 25 \times 25 \times 25 \) nm\(^3\): two low-fugacity reservoirs that are 5 nm thick in the \( x \) direction (flux direction), two membranes that are 2.5 nm thick (one unit cell), and one central high-density reservoir that is 10 nm thick. To maintain a constant temperature throughout the simulation box, each region is coupled to its own (Nose-Hoover) thermostat with a damping constant of 100 fs. The temperature was then defined by subtracting the streaming velocity from the flux direction of the velocities. The mobility \( M \), which has to be upscaled in the lattice model, was estimated from Eq. (4) using the last 4.5 ns of a 5-ns run.

The mobility \( M \) as a function of pressure \( P \) (assumed to be equal to the fugacity \( f \), as expected for an ideal gas) is shown in Fig. 3 for the domains \( S', S, \) and \( N \). To do so, the upstream and downstream chemical potentials, \( \mu_1 \) and \( \mu_1' \), were chosen to correspond to \( P_1 = 20, 110, 210, 310 \) and \( P_1' = 10, 100, 200, 300 \) bar, respectively. The temperature was set constant at \( T = 423 \) K. For all domains, \( M \) increases upon increasing \( P \). Note that the mobility \( M \) decreases with \( P \) when expressed as the response to a pressure/fugacity gradient since \( \nabla \mu = kT V f / f \).

The simulations of the CH\(_4\) sorption isotherm were obtained using conventional grand-canonical Monte Carlo simulations in which constant chemical potential and temperature are imposed. We checked that such adsorption isotherms can also be obtained using the DCV-GCMD technique, where upstream and downstream chemical potentials are taken equal to each other. To ensure consistency, the same force fields and models were used in the GCMC and MD techniques. The adsorption isotherms for the domains \( S, S', N, \) and \( M \) are shown in Fig. 4. These curves report the absolute density \( \rho \) as a function of the pressure \( P \) (given the low-pressure conditions considered in this paper, the chemical potential is readily obtained from the pressure using the ideal gas law). The adsorption isotherm for bulk domains \( M \) corresponds to the bulk equation of state of methane at \( T = 423 \) K. As expected for materials with pores in the range \( \sim 0.1-1 \) nm, the adsorption isotherms for \( S, S', \) and \( N \) conform to the Langmuir adsorption isotherm:

\[
\rho = \rho_s \frac{bP}{1 + bP},
\]

where \( \rho_s \) is the density when filling is complete and \( b \) is an adsorption constant which describes the affinity of the fluid for the confining host. The absolute density of confined fluid was used throughout this work instead of the excess density. The excess density, which is the apparent density measured in volumetric adsorption measurements, is not corrected for the fact that the gas (i.e., nonadsorbed) phase occupies the porous volume not occupied by the adsorbed phase. As a result, the excess density must be corrected to add the gas contribution to get the absolute density. The latter density, which is necessarily
larger than the excess density, reports the total number of molecules in the porosity. The absolute density, which is the density estimated from our molecular simulations (in which all molecules adsorbed in the pores are counted), must be used in our adsorption and transport model as it corresponds to the total number of molecules involved in transport.

D. Validation

The validity of our bottom-up model was first assessed by comparing its predictions against large-scale MD. Figure 5 compares the density profiles obtained from MD and the lattice model across a membrane of a length \( L = 20 \) nm made of \( N \) domains only. For the same \( P_1 = 10 \) bar, different \( \nabla \mu \) were considered by varying \( P_i \). Figure 5 also compares the predictions of the lattice model with MD for the flux \( J \) as a function of \( \Delta P \) in membranes made of \( S \) and \( N \) domains. The two methods are in good agreement (within the error bar), which shows the ability of the lattice model to reproduce results from MD. Note that the data used to validate the lattice model differ from those to calibrate the model (for each domain type \( x \) the latter consist of a single domain of length \( l \)) so Fig. 5 is a true validation. The flux \( J \) in Fig. 5 increases linearly with increasing the pressure gradient, which shows that the confined fluid is in the linear response regime at these \( P \) and \( T \).

III. RESULTS

A. Adsorption effect

Our model accounts for adsorption effects on transport. In order to illustrate such adsorption effects, we have compared the predictions of our model for different adsorption regimes. In addition to the simple ideal gas law (no adsorption), which is often invoked to describe gas transport in pores \([49]\), two different Langmuir adsorption isotherms were considered \([Fig. 6(a)]\). For each regime, we predicted the flow induced by a pressure difference \( \Delta P^* = 0.4 \) in a membrane of a length \( L_z = 60 \) made of nanoporous domains only. While this system is necessarily an oversimplification of real systems, it allows us to probe the effect of different adsorption regimes on transport in such porous media. For each adsorption regime, we also investigated the effect of density on the mobility coefficient \( M(\rho) = k_{\rho}/\eta \) studied: (solid line) \( \eta = \frac{\varphi}{2}[1 + \exp(c\rho)] \) and (dashed line) \( \eta = \eta_0 \) for all \( \rho \).

For each Langmuir adsorption isotherm and the ideal gas law, we calculated the density profile in a membrane of a length \( L_z = 60 \) when transport is induced by a pressure difference \( \Delta P^* = 0.4 (P_1 = 0.5 \text{ and } P_1 = 0.1) \). The color code is the same as in (a). For each adsorption regime, the effect of density on the mobility coefficient \( M(\rho) = k_{\rho}/\eta \) is studied: (solid line) \( \eta = \frac{\varphi}{2}[1 + \exp(c\rho)] \) and (dashed line) \( \eta = \eta_0 \) for all \( \rho \). Figure 6(b) shows the density profile obtained in the steady state for the different adsorption and mobility regimes. As expected, adsorption strongly affects the density profiles. Moreover, the density dependence of the mobility also affects the density profiles whose curvature can be positive or negative depending on the type of mobility considered. The flow resulting from such effects is also greatly affected by the type of adsorption and mobility considered (the flow decreases by two orders of magnitude as one switches from the ideal gas law to the strongly adsorbing Langmuir regime). Moreover, for a given adsorption regime, the flux \( \eta \) for \( \eta = \eta(\rho) \) is always larger than for \( \eta = \eta_0 \) since \( \eta > \eta_0 \) for all \( \rho \). These data show that our model captures both the changes in the confined fluid density upon transport and the effect of density on the mobility of the confined phase.

B. Effect of domain heterogeneity

To demonstrate the novel insights that can be gained from our lattice model, we have compared its predictions with Fick’s second law (the latter calculations were performed using AVIZO software [50]). The two techniques were compared for an organic-rich shale sample Haynesville, provided by Shell [see Fig. 7(a)]. Two hundred forty images \((260 \times 632 \text{ pixels})\) with a pixel resolution of \( 5 \times 5 \text{ nm}^2 \) were obtained by means of focused ion beam-scanning electron microscopy [FIB-SEM, Fig. 7(b)]. A segmentation procedure was then performed based on a global threshold method; such a technique assigns a pixel to a given domain type using its gray level. With the aim to determine the number of thresholds, i.e., elementary domain types and their corresponding gray levels, we use the
FIG. 7. (Color online) (a) The 3D structural data for an organic-rich gas shale sample (Haynesville shale) as obtained from FIB-SEM. (b) The FIB-SEM data consist of a set of 240 images (260 \times 632 pixels) with a pixel resolution of 5 \times 5 \text{nm}^2. A visualization of the conducting domains for each mobility set is presented in panels (c), (d), and (e). (c) The mobility set A assigns different mobilities for the domain types: \( M_x < M_y < M_M \) and \( M_L = 0 \). The macroporous, nanoporous, subnanoporous, and inorganic domains are shown in white, blue, cyan, and black, respectively. (d) The mobility set B assumes that only the macropores are permeable with a mobility equal to \( M_M \) while all other domains are considered impermeable (\( M_x = M_y = M_L = 0 \)). With this mobility set, the macroporous domains are shown in white while all the other domains are shown in black. (e) The mobility set C assumes that the subnanopores, nanopores, and macropores have the same mobility \( M_M = M_y = M_L \) while all the inorganic domains are impermeable (\( M_x = 0 \)). The conducting domains (macropores, nanopores, and subnanopores) are shown in white while the inorganic domains are in black.

minimum histogram approach [51]. In this method a histogram is first constructed by grouping the pixels with the same intensity from 0 to 255. The number of thresholds is then determined by counting all the local minima of the histogram, and their locations correspond to the threshold values. We have thus identified two thresholds with the values of 104 and 171. Based on these data we have segmented the images into four domain types: (1) pixels with an intensity larger than 171 are considered as impermeable inorganic matter (clays, quartz, pyrite, etc.); (2) pixels with an intensity between 104 and 171 are subnanoporous domains; (3) an isolated pixel (\( \sim 5 \times 5 \times 5 \text{nm}^3 \)) with an intensity smaller than 104 is considered a nanoporous domain, and (4) a group of pixels (whose size is therefore larger or equal to 10 nm in at least one direction) with an intensity smaller than 104 is considered a macropore.

In order to validate our lattice model, the flux of methane was determined in the \( x, y, \) and \( z \) directions for the shale sample shown in Fig. 7(a). Results are presented for the different mobility sets considered in Figs. 7(c)–7(e). For each mobility set, both the results from the lattice model (LM) and the finite-volume method (FV) consisting of solving Fick’s law are shown. The latter is only suitable for binary systems (i.e., a set of conducting or isolating domains).

<table>
<thead>
<tr>
<th>Segmentation</th>
<th>( J_x/J_{\text{bulk}} )</th>
<th>( J_y/J_{\text{bulk}} )</th>
<th>( J_z/J_{\text{bulk}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>type</td>
<td>LM</td>
<td>FV</td>
<td>LM</td>
</tr>
<tr>
<td>A</td>
<td>0.09</td>
<td>n/a</td>
<td>0.25</td>
</tr>
<tr>
<td>B</td>
<td>0.04</td>
<td>0.04</td>
<td>0.22</td>
</tr>
<tr>
<td>C</td>
<td>0.85</td>
<td>0.82</td>
<td>0.90</td>
</tr>
</tbody>
</table>

Both calculation types show that the sample considered is far from being representative since fluid transport is anisotropic (the flux in the direction \( x \) being much smaller than in the directions \( y \) and \( z \)). As expected, for the mobility sets B and C, which assign the same mobility to different conducting porous domains, our lattice model predicts fluxes that are in good agreement with those obtained from Fick’s law. This result, which was obtained for systems (i.e., mobility sets) that neglect...
the effect of small porosity scales on transport (since small pores are assumed to conduct as efficiently as macroporous domains), shows that our lattice model is consistent with conventional approaches of transport in porous media. The comparison between the mobility sets A and C shows that the severe effect of confinement in the subnanopores and nanopores (which make their mobility much smaller than in the macropores) drastically affects the flow predictions for multiscale porous media; by assuming the same mobility coefficient for subnanoporous, nanoporous, and macroporous domains, the transport calculations for the mobility set C overpredicts by a factor from 3 to 10 the flow predicted with the mobility set A. Moreover, the use of the same mobility coefficients for the different conducting domains (mobility set C) leads to underestimated anisotropy effects in predicting the transport properties of a given sample. Indeed, by using the same mobility coefficient for the subnanoporous, nanoporous, and macroporous domains, the mobility set C adopts a sample description that is much more homogeneous and isotropic. Consequently, the resulting flow properties are much larger (because this mobility set overestimates transport in the smallest domains by assigning them the mobility of the macroporous domains) and do not reflect the strong anisotropy of the sample. More interestingly, the comparison between the mobility sets A and B demonstrates that the flow through the subnanoporous domains, which are often inaccessible or neglected in fluid simulators, significantly contributes to the total flux. This result shows that large errors are to be expected if crude approximations are used such as (1) using pore scale independent mobility coefficients and (2) neglecting transport through the smallest porosity scales. In particular, such discrepancies between the different approaches and approximations could explain large errors in the predicted transport properties for tight rocks and unconventional reservoirs such as gas shales, and so on. This result further justifies the development of the simple multiscale model reported in this work, which allows us to take into account the effects of pore size and of adsorption on transport in complex, disordered media.

C. Multiscale transport

Transport in porous media is often described using the following empirical equation [54]:

\[ J = \frac{\phi}{\tau} J_0, \] (6)

which relates the flux \( J \) to the porosity \( \phi \) and tortuosity \( \tau \) of the medium and the flux \( J_0 \) in the absence of medium. While \( \phi \) can be assessed using adsorption experiments, \( \tau \) and \( J_0 \) are often determined using NMR. To discuss the validity of Eq. (6), the lattice model was used to predict transport in media made up of random assemblies of subnano- and nanoporous domains (the former are \( S \) or \( S' \) domains). Figure 8 shows the flux \( J \) for \( \Delta P = 1 \) bar as a function of the porosity \( \phi = \sum_i \phi_i / N_d \) (where the sum is over the \( N_d \) domains of the medium and \( \phi_i \) is the porosity of domain \( i \)). Two membrane sizes, 20 nm and 1 \( \mu \)m, were considered. Figure 8 also shows the results for a much larger membrane (400 \( \mu \)m); for this system, the data for the system with 1 \( \mu \)m were upscaled by assuming that a domain in the larger lattice is the entire lattice for the smaller system. In agreement with Eq. (6), Fig. 8 shows that \( J \) increases upon increasing \( \phi \). In fact, \( J \sim \phi^m \) with \( m \sim 1.5 \sim 1.8 \), showing that our model allows recovering Archie’s empirical law [20]. Our model therefore provides a theoretical framework for this empirical relation as the power law is in no way imposed. In contrast, we recall that Archie’s law and its linear response to \( P \) are valid for certain \( \phi \) and \( P \) ranges only [55].

Comparison between \( J \sim \phi^m \) obtained using the lattice model and Eq. (6) suggests that \( \tau \sim \phi^{1-m} \). To check this scaling behavior and the validity of Eq. (6), the tortuosity \( \tau \) was estimated for different porous media. We write that \( \tau = \tau_{\text{geo}} \tau_{\text{ads}} \) is the product of a geometrical tortuosity \( \tau_{\text{geo}} \), independent of the fluid, and an adsorption tortuosity \( \tau_{\text{ads}} \) which depends on the fluid-surface interaction. In other words, the tortuosity \( \tau \), the transport resistance of a given fluid (related to the reciprocal of the permeability \( k \)), is the combination of a geometrical contribution (intrinsic material property) and a contribution from adsorption and confinement. \( \tau_{\text{geo}} \) is estimated by mapping the medium on a grid where each node belongs to the pore space or solid matrix based on its distance \( d \) to the closest solid particle; if \( d \) is larger than the particle radius, the node is accessible to fluid molecules. Random-walk simulations are then used to quantify the average path length \( L \) to cross the sample between opposite sides [56]. \( \tau_{\text{geo}} \) is defined as \( L/L_0 \), where \( L_0 \) is the path length in the absence of solid. While several definitions are possible for \( \tau_{\text{geo}} \), this method is consistent with NMR experiments in which \( \tau \) is the diffusion formation factor. Figure 8 shows \( \tau_{\text{geo}} \) as a function of \( \phi \) for different systems. \( \tau_{\text{geo}} \) tends to 1 as \( \tau_{\text{geo}} = \phi^{-0.76} \). This power law, obtained from independent estimates of \( \tau_{\text{geo}} \), is consistent with the lattice results above interpreted in the framework of Eq. (6), i.e., \( \tau \sim \phi^{1-m} \) with \( m \sim 1.5 \sim 1.8 \). In addition to validating Eq. (6) for multiscale transport, these results validate \emph{a posteriori} that \( \tau \) is the product of a geometrical \( \tau_{\text{geo}} \) and an adsorption \( \tau_{\text{ads}} \) contributions. In particular, the results above show that \( \tau_{\text{ads}} \) is weakly dependent on \( \phi \), which is consistent with its definition as being the nonegometric contribution. This

![Figure 8](image-url)
weak $\phi$ dependence is thought to be less valid with increasing fluid-solid interaction as the system becomes more sensitive to the surface to volume ratio and porosity.

IV. CONCLUSION

This work demonstrates the potential application of our model to transport in multiscale media by rigorously including the adsorption-transport interplay at different scales. This method differs from coarse-grained models as adsorption and dynamics are coupled and upscaled through the use of a common thermodynamic variable (chemical potential). By using a lattice model in which adsorption and transport at a given scale can be incorporated, our model upscalas information at a lower scale across several scales. This bottom-up approach, which allows us to upscale results from molecular simulation, with no assumption about the adsorption and flow regimes, allows us to recover empirical equations such as Archie’s law. This model also shows that the tortuosity $\tau$ can be expressed as a geometrical contribution, easily assessed from structural data, multiplied by an adsorption contribution weakly dependent on $\phi$. The present model provides a theoretical framework for transport-permeability experiments in multiscale media such as hierarchical materials, geological media, and artificial and biological membranes. In particular, this model offers a novel tool to address transport in very low permeable media such as gas shales (which cannot be described using conventional simulators) but is also relevant to other multiscale media. This approach does not include turbulence and therefore should be used for low Reynolds numbers [57]. Improvements include considering nonlinear responses and solid deformations upon adsorption or transport. The present model can also be extended to include phase transitions and account for transport discontinuity or hystereses.
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[40] Other techniques such as nonequilibrium molecular dynamics can be used to estimate $M_x(\mu)$ in Eq. (1).


[57] Re = $L v_{f} / v$, where $L$ is the pore diameter, $v_{f}$ the mean fluid velocity, and $v$ the kinematic viscosity. Using $v_{f} \sim \text{cm/s}$ and $v \sim 10^{-6} \text{m}^{2}/\text{s}$ for methane and water, turbulent flows are observed for $L > 0.1 \text{ m}$ (Re > 1000).