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A dispersive medium becomes entangled with zero-point fluctuations in the vacuum. We consider an arbitrary array of material bodies weakly interacting with a quantum field and compute the quantum mutual information between them. It is shown that the mutual information in D dimensions can be mapped to classical thermodynamic entropy in D + 1 dimensions. As a specific example, we compute the mutual information both analytically and numerically for a range of separation distances between two bodies in D = 2 dimensions and find a logarithmic correction to the area law at short separations. A key advantage of our method is that it allows the strong subadditivity property to be easily verified.
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take the susceptibility $\chi$ to be nonvanishing in a region $\Omega$ (the material bodies), within which it assumes the spatially constant form $\chi(\omega) = \omega_p^2/(\omega_0^2 - \omega^2)$ with $\omega_0$ and $\omega_p$ the resonant and plasma frequencies of the dispersive material, respectively. Equation (1) may be viewed as an effective action arising upon integrating out the matter degrees of freedom from a parent action describing both vacuum and matter fields [10], which (upon Wick rotation $\omega \rightarrow i\xi$) reads

$$I_E[\phi, \psi] = \int_0^\infty \frac{d\xi}{2\pi} \left\{ \int d^4x \phi_\xi(x)(\xi^2 - \nabla^2)\phi_\xi(x) + \int d^4x \left[ \frac{\xi^2 + \omega_0^2}{4\pi} \psi_\xi^2(x) + 2\omega_p \xi^2 \phi_\xi(x)\psi_\xi(x) \right] \right\},$$

(2)

where $\psi$ represents the degrees of freedom within the material bodies. Note that the action in the first line is that of a free scalar field, while the first term in the second line describes harmonic oscillator modes localized in $\Omega$, and the last term is assumed to be of the form $\psi d\phi/dt$ [13]. Integrating out the field $\psi$ from Eq. (2) recovers the action (1). On the other hand, we are interested in finding an effective action for the matter field $\psi$. Integrating out the scalar field $\phi$ yields

$$I_{\text{eff}}[\psi] = \int_0^\infty \frac{d\xi}{2\pi} \left\{ \int d^4x \frac{\xi^2 + \omega_0^2}{4\pi} \psi_\xi^2(x) + \omega_p \xi^2 \int d^4x d^4x' \psi_\xi(x) G_\xi(x, x') \psi_\xi(x') \right\},$$

(3)

where $G_\xi = (\xi^2 - \nabla^2)^{-1}$ is the Green’s function of the Euclidean Helmholtz operator. The above effective action will allow us to study the entanglement between different parts of a medium (or between two media). To this end, we briefly introduce the main tools to compute the entanglement entropy.

**Entanglement from covariance matrices.**—For a mixed state $\rho$, the von Neumann entropy, a widely used measure of entanglement, is defined as $-\text{Tr}[\rho \log \rho]$. Let us consider the local field $\{\psi(t, x)\}$ and its conjugate momentum $\{\pi(t, x)\}$ describing the local degrees of freedom in the region $\Omega$. For a quadratic action, the ground state is a Gaussian functional of $\{\psi\}$ (or $\{\pi\}$). Therefore, the quantum state can be fully represented by equal-time two-point functions $\Xi(x, x') = \langle \psi(t, x) \psi(t, x') \rangle$ and $\Pi(x, x') = \langle \pi(t, x) \pi(t, x') \rangle$. The von Neumann entropy is directly related to the two-point functions via $S_\Omega = \text{Tr}[\psi(\Delta_\Omega + I) \log(\Delta_\Omega + I) - \Delta_\Omega \log \Delta_\Omega]$, where $I$ is the identity matrix and $\Delta_\Omega = \sqrt{\Xi \Pi - I}/2$ is the covariance matrix [14,15] with the subscript $\Omega$ emphasizing its zero support outside $\Omega$. We find it more convenient to recast the von Neumann entropy as

$$S_\Omega = \int_0^1 d\lambda s_\Omega(\lambda)$$

with $s_\Omega(\lambda) = \text{Tr} \log [\lambda^{-1} \Delta_\Omega + I]$, (4)

where $\lambda \in [0, 1]$ is an auxiliary parameter. The last expression is reminiscent of a one-loop effective action. In fact, we shall see that, by using the above identity, the entanglement entropy finds a convenient path-integral form.

Next, we compute the covariance matrix $\Delta_\Omega$. The correlation functions in imaginary frequency are given by $\Xi(x, x') = \int \frac{d^4k}{(2\pi)^4} \langle \psi^*_k(x) \psi_k(x') \rangle$ and $\Pi(x, x') = -\int \frac{(d\xi/2\pi)}{(2\pi)^2} \psi_k^* \psi_k \psi_\xi \psi_\xi$, [16]; the two-point function in the integrands can be derived from Eq. (3). In general, this is a difficult task that requires knowledge of the full (off-shell) $T$ matrix—an object that appears in the Lippmann-Schwinger equation—of the material bodies in position space [11]. Nevertheless, we consider a weak-coupling limit in which $\omega_0, p L \ll 1$ with $L$ the linear size of the media. In other words, the bodies are sufficiently small that their coupling to the background scalar field [the second line in Eq. (3)] can be treated perturbatively, a condition well satisfied for sub-micron-scale bodies with typical plasma and resonant frequencies. One can then expand the correlation functions perturbatively: $\Xi \approx (4\pi/\omega_0)(1/2 + \delta\Xi)$ and $\Pi \approx (\omega_0/4\pi)(1/2 + \delta\Pi)$. In the absence of interaction with the scalar field, one recovers the standard variances of the field and its conjugate momentum as those of a harmonic oscillator, whereupon $\Delta_\Omega \to 0$ and the entanglement vanishes. To leading order, we have $\Delta_\Omega \approx (\delta\Xi + \delta\Pi)/2$. Within this approximation, we find that $\Delta_\Omega = (\Delta_0 + \Delta_\Pi)$ with $\Delta_0$ the projection operator onto the spatial domain of $\Omega$, and

$$\Delta(x, x') = \omega_c G_0^{(D+1)}(x, x'),$$

(5)

where we have put $\omega_c = 2\pi\omega_p^2/\omega_0$. This equation relates the covariance matrix $\Delta$ to the Green’s function for the Laplacian in $D + 1$ dimensions $G_0^{(D+1)}(x, x') \sim 1/|x - x'|^{D-1}$, see the Supplemental Material [17]. It is perhaps surprising that $\Delta(x, x')$ depends only on $x$ and $x'$, and not the specific geometry of $\Omega$; however, this is an approximation, and the geometric dependence appears in higher orders in $\omega_0 p L$.

Now we are in a position to write Eq. (4) in a familiar form. First, note that, with $\Delta_\Omega = P_\Omega \Delta P_\Omega$, the second line of Eq. (4) can be written as $\text{Tr} \log [(\lambda^{-1} P_\Omega + \Delta^{-1})/\Delta^{-1}]$. The inverse of $\Delta$ finds an awkward nonlocal form in $D$ dimensions, while it is simply proportional to the Laplacian (hence, local) operator in $D + 1$ dimensions. Therefore, we can cast the above expression as a functional integral over a real-valued field $\theta(x, x_{D+1})$ living in $D + 1$ dimensions $(x, x_{D+1}) \in \mathbb{R}^{D+1}$.
\[ s_{\Omega}(\lambda) = -2\log \frac{\int D\theta \exp \left[ -\omega c^{-1} \int_{D+1} (\nabla \theta)^2 - \lambda^{-1} \int_{\Omega} \theta^2 \right]}{\int D\theta \exp \left[ -\omega c^{-1} \int_{D+1} (\nabla \theta)^2 \right]}, \]

which is easily seen to reproduce Eq. (4) upon functional integration. We emphasize that \( \theta \) is an auxiliary field, and is not related to the original fields in the model. The exponent in the numerator inside the logarithm can be interpreted as a Hamiltonian, which is a sum of the free and potential terms. The first term is the usual gradient term in Hamiltonian, which is a sum of the free and potential terms.

The degrees of freedom in quantum mutual information (QMI) between two subsystems is a set of independent variables. We, on the other hand, consider the dependence may exhibit some form of universality in one dimension, while the latter is the local potential felt only in the local potential turned on in one or both regions.

\[ \Delta F_{A,B}(\lambda) = \frac{1}{2} \text{Tr}_{(D+1)} \log [I - C_A(\lambda)G_0C_B(\lambda)G_0], \quad (8) \]

where \( G_0 \) and \( C_i \) denote the \((D + 1)\)-dimensional Green’s function and capacitance matrix elements, respectively. To understand the \( \lambda \)-dependent \( C_A \), we note that, in the absence of fluctuations, the field \( \theta \) satisfies \([ -\nabla^2 + V_A(\theta = 0; \text{derivatives in this equation act in } D + 1 \text{ dimensions, and the potential is defined as } V_A(x, x_{D+1}) = \lambda^{-1}\delta(x_{D+1}) \text{ when } x \in A, \text{ and } 0 \text{ otherwise. As the potential is confined to the plane } x_{D+1} = 0, \text{ its effect is simply to impose the boundary condition } [\zeta = x_{D+1}] \]

\[ -\partial_{x} \theta(x, \zeta = 0) = 0, \quad x \in A, \quad (9) \]
on the otherwise free electrostatic field satisfying \( \nabla^2 \theta = 0 \). For example, \( \lambda = 0 \) corresponds to a perfect conductor, while in the limit \( \lambda \to \infty \) the object is completely transparent. The generalized capacitance matrix elements in \( C_A(\lambda) \) then characterize the electrostatic response of the object due to the \( \lambda \)-dependent boundary condition in Eq. (9). For the sake of completeness, we mention that the capacitance can be expressed as \( C_A = V_A/(I + G_0V_A) \), where \( V_A \) is the operator-valued potential corresponding to \( V_A \). This equation is reminiscent of the Lippmann-Schwinger equation, which is yet another route to scattering theory.

In short, Eqs. (7) and (8) are the central results of this Letter, and relate quantum mutual information in \( D \) dimensions to classical (generalized) capacitance elements in \( D + 1 \) dimensions, which allows exploitation of myriad analytical and numerical methods for computing C-matrix elements. Next, we consider specific examples to showcase the efficiency of our method.

We start with two material bodies (Fig. 1) separated by a large distance \( d \) compared to their sizes (yet small compared to \( \omega c^{-1} \)). The C-matrix elements may be computed analytically for simple shapes via techniques reminiscent of electrostatics. For large \( d \), we can keep only the monopole coefficient in Eq. (8), combined with Eq. (7), to find

\[ I_{A,B} \approx \frac{\omega c}{A_{D+1}d^{D-1}} \int_{0}^{\infty} d\lambda C_A^0(\lambda)C_B^0(\lambda), \quad (10) \]

where \( A_D = [\Omega_D/2^D] \) with \( \Omega_D \) the area of the unit \( D \) sphere, and \( C^0 \) is the monopole element of the generalized capacitance matrix. Cardy [29] also finds the same power law and a similar expression for the QMI in terms of the thermodynamic matrices, i.e., their response to incoming classical waves [11,28]. In the case of the thermal Casimir effect, one should compute generalized capacitance matrices, or the multipole (monopole, dipole, etc.) response of the objects to an external electrostatic potential. The interested reader can find more details in Refs. [11,28]; we quote the final expression for \( \Delta F_{A,B}(\lambda) \),
FIG. 2 (color online). QMI versus separation for circular (green circles) or square (red squares) material bodies in $D = 2$ dimensions, as computed from Eqs. (7) and (8) using the numerical method outlined in the text with the bodies discretized into small triangles (upper insets). At large separations, the QMI obeys a power law, while at short separations the square-square data suggest a logarithmic dependence on $d$. The lower inset shows an enlarged view of the short-distance data for squares, together with a logarithmic fit ($a_0 = 0.050$).

Mutual information from thermodynamic entropy.—Finally, we provide a geometrical interpretation of the thermodynamic model described above in terms of the random-chain polymer ensemble [40]; this approach was inspired by the worldline formalism [41]. We first note that the functional integral of the gradient term $\int D\theta \exp \left[-\int (\nabla \theta)^2\right]$ has an entropic origin as it sums over configurations of phantom chain polymers in free space [42]. In the presence of boundaries [Eq. (9)], this sum is further weighted when a polymer intersects a boundary. In fact, to compute $\Delta F_{A,B}(\lambda)$, one must sum over chain polymers that intersect both the $A$ and $B$ regions, weighted by their size and intersections, the latter through $\lambda$ (see Fig. 1). In this sense, the change in free energy is nothing but the change of the entropy ($k_B T = 1$), that is, $-\Delta F = \Delta S_{\text{th}}$, where $S_{\text{th}}$ denotes the purely thermodynamic entropy of a fluctuating polymer. We thus arrive at the fundamental conclusion of this Letter: The QMI in $D$ dimensions is obtained from the thermodynamic entropy in $D + 1$ dimensions as

$$\mathcal{I}(\lambda) = 2 \omega_c \int_0^\infty d\lambda \Delta S_{\text{th}}^{(D+1)}(\lambda),$$

where we dropped the dependence on $A$, $B$, but made the dependence on the dimension explicit. We stress that Eq. (13) and the above geometrical picture is easily generalized to three or more regions. For example, the quantum tripartite information is due to polymer chains that intersect all three regions. In fact, the strong subadditivity property for quantum systems [43] expressed in terms of mutual and tripartite information becomes rather trivial once formulated in the geometrical picture above, see the Supplemental Material [17] for details. The thermodynamic analogy (sum over classical configurations) is crucial here.
Discussion and outlook.—We have studied the entanglement of dispersive media, and shown that their mutual (and tripartite, etc.) information maps to the thermodynamic entropy in a higher dimension. Both analytical and numerical computations are illustrated based on an electrostatic analogy. Extending the results of this Letter to realistic models such as electromagnetism is worthwhile. The response function can also be generalized to a sum of Lorentzians, and thus a general $\epsilon(\omega)$, at the expense of introducing several copies of the matter field for each term in the sum. Including finite temperature should be of interest from both fundamental and practical perspectives. Finally, lifting the assumption of weak coupling as well as generalizing to nonlinear and conformal field theories are worthwhile but more challenging.
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[13] Here we have closely followed Klich [10], see also his discussion on the last term in Eq. (2).
[16] The two-point function of conjugate momenta should be regularized by subtracting an unimportant divergent term.
[42] The mapping between phantom or self-avoiding polymers and field theory is discussed in P. G. de Gennes, Scaling Concepts in Polymer Physics (Cornell University Press, Ithaca, 1979). See also Ref. [40].