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Abstract

Nickel ferrite (NiFe$_2$O$_4$) is major constituent of the oxide formed on the exterior of nuclear fuel cladding tubes during operation, which is comprised of corrosion products. Due to the impact of this oxide layer (typically referred to as CRUD) on the operation of commercial nuclear reactors, NiFe$_2$O$_4$ has attracted interest. Although advances have been made in modeling CRUD nucleation and growth under a wide range of conditions, the thermophysical properties of NiFe$_2$O$_4$ at high temperatures have only been approximated, thereby limiting the accuracy of such models. In this study, samples of NiFe$_2$O$_4$ were synthesized in order to provide the thermal diffusivity, specific heat capacity, and thermal expansion data from room temperature to 1300K. These results were then used to determine thermal conductivity. Numerical fits are provided to facilitate ongoing modeling efforts. The Curie temperature determined through these measurements was in slight disagreement with literature values. Transmission electron microscopy investigation of multiple NiFe$_2$O$_4$ samples revealed that minor nonstoichiometry was likely responsible for variations in the Curie temperature. However, these small changes in composition did not impact the thermal conductivity of NiFe$_2$O$_4$, and thus are not expected to play a large role.
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in governing reactor performance.
1. Introduction

Nickel ferrite (NiFe$_2$O$_4$, trevorite) is an inverse spinel$^{1,2,3}$, where 8$a$ tetrahedral sites are occupied by Fe$^{3+}$ cations 16$d$ octahedral sites are equivalently occupied by Ni$^{2+}$ and Fe$^{3+}$ cations. Due to the complex chemical, structural, magnetic and electronic nature of this material, it has been explored for application in spintronics$^7$ and magnetic storage devices. In addition, NiFe$_2$O$_4$ is also an important component of so-called CRUD (Chalk River Unidentified Deposit)$^{5,6,7,8}$, the oxide scale that forms on the exterior of light water reactor (LWR) components. The formation of CRUD on the upper portions of fuel rods can have significant impact on reactor operation, specifically when present on the upper parts of fuel rods where sub-cooled nucleate boiling occurs. Since these oxide formations have a significantly lower thermal conductivity than the fuel cladding (typically a Zr-based alloy), it is important to understand how the presence of CRUD will impact reactor performance.

The ability to accurately predict fuel surface temperature allows for determination of margin to potential cladding failure due to CRUD-induced localized corrosion (CILC)$^9$. Despite this importance, as well as studies on structurally similar oxide compounds (e.g. MgAl$_2$O$_4$$^{10}$), to our knowledge, no thermal conductivity data exists for NiFe$_2$O$_4$. The focus of the present work is to provide not only thermal conductivity, but also the thermal expansion and specific heat capacity data from room temperature through those that would be experienced during a loss of coolant accident ($>$1300 K)$^{11,12}$. While data covering normal operating conditions ($<$700 K) is important to facilitate development of compositionally aware software tools aimed at better understanding the formation and growth of CRUD and its impact on nuclear fuel performance$^{13,14}$, the latter is vital to development of predictive models to describe reactor conditions during design basis accidents.

This study was conceived to provide the thermophysical properties of NiFe$_2$O$_4$. In what follows, we present experimental measurements of NiFe$_2$O$_4$ thermal expansion, heat capacity and thermal diffusivity in order to determine the thermal
conductivity of NiFe$_2$O$_4$. The results are then analyzed in order to provide numerical fits, as well as interpreted with respect to the Curie temperature ($T_C$) of NiFe$_2$O$_4$. 
2. Experimental Methodology

The thermal conductivity ($\lambda$) of NiFe$_2$O$_4$ was determined by calculating the product of the thermal diffusivity ($D$), specific heat capacity ($c_P$), and density ($\rho$). Each of these parameters was investigated experimentally through laser flash analysis (LFA, $D$), differential scanning calorimetry (DSC, $c_P$), and dilatometry ($\rho$), respectively. The temperature dependence of the density can be found by applying the thermal expansion curve produced by dilatometry to the room temperature density, which was determined through the immersion measurements previously described.

Although X-ray diffraction (XRD) characterization of the feedstock used for sample fabrication confirmed the absence of other phases, NiFe$_2$O$_4$ may also exhibit nonstoichiometry. Furthermore, nonstoichiometry in NiFe$_2$O$_4$ is expected to result in only minor variations to the lattice parameter, and thus any deviation from stoichiometry is likely difficult to detect via XRD. Rather, in this study electron energy loss spectroscopy (EELS) and energy dispersive spectroscopy (EDS) were utilized to determine the Fe$^{2+}$/Fe$^{3+}$ and Ni/Fe ratio of the materials measured to provide at least a qualitative understanding of the degree to which the samples investigated deviated from stoichiometry. Experimental studies have shown that NiFe$_2$O$_4$ accommodates nonstoichiometry, spinel phases with Fe/Ni ratios above and below 2.0 have been observed$^{15,16,17,18}$. Nevertheless, it is expected that thermophysical properties will vary as a function of deviation from stoichiometry.

2.1. Material Synthesis

The samples characterized in this study were prepared by liquid phase melt mixing followed by conventional cold pressing and sintering. High purity feedstocks of NiO (Puratronic 99.998%) and Fe$_2$O$_3$ (Cerac 99.97%) were dried at 473 K in air for 24 hours and then weighed and blended for the required stoichiometry. They were then cold isostatically pressed to 30 MPa to form rods $\approx$ 5 mm in diameter. These rods were fully melted in an optical (halogen) floating
zone furnace, and rapidly cooled in droplet form. The quenched material was then milled in a SPEX mill using a tungsten carbide jar and ball for 20 min. X-ray diffraction confirmed phase pure NiFe$_2$O$_4$ with a good overall match with the JCPDF database.

Milled materials were sieved (-200 mesh) and cold pressed into 13 mm disks at a pressure of approximately 170 MPa. These disks were then sintered at 1823 K for 2 hours followed by an anneal at 1523 K for 48 hr in air. The as-sintered polycrystalline samples measured slightly over 10 mm in diameter. The thicknesses ranged from approximately 1.5 to 2 mm. The inset of Figure ?? shows images of the NiFe$_2$O$_4$ pellets that were prepared for thermophysical property measurements.

Porosity is well understood to play a critical role in degrading the thermal conductivity of insulators. While porosity corrections exist and are often employed to normalize data to either very high density or full theoretical density, the accuracy of such models degrade as porosity begins to play a larger role in limiting heat transfer. The goal of this study was synthesis of polycrystalline samples of at least 85% NiFe$_2$O$_4$ theoretical density (TD). Furthermore, the means used to calculate the thermal conductivity using the LFA technique requires accurate knowledge of the materials temperature-dependent density. The room temperature densities of each sample used in this analysis were determined by immersion density in accordance with ASTM B 962-08$^{19}$. Flourinert FC-43 was used as the immersion fluid, and the measurements were made using a beaker support positioned above the balance pan. The data reported in this work was provided by six samples synthesized as described above. All achieved densities between 89 and 91% TD.

Given the importance of parallel faces to both dilatometry and laser flash analysis (LFA), all samples were lapped by hand using 600 grit (US) SiC papers to obtain a uniform thickness. The samples were prepared to a thickness tolerance no worse than ±15 microns of the nominal thickness as determined by a vertical micrometer. Samples with the as-sintered diameter were sufficient for LFA measurement, but a smaller diameter was needed for dilatometry and DSC
measurement of heat capacity. An ultrasonic cutter (Model 601, Gatan Incorporated, Pleasanton, CA) and 1 micron SiC abrasive was thus used to section 5 mm discs out of the original 10 mm samples for these measurements.

2.2. Thermophysical Property Measurement

Dilatometry was used to both provide the temperature-dependent density data necessary for calculation of the thermal conductivity as well as the thickness correction for LFA analysis. Measurements were made from room temperature to 1473 K using a pushrod dilatometer (402CD, Netzsch Thermal Analysis, Selb, Germany) equipped with a silicon carbide furnace, alumina fixtureing (protective tube, pushrod, and sample supports), and a Type S thermocouple for determination of temperature. The heating rate used for these measurements was 2.5 K/min, and ultra-high purity (UHP) argon was passed over the sample at 100 mL/min. Measurements were made on two separate NiFe$_2$O$_4$ samples prepared as described above. As a calibration, the thermal expansion of fused silica was measured and found to be within 1% of the data reported in ASTM E228-11 and all thermal expansion data was measured per this standard.

Differential scanning calorimetry (404C, Netzsch Thermal Analysis, Selb, Germany) was used to calculate the specific heat capacity of the samples from 313 to 1473 K. A rhodium furnace, platinum head, and type S thermocouples were used in this study. Alumina lined, covered platinum sample pans were used for the baseline, sapphire standard, and sample measurements. Flowing UHP argon was again used, held at a constant flow rate of 20 mL/min. The heating rate was maintained constant at 20 K/min across all three runs. Temperature calibration of the DSC is obtained by comparing the onset of the melting enthalpy of indium, bismuth, aluminum, and gold, each heated at 20 K/min. In each case, the onset deviated less than 0.5 K from the accepted values. The ratio method was utilized to determine the specific heat capacity of the samples using a sapphire standard. The baseline, sapphire standard, and known sample data were collected within a continuous twenty-four hour time interval to minimize deviations in the baseline between runs. Measurements were made on
three separate NiFe$_2$O$_4$ samples prepared as described above.

Laser flash analysis (427, Netzsch Thermal Analysis, Selb, Germany) was performed using a graphite furnace, alumina sample holders, and a Type S thermocouple for temperature determination. Data was first obtained using a sample prepared as described above and containing a density of 90.6 % TD during cooling from 1573 K to room temperature at 50 K intervals in UHP argon flowing at 100 mL/min. A second sample (91.3 %TD) was used to acquire data at 5 K intervals in the vicinity of $T_C$. Sufficient overlapping temperatures were included in both runs to evaluate any potential differences in the thermal diffusivity of the two samples, but they produced excellent agreement within 2%. Calibration of the thermocouple used to measure the sample temperature was achieved using $T_C$ of electrolytic iron; the minimum in the diffusivity curve produced was located at 1045.2 K, slightly above the accepted value of 1043 K. As such, an uncertainty of ±3 K is ascribed to the temperatures of each measurement. Data was obtained in accordance with ASTM E 1461-1121, with the exception of the model used for calculation. A Cape-Lehman model was used to calculate the thermal diffusivity based upon the temperature-rise-versus-time data obtained for each shot. No sample coating was used, as the sample surface and optical transport properties were found sufficient for analysis. The laser voltage for all data reported here was 500 V, and the pulse length was 0.5 milliseconds. Three diffusivity measurements were made at each temperature, and the reported thermal diffusivity is the mean of the three calculated values.

2.2.1. Density Functional Theory

DFT calculations of the electronic density of states (DOS) of NiFe$_2$O$_4$ were performed to compare with the O-K EELS spectra. The Vienna Ab Initio Simulation Package (VASP)$^{22,23,24}$ code based on the projector augmented wave (PAW) method$^{25,26}$ was used for these calculations. Our approach closely follows the study of Fe-Ni-Cr-Zn-O spinel compounds in Ref. 27. The Perdew-Burke-Ernzerhof (PBE) parameterization of the generalized gradient approximation (GGA) potential$^{28}$ was applied for the exchange-correlation potential.
Improved description of the Ni and Fe 3$d$ orbitals was achieved by the DFT+$U$ methodology\textsuperscript{29,30,31,32}. The Ni $U$ value ($U = 5.0$ eV for NiO) was taken from\textsuperscript{32} and Fe ($U = 4.3$ eV for tetrahedral and $U = 4.0$ for octahedral sites in Fe$_3$O$_4$) from\textsuperscript{33}. The disordered inverse NiFe$_2$O$_4$ spinel structure as well as the Ni deficient Ni$_{2+0.875}$Fe$_{2+0.125}^{2+}$Fe$_2^{3+}$O$_4^{2−}$ solid solution were modeled using special quasi random (SQS) structures\textsuperscript{34,35}, which were constructed to capture the atomic correlation function of random alloys (random distribution of Ni and Fe ions on the respective sublattices)\textsuperscript{36}. We used a 56 atom cell for the SQS structures, which was developed by Jiang et al. to study inversion in MgX$_2$O$_4$ (X = Al, Ga, In) spinels\textsuperscript{36}. All calculations applied a plane-wave cut-off energy of 500 eV and a 4×4×4 Monkhorst-Pack k-point mesh\textsuperscript{37} with a Gaussian smearing of 0.05 eV. We minimized all structure models with respect to both the volume and shape of the cell as well as atomic positions in order to yield zero external pressure and forces on each atom less than 0.02 eV/Å. The Fe$^{3+}$ ions on tetrahedral sites in the NiFe$_2$O$_4$ inverse spinel were modeled as anti-ferromagnetically aligned with respect to the both the Ni$^{2+}$ and Fe$^{3+}$ ions on the octahedral sites, which also represents the ground state solution\textsuperscript{27}.

2.3. Transmission Electron Microscopy

Small fragments of the dense polycrystalline samples whose properties were measured in this study were crushed into a fine powder in air using a SPEX mill in an alumina jar and alumina media. These powders were then suspended into separate alcohol liquid solutions (99.8% min purity) on a copper grid for characterization. The grids were then placed in an oven at 317 K for 15 min to aid in the evaporation of the remaining alcohol and mitigate carbon contamination. This technique produced nanoparticle samples measuring approximately 70 nm in diameter.

Experiments were performed on the image-corrected FEI Titan at Los Alamos National Laboratory, operating in diffraction mode at 300 kV and equipped with a Gatan Tridiem electron energy loss image filter. The Titan was used to acquire the O-\textit{K}, Fe-\textit{L}, and Ni-\textit{L} near edge fine structure at $\approx$ 525, 710, and 832
eV respectively with the best achievable spatial and energy resolution for the microscope within a 18 mrad collection half angles giving an energy resolution defined by the full-width half-maximum of the zero-loss peak of 0.83 eV over a 2 second acquisition. The acquisition time to resolve the near edge fine structure was performed over a series of 100 consecutive sub-second exposures taken with a converged beam on the sample. All the spectra were aligned based on their first peak maximum, individually dark count subtracted, and summed to produce the results shown here. The spectra were then processed for their elemental composition, relative valence, and compared with simultaneously acquired EDS.

To analyze the core loss spectra, a fitted Bremsstrahlung background was first removed from all spectra utilizing a standard power law fit. Hartree-Slater modeled K and L-edge atomic cross sections were removed from all O-K, Fe-L, and Ni-L edge spectra, respectively. The effects of plural scattering events were reduced using Fourier-ratio deconvolution by zero-loss deconvolution with a reference low loss spectra. In calculating the elemental abundance, a ratio of the windowed integration over the edge and simultaneous subtracted background noise were utilized to determine the relative abundance of each element in the acquired core-loss spectra. To critique the changes in the near edge fine structure, a multiple linear least squares peak fitting algorithm was performed, similar to the method employed by Aguiar et al. To determine the relative valence state of ions at the interface several methods including window-integration and multiple linear peak fitting using the conjugate gradient method were used. In the case of calculating the valence state of the iron, reference Fe-L edge spectra were acquired ranging from $2^+$ to $3^+$ and the window integration and linear combination least squares technique originally outlined by Cressey et al. and later modified by Shao et al. and references therein was applied.
3. Results

Data acquired using the techniques described in Section 2.2 are summarized below. As the principle objective of this work is to provide thermophysical property data for NiFe$_2$O$_4$ suitable for use in CRUD formation and growth codes for nuclear reactor performance modeling, numerical fits are provided in order to readily facilitate such incorporation. The error and relevant temperature ranges of the provided fits is noted in each respective section.

3.1. Thermal Expansion

Figure 1 reports the measured expansion of NiFe$_2$O$_4$, along with the resulting temperature dependence of the density calculated using the room temperature values for each composition determined by immersion density and the thermal expansion. The thermal expansion (determined through dilatometry as the length change over the initial length, $dL/L_0$) was converted to a mean linear coefficient of thermal expansion ($\alpha$), alternatively referenced as a ‘technical alpha’ in the literature, according to the following equation:

$$\alpha = \frac{(L - L_0)}{L_0(T - T_0)}$$  \hspace{1cm} (1)

If the reference temperature for the calculation, $T_0$, is taken as 298 K, Equation 2 provides $\alpha$ as a function of temperature for NiFe$_2$O$_4$ as measured in this study:

$$\alpha = (1.6740 \cdot 10^{-5}) - (3.9593 \cdot 10^{-9})T$$  \hspace{1cm} (2)

The correlation developed in Equation 2 is valid from 473 to 1273 K, with a recommended error of 3%. The relation reflects the slightly nonlinear expansion of NiFe$_2$O$_4$ measured in this work. Calculation of a static $\alpha$ over the entire temperate range using a least squares approximation provides 12.9.$10^{-6}$ K$^{-1}$. This value matches the experimental data within 5% between 600 and 900 K, but significantly (10-15%) underestimates the measured expansion below this
temperature and slightly (6-8%) overestimates it above. Literature investigations of other ferrite spinels report comparable values between $11 \cdot 10^{-6}$ K$^{-1}$ and $13 \cdot 10^{-6}$ K$^{-1}$ 46,47.

Nickel ferrite was one composition included in a broad matrix of spinels whose thermal expansion and electrical conductivity were investigated by Petric and Ling 48. They report $\alpha$ of NiFe$_2$O$_4$ as $10.8 \cdot 10^{-6}$ K$^{-1}$. However, several other ferrite spinels were investigated along with NiFe$_2$O$_4$, and all were found to expand at rates between $12 \cdot 10^{-6}$ K$^{-1}$ and $13 \cdot 10^{-6}$ K$^{-1}$. No experimental details (e.g. heating rate, sample geometry, atmosphere) or sample chemical or structural characterization were provided in the Petric and Ling work, so it is not possible to consider other factors that may be responsible for the lower value they report.

3.2. Heat Capacity

The specific heat capacity data calculated using the ratio method as described above is plotted in Figure 2. The data plotted here is the mean of three different samples. The error is plotted as the larger of the standard deviation among the three or 5%. The latter is ascribed given the accepted accuracy of the ratio method for heat capacity measurement. In addition, NiFe$_2$O$_4$ $c_P$ data located in the literature is included for comparison. The most prominent feature of the curves are sharp peaks near 860 K, which correspond to $T_C$ of the NiFe$_2$O$_4$ specimens. The specific $T_C$ values obtained in this work are discussed in Section 4.

The presence of the $T_C$ peak prevents fitting of a single function to the entire temperature range investigated here. Instead, a piecewise model is proposed. At temperatures between 298 and 823 K, the following fit ($R^2 = 0.9986$) estimates the $c_P$ of NiFe$_2$O$_4$:

$$c_P = -1.2057 + (1.1411 \cdot 10^{-2})T - (2.4950 \cdot 10^{-5})T^2 + (2.4611 \cdot 10^{-8})T^3 - (8.8726 \cdot 10^{-12})T^4$$

(3)
The above fit reproduces the $c_P$ measured in this work and by Ziemniak et al.\textsuperscript{49} within 3%. In the regime near $T_C$, discrete interpretation of the values shown in Figure 2 is suggested. Larger error bars appear in Figure 2 in this region resulting from differences in the DSC curves obtained for the three samples. The data of Ziemniak et al. is slightly higher than the mean values reported\textsuperscript{49}, but remain encompassed by the error of this measurement.

Finally, for temperatures between 923 and 1373 K, the following curve fit ($R^2 = 0.9867$) is proposed:

\begin{equation}
\begin{aligned}
c_P &= -6.5674 + (3.2540 \times 10^{-2})T - (5.0578 \times 10^{-5})T^2 + (3.3300 \times 10^{-8})T^3 - (7.9139 \times 10^{-12})T^4
\end{aligned}
\end{equation}

The data of Ziemniak et al. above $T_C$ contains high uncertainties\textsuperscript{49}; only data from that study below 1000 K is shown in Figure 2. Data obtained in this work also shows higher error in this regime. As such, an uncertainty of 10% is suggested for Equation 4.

3.3. Thermal Diffusivity

The thermal diffusivity data obtained using LFA is shown in Figure 3. The general trend of the data follows an inverse temperature dependence, but a prominent depression and recovery are visible in the 773-923 K temperature range. The inset of Figure 3 highlights this region. Although we are aware of no previous studies that investigated the thermal diffusivity of NiFe\textsubscript{2}O\textsubscript{4}, limited data for Fe\textsubscript{3}O\textsubscript{4} does exist. Magnetite (Fe\textsubscript{3}O\textsubscript{4}) is also an inverse spinel\textsuperscript{50,51}, where all Fe\textsuperscript{2+} ions reside on 16$d$ octahedral positions, as do half of the Fe\textsuperscript{3+} ions, while the remaining Fe\textsuperscript{3+} ions reside on 8$a$ tetrahedral sites. The Curie temperature of Fe\textsubscript{3}O\textsubscript{4} is similar to NiFe\textsubscript{2}O\textsubscript{4}, identified as 850 K\textsuperscript{52}, which is slightly lower than stoichiometric NiFe\textsubscript{2}O\textsubscript{4}. Thermal diffusivity measurements of Fe\textsubscript{3}O\textsubscript{4} have identified a similar behavior of $D$ as a function of temperature\textsuperscript{53}, where a minima occurs at $T_C$. 
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3.4. Thermal Conductivity

Finally, the thermal conductivity was calculated as the product of $D$, $c_p$, and $\rho$ as reported above. Given the nature of the calculation, it is important to consider propagation of error. The error of each of the three component datasets was included in the thermal conductivity calculation via standard propagation of error. The results are plotted in Figure 4. The data plotted in Figure 4 is corrected to 95% TD using the porosity correction provided by Francl based upon the density of the thermal diffusivity samples. The thermal resistivity ($\lambda^{-1}$) is also plotted in Figure 4 in order to better demonstrate behavior as a function of temperature. The thermal conductivity of an insulator is often approximated using Equation 5:

$$\lambda = \frac{1}{A + B \cdot T}$$

where $A$ is a constant that refers to impurity scattering and $B$ is also a constant that refers to Umklapp scattering. Use of this model to fit the experimental thermal conductivity of NiFe$_2$O$_4$ produced values of $4.371 \times 10^{-4}$ mK/W and $2.7512 \times 10^{-2}$ m/W for $A$ and $B$, respectively ($R^2 = 0.9985$). This fit is also plotted alongside the experimental data in Figure 4.
4. Discussion

The thermophysical properties measured for NiFe$_2$O$_4$ exhibit behavior expected of a material where phonon scattering dominates heat transport. Additionally, the dominant feature in both the $c_P$ and $D$ curves are the maximum and minimum, respectively, induced by second order transition that occurs at $T_C$. However, the product of these values as used to calculate the thermal conductivity results in a continuous thermal conductivity curve that obeys an inverse temperature difference from room temperature to above 1400 K. The $T_C$ indicated by the maximum of the DSC data obtained for the samples synthesized in this work is 864.3 K, with an uncertainty of 0.5 K as dictated by thermocouple calibration. The $T_C$ indicated by the minimum of the LFA data obtained was 863.7 K, with an uncertainty due to the temperature calibration used in the LFA measurement of ±3 K. These $T_C$ values are slightly larger than the reported literature values of 858±1 K $^{49,56,57,58,59}$. A possible explanation for this discrepancy in $T_C$ is that the samples investigated here had a different nonstoichiometry than samples previously studied. Previously, it has been shown that in other spinels that $T_C$ can be shifted due to cation disorder $^{60}$ or cation nonstoichiometry $^{61}$.

In order to explore the effect of cation nonstoichiometry on $T_C$, we have performed similar measurements to those discussed already on different samples synthesized in a separate fabrication run. The second set of samples (referred to as “B,” as opposed to “A” which refers to the samples for which results have already been presented) were sintered 100 K lower than sample A (and as described in Section 2), which resulted in 80% TD samples (compared to ≈90% for sample A). While these samples were of lower density than desired for the property measurements carried out in this study, they were sufficient to have their $T_C$ accurately measured by the maxima and minima indicated by their DSC and LFA data, respectively. Measurements were repeated using identical methodologies as described above. The DSC and LFA results are plotted in Figure 5, where the $c_P$ and $D$ of Samples A and B are compared. The data
is plotted relative to the value at 800 K in order to emphasize the maxima and minima of the two different parameters as a function of temperature. The absolute thermal diffusivity of Sample B was significantly lower than Sample A owing to the density difference between the samples, but the specific heat capacity values were within the uncertainty of the technique. Interestingly, different $T_C$ values are evident for the different samples, i.e., the DSC curve for Sample B indicates $T_C$ of 854.5 K, and the LFA data indicates 854.1 K. These values are accompanied by error bars of 0.5 and 3 K, respectively. The larger error in the LFA data is visible in Figure 5. These values are significantly lower than the values of Sample A, and suggest that the $T_C$ has been shifted from its previous value.

Electron energy loss spectroscopy (EELS) was utilized to analyze both sample A and B to determine if compositional differences between the samples could be responsible for the shift in measured $T_C$. The EELS samples were prepared from the same material analyzed in Figure 5. Analysis was performed as described in Section 2.3. Figure 6 reports the EELS near-edge fine structure analysis for both samples. Comparing the O-K spectra for Sample A and Sample B, two overall peaks are observed in Figure 6 (a). However, the leading pre-edge indicated as the dashed lined peak 1 is shifted between the two spectra. This behavior suggests a change in the partial density state overlap between the oxygen $2p$ states and transition metal $d$ states, and in particular the presence of Fe$^{2+}$ resulting in a pure chemical shift. The two experimental oxygen spectra are compared to the unoccupied partial density of states for the O $2p$, Ni$3d$, and Fe$3d$ orbitals obtained from the DFT calculations described in Section 2.2.1. The DFT calculations for Ni$_{1-x}$Fe$_{2+x}$O$_4$ and NiFe$_2$O$_4$ reproduce the shift between experimental Samples A and B, respectively. This emphasizes the conclusion that Sample B is Ni deficient and contains excess Fe$^{2+}$ ions.

EELS was also employed to analyze the Fe-L edge spectra for samples A and B in order to resolve any changes in iron valence. By comparing against reference spectra, shown in Figure 6 (b), it can be observed that the expected valence for Sample B differs from Sample A. The origin of the shift in the Fe-L
edge spectra is ascribed to the emergence of Fe$^{2+}$ within NiFe$_2$O$_4$ in Sample B. That is, Sample B may exhibit Fe-rich non-stoichiometry with Fe$^{2+}$ cations residing on Ni$^{2+}$ sites, which is consistent with the analysis of the O-K edge spectra.

Energy dispersive spectroscopy (EDS) was also used to characterize the chemical compositions for the two samples. The Fe/Ni ratios determined using EDS were calculated as 1.9 for Sample A and 2.1 for Sample B. First, we note that the EDS result for Sample B appears to confirm the existence of excess Fe, which is consistent with the previously mentioned EELS results. Furthermore, these EDS results also suggest a slight excess of Ni in Sample A.

These results provide a consistent (albeit qualitative) picture of the compositional differences between the samples measured, and therefore the corresponding differences in $T_C$. That is, the literature value for $T_C$ of NiFe$_2$O$_4$ is 858K. $T_C$ measured for Sample A was 864 K, which is roughly 8 K larger than the accepted value for NiFe$_2$O$_4$. It is hypothesized that Sample A, therefore, contained excess nickel. Conversely, Sample B exhibited a $T_C$ of 854K, which is 4 K below the accepted value. The above analysis suggests that Sample B was Ni deficient. It is also worth noting that $T_C$ for Fe$_3$O$_4$, magnetite, is 848K. A qualitative trend begins to emerge from this data where $T_C$ decreases as a function of increasing Fe concentration. However, further investigation is required to establish this trend. We also note that the origin of the nonstoichiometry in our samples is unclear, but likely is due to different sintering temperatures.

Finally, it is important to note that while nonstoichiometry seems to influence $T_C$, $\lambda$ remains largely unaffected by nonstoichiometry. The plot of thermal resistivity in Figure 4 shows only minor deviation from linearity within the region of the paramagnetic to antiferromagnetic transition, and this deviation is likely attributable to error stemming from use of a steady state technique (LFA) in conjunction with a dynamic measurement (DSC) to determine $\lambda$. Calculation of $\lambda$ using the $c_P$ and $D$ data obtained for Sample B results in a similar trend, although the absolute values are slightly lower due to the higher sample porosity. Since the thermal conductivity of NiFe$_2$O$_4$ is dominated by phonon transport
(and magnon interactions are minimal), second order magnetic ordering should not be expected to impact thermal conductivity. However, the impact of magnetic ordering on thermal diffusivity is pronounced, and follows naturally from the $C_P$ behavior at $T_C$. This result has an important implication for CRUD modeling with respect to reactor performance as it is extremely unlikely that the NiFe$_2$O$_4$ formed is stoichiometric. The result of this work suggests that the thermal conductivity of NiFe$_2$O$_4$ will remain essentially constant as a function of nonstoichiometry.

5. Conclusions

The thermal expansion, specific heat capacity, thermal diffusivity, and thermal conductivity of NiFe$_2$O$_4$ were measured from room temperature to 1473 K. The effect of temperature on these properties was, in general, similar to what is expected of an insulating material, with the exception of deviations in $c_P$ and $D$ in the vicinity of the paramagnetic transition. Some of the samples characterized in this work have a Curie temperature slightly higher than the accepted $T_C$ of NiFe$_2$O$_4$, which was attributed to measured nonstoichiometry. Although the variance in $T_C$ induced by Ni$^{2+}$ on Fe$^{2+}$ sites (or vice versa) has been shown to impact the $c_P$ and $D$ in the magnetic transition regime, the thermal conductivity is not significantly affected since second order magnetic ordering transformations are not expected to impact the phonon transport.
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Figure 1: Thermal expansion of NiFe$_2$O$_4$ determined by dilatometry (left y-axis, closed markers) and the resulting temperature-dependent density (right y-axis, open markers). The thermal expansion as calculated using the correlation proposed in Equation 2 is also plotted.
Figure 2: Specific heat capacity of NiFe$_2$O$_4$ measured using DSC and the ratio method. The data points plotted represent the mean of the heat capacity as calculated for two different samples. Literature heat capacity values for NiFe$_2$O$_4$ are also included for reference.$^{49}$
Figure 3: Thermal diffusivity of NiFe$_2$O$_4$ obtained using LFA. Error bars are included in the figure, but are only visible at low temperatures on this scale. Diffusivity values near the Curie Temperature are shown in the inset, with the minimum observed at 864±3 K.
Figure 4: Thermal conductivity of NiFe$_2$O$_4$ (left y-axis, closed markers), corrected to 95% TD and thermal resistivity (right y-axis, open markers) of NiFe$_2$O$_4$ as determined in this study. The error bars included for each data point are determined through a propagation of error present in the three individual measurements. The fit provided in Equation 5 with $A = 4.3711 \times 10^{-4}$ mK/W and $B = 2.7512 \times 10^{-2}$ m/W is also plotted (black line) on top of the experimental data.
Figure 5: Comparison of the specific heat capacity and thermal diffusivity for NiFe$_2$O$_4$ samples containing slightly different cation chemistries. All data is normalized to the respective values at 800K. The LFA data is shown with the appropriate error bars indicating the uncertainty in temperature. Similar bars (0.5 K) are plotted on the $c_p$ data, but are not visible at this scale.
Figure 6: Averaged O-K (a) and Fe-L (b) core loss edges for multiples of 100 spectra as measured by EELS. A total of 400 spectra were studied and show the same spectral character. For the O-K spectra (a), we have compared spectral profiles for Samples A (top red curve) and B (bottom blue curve) to DFT calculations of broadened unoccupied oxygen $p$-states (solid gray) and unbroadened partial iron (solid green) and nickel (solid magenta) $3d$-states for nickel ferrite as calculated. In (b), the Fe-L core loss spectra for Samples A (red curve) and B (blue curve) are compared to Fe$^{3+}$ (green dotted curve) and Fe$^{2+}$ (black dotted curve) reference spectra.