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Abstract

Theoretical calculations indicate that elastic stresses induced by surface topography may be large enough in some landscapes to fracture rocks, which in turn could influence slope stability, erosion rates, and bedrock hydrologic properties. These calculations typically have involved idealized topographic profiles, with few direct comparisons of predicted topographic stresses and observed fractures at specific field sites. We use a numerical model to calculate the stresses induced by measured topographic profiles and compare the calculated stress field with fractures observed in shallow boreholes. The model uses a boundary element method to calculate the stress distribution beneath an arbitrary topographic profile in the presence of ambient tectonic stress. When applied to a topographic profile across the Susquehanna Shale Hills Critical Zone Observatory in central Pennsylvania, the model predicts where shear fractures would occur based on a Mohr-Coulomb criterion, with considerable differences in profiles of stresses with depth beneath ridgetops and valley floors. We calculate the minimum cohesion required to prevent shear failure, $C_{\text{min}}$, as a proxy for the potential for fracturing or reactivation of existing fractures. We compare depth profiles of $C_{\min}$ with structural analyses of image logs from four boreholes located on the valley floor, and find that fracture abundance declines sharply with depth in the uppermost 15 m of the bedrock, consistent with the modeled profile of $C_{\text{min}}$. In contrast, $C_{\min}$ increases with depth at comparable depths below ridgetops, suggesting that ridgetop fracture abundance patterns may differ if topographic stresses are indeed important. Thus, the present results are consistent with the hypothesis that topography can influence subsurface rock fracture patterns and provide a basis for further observational tests.
Introduction

Motivation and purpose

Fractures in bedrock influence numerous processes that drive landscape evolution, including weathering (Anderson et al., 2007), erosion (Moon and Selby, 1983; Augustinus, 1995; Whipple et al., 2000; Molnar et al., 2007; Moore et al., 2009; Dühnforth et al., 2010), slope stability (Terzaghi, 1962; Wieczorek and Snyder, 1999; Muller and Martel, 2000; Chigara, 2000; Clarke and Burbank, 2010, 2011; Stock et al., 2012), and groundwater flow (LeGrand, 1949; Keller et al., 1986; Trainer, 1988; Borchers, 1996; Berkowitz, 2002; Neuman, 2005). Various studies have suggested that landforms might in turn influence bedrock fractures by perturbing the ambient stress field (e.g., McTigue and Mei, 1981; Savage et al., 1985; Savage and Swolfs, 1986) and altering the type, orientation and abundance of fractures in different parts of the subsurface (e.g., Miller and Dunne, 1996). This mutual influence could lead to feedbacks between evolving topography and fracture patterns (Miller and Dunne, 1996; Molnar, 2004).

However, few studies have tested whether modeled topographic stresses appear to have influenced observed bedrock fracture patterns, in part because prior theoretical approaches were too simplified to apply to specific topographic and tectonic settings. This paper has two purposes: (1) to provide a modeling framework for calculating topographic stresses beneath arbitrary topography subject to approximately two-dimensional (plane-strain) conditions; and (2) to conduct a preliminary test for the effects of topographic stresses by comparing a stress model for a specific field site with fractures observed in shallow boreholes.

Previous studies of topographic stress and rock fracture
Early studies of topographic stresses focused on the effects of large-scale topography (hundreds of kilometers or more in horizontal extent) on the lithosphere at depths of kilometers or more (see review in McNutt, 1980). Holzhausen (1978) and McTigue and Mei (1981) were among the first to study the stress distribution immediately beneath local topographic features. Holzhausen (1978) examined an elastic medium with a gently sloping sinusoidal surface using a perturbation method. McTigue and Mei (1981) also used a perturbation method valid for gently sloping surfaces but considered more complex topographic forms with the aid of a spectral approach. McTigue and Mei (1981) used these approximate solutions to show that even if regional horizontal stresses are absent, topography induces horizontal compression under ridgetops and horizontal tension under valley floors, and that the effect of topography decreases with depth. They also showed that the addition of regional horizontal compressive stress can induce horizontal tension at topographic highs, a result noted earlier by Scheidegger (1963).

Savage et al. (1985) and Savage and Swolfs (1986) subsequently found exact analytical solutions for the elastic stress distribution under certain landforms using the approach of Muskhelishvili (1953). Their solutions are valid for a set of idealized, symmetric, isolated valleys and ridges with shapes described by a conformal coordinate mapping. Savage et al. (1985) calculated the effect of gravity in a laterally constrained medium and showed that topographic stresses are on the order of $\rho gb$, where $\rho$ is the rock density, $g$ is the acceleration of gravity, and $b$ is ridge height or valley depth. Like Holzhausen (1978) and McTigue and Mei (1981), Savage et al. (1985) predict horizontal compressive stress under ridgetops, horizontal tensile stress under valley floors, and stresses approaching those beneath a horizontal surface as depth increases. Savage and Swolfs (1986) additionally evaluated how topography perturbs a regional horizontal tectonic stress and then superposed their solutions on those of Savage et al. (1985) to obtain the
stress distribution due to both tectonic and gravitational stresses. They demonstrated that the
effect of regional tectonic compression is reduced near ridge crests and amplified in valleys. Pan
and Amadei (1994) proposed a similar method that uses a numerical conformal mapping
procedure to accommodate irregular but smooth two-dimensional topographic profiles.

Savage et al. (1985) and Savage and Swolfs (1986) calculated subsurface stresses
assuming that the ratio $k$ of the vertical gradient of horizontal stress to the vertical gradient of
vertical stress was positive but less than one. Miller and Dunne (1996) compiled published
crustal stress values from different geographic locations and concluded that in many places $k > 1$.
Noting that many of the reported stresses indicated high regional compressive tectonic stress,
they used the approach of Savage et al. (1985) and Savage and Swolfs (1986) to calculate
stresses for cases with $0 < k < 1$ and $k > 1$. They also noted that the magnitudes of the modeled
stresses exceeded typical mechanical strengths of various rock types, and used brittle fracture
criteria based on laboratory experiments to predict the fracture patterns that would develop for
different combinations of landform shape and tectonic stress state.

Miller and Dunne (1996) discussed the implications of their fracture predictions for
landscape evolution. Noting that elastic stresses scale with topographic relief, they proposed that
fracturing might occur only if the topographic relief (ridge height above valley floor) is
sufficiently high that the stresses exceed a brittle failure threshold. They also proposed a positive
feedback between topographic stresses and landscape evolution in which valley incision triggers
fracturing in the valley floor, which makes bedrock more erodible, accelerates valley incision,
and further enhances the fracturing effect. Molnar (2004) revisited the examples discussed by
both Savage et al. (1985) and Miller and Dunne (1996). He developed a framework for
quantifying the positive feedback in sustaining a valley that Miller and Dunne (1996) proposed, and showed the dependence of stress concentration in a valley on its shape, especially the sharpness of the “V” at the valley axis. Molnar (2004) also suggested that static fatigue (gradual crack growth at stresses below the macroscopic failure threshold) could be an important mechanism by which topographic stresses influence rock erodibility and landscape evolution.

These studies have advanced our understanding of topographic stresses and the possible consequences for landscape evolution, but only a few investigations have compared these predictions with observed stresses, fracture patterns, or proxies for rock damage. Savage and Morin (2002) and Morin and Savage (2002) used the analytical solutions of Savage et al. (1985) to approximate the near-surface stresses at a study site in the Davis Mountains of Texas, and compared their predictions to stress orientations inferred from borehole breakouts. They found that breakout orientation appeared to change with depth in a manner consistent with their stress calculations. However, they did not attempt to compare predicted stresses with fracture patterns. Morin et al. (2006) processed sonic logs and borehole images to study the mechanical properties of a fractured basalt aquifer and the permeability of subsurface fractures. They used a two-dimensional finite element model to calculate the stress distribution beneath the Annapolis Valley, Nova Scotia, and found that topographic stresses appear to influence the permeability of pre-existing fractures. Martel (2011) predicted the areal distribution of sheeting joints in part of Yosemite National Park using an exact solution for the gradient in the normal stress perpendicular to the surface. He accounted for the site-specific topography but assumed the surface-parallel compressive stresses were constant. Observations of sheeting joints on domes, ridges, and saddles with wavelengths of a few hundred meters were consistent with the hypothesis that surface-parallel stresses and topography account for the formation of sheeting
joints (Martel, 2011). Leith et al. (2013a) applied a model of coupled stress and elasto-plastic rock deformation (Leith et al., 2013b) to the Matter Valley in the Swiss Alps, and found that a zone where the model predicts extensional fracturing corresponds to a break in slope on the valley walls where enhanced glacial erosion has created an inset U-shaped gorge. However, they did not attempt to compare their model systematically with rock fracture patterns. An opening clearly exists for a more complete examination of the coupling between topography and stress state, the importance of this coupling at depth, and the combined impact on fractures at a specific site.

New contribution and outline

In this paper, we implement a numerical method for calculating stresses beneath topographic profiles of arbitrary form and compare predicted topographic stresses with fracture patterns mapped from shallow boreholes. We first describe our adaptation of the boundary element model of Martel (2000) and Martel and Muller (2000), which calculates two-dimensional elastic stresses due to the combined effects of ambient tectonic stress and gravity acting on topography. We then apply the model to idealized, synthetic topographic profiles to illustrate the sensitivity of calculated stresses and fracture patterns to tectonic stress, rock mechanical parameters, and the shapes of ridges and valleys. Next, we calculate stresses beneath a topographic profile across the Shale Hills, an experimental watershed in central Pennsylvania. We use the modeled stresses to calculate a proxy for shear fracture susceptibility and compare that proxy to the fracture abundance observed in optical logs of shallow boreholes in the valley floor. Finally, we comment on the implications of our results for the hypothesized effects of topographic stress on rock fracture, and we discuss shortcomings in our current understanding of
rock damage accumulation that must be addressed to fully characterize the influence of stress on
landscape evolution.

**Boundary element model for stresses induced by arbitrary topography**

*Model description*

The need to study stresses induced by real topography and their interactions with variable
tectonic stresses motivated Martel and Muller (2000) to develop a flexible numerical method.
They adapted a boundary element method (BEM) based on Crouch and Starfield’s (1983) two-
dimensional displacement discontinuity code (TWODD), which is in turn based on an analytical
solution for a constant discontinuity displacement over a finite linear segment in an infinite, two-
dimensional elastic solid. A typical application of Crouch and Starfield’s (1983) method is to
calculate the stresses around a crack in a body of rock. The crack is approximated by a set of
linear segments, and the displacement discontinuity – opening, closing and/or sliding – across
the crack is approximated by a set of discrete displacement discontinuities across the linear
segments. Normal and shear tractions on the linear segments are specified as boundary
conditions. The TWODD code then solves for the displacements on opposing sides of the linear
segments that satisfy these boundary conditions. Once these displacements are known, the
resulting stresses at any point in the body of rock can be calculated. This solution method can
account for an arbitrary ambient horizontal stress field.

Martel and Muller (2000) adapted the method of Crouch and Starfield (1983) by treating
a topographic surface as a long, traction-free crack in a body of rock that is exhumed by the
removal of overburden. We adopt and extend their method here. In this section, we give an overview of the computational procedure; for a more detailed explanation, see Martel and Muller (2000) and Crouch and Starfield (1983). The topographic surface is approximated by a set of connected linear segments passing through a laterally confined body in plane strain under the influence of gravity with a traction-free horizontal surface (Figure 1). The ambient stresses in this body are

\[
\begin{align*}
\sigma_{xx}^a &= k \rho g y + \sigma_{xx}^t \\
\sigma_{yy}^a &= \rho g y \\
\sigma_{xy}^a &= \sigma_{yx}^a = 0
\end{align*}
\]

(1a)

(1b)

(1c)

where \(x\) is the horizontal coordinate (increasing to the right), \(y\) is the vertical coordinate (increasing upward), \(\rho\) is rock density, \(g\) is gravitational acceleration, and stress subscripts use the “on-in” convention (Pollard and Fletcher, 2005). Compressive stresses are defined as negative. The term \(\sigma_{xx}^t\) in Equation 1a is a constant ambient horizontal tectonic stress that may exist in addition to the gravitationally induced stresses. The parameter \(k\) scales the vertical gradient in the ambient horizontal normal stress relative to the vertical gradient in the ambient vertical normal stress. We use \(k\) rather than the term \(\nu/(1-\nu)\), where \(\nu\) is Poisson’s ratio, to emphasize that the in-plane stress solutions are independent of the elastic parameters of the rock, provided it is homogeneous and isotropic (Timoshenko and Goodier, 1970).

The stress field below the topographic surface is found by evaluating the stress perturbation caused by the generation of the topography (via the erosion of overburden) and then superposing this perturbation on the ambient stress field. The shear tractions, \(\sigma_s\), and normal tractions, \(\sigma_n\), on the elements defining the topographic surface are set to zero. This traction-free
condition does not necessarily imply a stress-free surface, because the surface-parallel normal stress can be nonzero. The ambient stresses at the element locations due to the overburden are calculated from Equations 1a-c, resolved into shear and normal tractions, and subtracted from the zero-traction condition to define the boundary conditions for a boundary element problem describing the topographic stress perturbation (that is, they describe the effect of the topographic “crack” on the ambient stress). The resulting tractions are stored in a vector $\mathbf{b}$. The TWODD method is then used to calculate a matrix $\mathbf{A}$ of influence coefficients. Each element of $\mathbf{A}$ gives the change in either shear or normal traction on one boundary element due to a unit shear or normal displacement discontinuity at another boundary element. This defines a system of linear equations,

$$\mathbf{A}\mathbf{x} = \mathbf{b},$$

which is solved to yield the unknown displacement discontinuities, $\mathbf{x}$, at the elements.

Once these displacement discontinuities are known, the stress perturbation at any observation point below the topographic surface can be calculated. A set of observation points is chosen, and TWODD is used to calculate a second matrix of influence coefficients, $\mathbf{A}^{\text{obs}}$. Each element of $\mathbf{A}^{\text{obs}}$ gives the effect of a unit shear or normal displacement discontinuity at one of the boundary elements on the horizontal normal stress, vertical normal stress, or shear stress at one of the observation points. The total stress perturbations at the observation points, $\sigma^{\text{obs}}$, are calculated as

$$\mathbf{A}^{\text{obs}}\mathbf{x} = \sigma^{\text{obs}}.$$
The final step is to add the stress perturbations $b$ and $\sigma^{\text{obs}}$ to the ambient stresses (Equations 1a-c) at the elements and the observation points, respectively. This yields the total stresses at and below a traction-free topographic surface due to gravity and any horizontal tectonic stress.

The shear and normal tractions on the elements that define the land surface are known (they are specified as boundary conditions), but the TWODD method does not calculate the surface-parallel (tangential) normal stresses on the elements. Following Crouch and Starfield (1983, section 5.10), we approximate the tangential normal stresses using finite differences. The shear and normal displacements of the elements are differenced to obtain an approximation for the tangential normal strain at each element midpoint, and the tangential stress is calculated from Hooke’s Law. Along with the shear and normal tractions on the elements, this completely defines the stress field at and below the land surface.

A few additional considerations should be noted when using the TWODD method to calculate topographic stresses. To ensure an equilibrium stress state, the left and right ends of the topographic surface should be tapered to the same elevation (Figure 1). Tapering to a horizontal surface that extends beyond the area of interest (Figure 1) will minimize edge effects. The additional computational cost introduced by this tapering is not large, because longer elements can be used near the ends of the profile, and because observation points need only be chosen within the area of interest. The calculated stresses are very accurate at element midpoints and at observation points farther than an element length from element endpoints, but can be inaccurate at observation points within an element length of element endpoints. Two strategies that mitigate this effect are to center near-surface observation points beneath element midpoints and make
elements short enough that the zones of inaccuracy around element endpoints only extend a short distance below the land surface.

The BEM presented here uses a very different approach to calculate topographic stresses than previous analytical methods, so it is useful to confirm that the different approaches yield equivalent results for the same scenarios. We compared BEM solutions with analytical solutions (Savage, 1985; Savage and Swolfs, 1986) for an isolated valley with and without ambient tectonic stress (Figure 9 in Savage and Swolfs, 1986). In the analytical solutions, stresses were calculated at points evenly spaced in \( u \) and \( v \) in the coordinate mapping of Savage et al. (1985). In the BEM solutions, stresses were calculated at points defined with the meshing scheme described above. Parameter values are listed in Table 1. Figure 2 compares \( \sigma_{xx} \) in the analytical solutions (Figure 2a,b) with the BEM solutions (Figure 2c,d). The analytical and BEM solutions agree closely, consistent with the results of Martel and Muller (2000). The largest discrepancies occur at the land surface due to the reduced accuracy of the finite-difference approximation used to calculate tangential normal stress on the boundary elements (Crouch and Starfield, 1983, section 5.10), but these discrepancies are sufficiently small that they are not apparent in Figure 2. Unlike the analytical methods, the BEM can be used to calculate stresses beneath any topographic profile, a property we exploit in this study.

**Predicting fracture mode and orientation**

Given a calculated stress field, we seek to estimate the mode, orientation and abundance of any resulting fractures as a basis for comparison with observed fractures. Following Miller and Dunne (1996), we use experimentally determined criteria for opening-mode and shear failure of rock. In plane strain, two of the principal stresses are in the plane of the topographic cross-
section, and the third principal stress is the normal stress perpendicular to the cross-section, $\sigma_{zz}$.

In most of the scenarios considered here, the most compressive principal stress $\sigma_3$ and the least compressive principal stress $\sigma_1$ are in the plane of the cross-section, $\sigma_{zz}$ is the intermediate principal stress, and the three are related by $\sigma_{zz} = \nu(\sigma_1 + \sigma_3)$. However, there are two situations in which $\sigma_{zz}$ is not the intermediate principal stress. If $\sigma_{lc}/\sigma_{mc} < \nu/(1-\nu)$, where $\sigma_{lc}$ is the least compressive in-plane principal stress and $\sigma_{mc}$ is the most compressive in-plane principal stress, then $\sigma_{zz}$ is the least compressive principal stress. This can only occur where both $\sigma_{lc}$ and $\sigma_{mc}$ are compressive. If $\sigma_{mc}/\sigma_{lc} > \nu/(1-\nu)$, then $\sigma_{zz}$ is the most compressive principal stress. This can only occur where both $\sigma_{lc}$ and $\sigma_{mc}$ are tensile.

The well-known graphical representation of a two-dimensional stress state at a point is the Mohr circle (Figure 3). The simplest and most commonly applied shear failure criterion is the Coulomb criterion,

$$|\tau| = -\sigma \tan \phi + C,$$

which states that the shear stress, $\tau$, acting on a plane at the point of shear failure equals the sum of the cohesive strength of the material, $C$, and the frictional resisting stress, given by the term $-\sigma \tan \phi$, where $\phi$ is the internal friction angle of the material and $\sigma$ is the normal stress acting on the failure plane. The Coulomb criterion defines a pair of linear failure envelopes that are symmetric about the $\sigma$ axis on the Mohr diagram (Figure 3). If the Mohr circle touches this failure envelope, shear fractures can form on either of two conjugate planes with normal vectors oriented at angles $\theta = 45^\circ + \phi/2$ with respect to the most compressive principal stress direction,
such that the fractures themselves are oriented $90^\circ - \theta = 45^\circ - \phi/2$ away from $\sigma_3$. The Coulomb criterion can also be written in terms of the principal stresses (Jaeger et al., 2007),

$$-\sigma_3 = 2C \tan \theta - \sigma_1 \tan^2 \theta.$$  \hspace{1cm} (5)

If pre-existing planes of weakness occur with lower cohesion or a different friction angle than intact rock, sliding (slip) on these planes may also occur. The Mohr diagram of Figure 3, which illustrates the case of pre-existing fractures with no cohesion and a friction angle $\phi_s$, shows that sliding would occur on any planes with normal vectors oriented at angles between $\theta_1$ and $\theta_2$ with respect to the most compressive principal stress.

If the normal stress on potential shear failure planes is not compressive, shear fractures typically do not occur, and the Coulomb criterion is not a relevant description of the failure mode. Laboratory experiments with low confining pressures typically produce opening-mode fractures oriented perpendicular to the least compressive (most tensile) principal stress, $\sigma_1$ (Paterson and Wong, 2005). The transition between opening mode and shear failure is complex, and can include hybrid fractures with characteristics of both end-member types (Ramsey and Chester, 2004). Following Miller and Dunne (1996), we use a simple approximation for the transition suggested by Jaeger et al. (2007). The stress state corresponding to the value of $\sigma_3$ for which the normal stress on a potential shear failure plane ceases to be compressive can be visualized by drawing the Mohr circle that is tangent to the shear failure envelope where it crosses the $\tau$ axis (Figure 3). From trigonometry, and using Equation (5), this implies that

$$-\sigma_3 = C \tan \theta \quad \text{and} \quad \sigma_1 = C / \tan \theta \quad \text{(Jaeger et al., 2007).}$$

Thus, shear fracture is predicted if
\[-\sigma_3 \geq C \tan \theta \text{ and } C < C_{\text{min}}, \tag{6}\]

where \(C_{\text{min}}\) is obtained by solving for \(C\) in Equation (5),

\[C_{\text{min}} = \frac{-\sigma_3 + \sigma_1 \tan^2 \theta}{2 \tan \theta}, \tag{7}\]

and opening-mode fracture perpendicular to \(\sigma_1\) is predicted if

\[-\sigma_3 < C \tan \theta \text{ and } C < \sigma_1 \tan \theta. \tag{8}\]

Graphically, this is equivalent to truncating the Coulomb failure envelope at \(\sigma = C / \tan \theta\) and extending the failure envelope vertically to the \(\sigma\)-axis (Figure 3). Miller and Dunne (1996) also assume that opening-mode failure occurs in unconfined compression \((\sigma_1 = 0, \ \sigma_3 < 0)\) if \(\sigma_3\) exceeds the unconfined compressive strength of the rock, \(q_u\). To facilitate comparisons with their results, we also use this criterion. In most of the examples considered here, unconfined compression occurs only at the land surface, so this criterion predicts surface-parallel opening-mode fractures right at the surface.

Recognizing that rocks in natural settings are typically influenced by heterogeneities that are not described by these simple failure criteria, and that rock mechanical properties are seldom known precisely, we seek an additional proxy for the likelihood of shear failure. From Equation 6, the minimum cohesion needed to prevent the development of new shear fractures at a given location in the rock is \(C_{\text{min}}\), which is defined in Equation 7. \(C_{\text{min}}\) corresponds to the \(\tau\)-axis intercept of the failure envelope tangent to the Mohr circle that describes the state of stress. For a given friction angle \(\phi\), larger values of \(C_{\text{min}}\) indicate that shear fractures are more likely to form.
and that sliding on existing fractures is more likely to occur, whereas smaller values of $C_{\text{min}}$ indicate that shear fractures and sliding are less likely. An alternative measure proposed by Iverson and Reid (1992) is the failure potential, $\Phi$, defined as

$$\Phi = \left| \frac{\sigma_3 - \sigma_1}{\sigma_3 + \sigma_1} \right|.$$  \hspace{1cm} (9)

For a cohesionless material on the verge of shear failure (described by a Mohr circle tangent to a failure envelope that intercepts the origin of a plot such as Figure 3), $\Phi = \sin \phi$, and thus $\Phi$ describes the internal friction needed to prevent failure of a cohesionless material. $\Phi$ is a dimensionless, scale-independent measure of shear failure potential, whereas $C_{\text{min}}$ is dimensional and scale-dependent. In this paper, we are most interested in dimensional topographic scenarios in which rocks have nonzero cohesion. $C_{\text{min}}$ is therefore a more useful proxy for our purposes, and we use it in the examples below.

Tests confirm that the fracture patterns predicted by the BEM are consistent with previous analytical approaches. We compared fracture patterns for one of the scenarios investigated by Miller and Dunne (1996), who used the analytical stress solutions of Savage (1985) and Savage and Swolfs (1986). The scenario is a valley with no ambient horizontal compression at the far-field land surface and $k = 1.5$ in Equation 1a, denoting a rapid increase in horizontal compression with depth (Figures 4 and 7 of Miller and Dunne, 1996). Figure 4 shows that the two approaches predict essentially identical fracture patterns, which is expected given the close agreement of the stress fields (Fig. 2) and the use of the same fracture criteria.

*Sensitivity of stress and fracture patterns to model parameters and topography*
An example using a simple topographic surface illustrates how differences in model parameters and topography influence the calculated stress field and predicted fractures. We used the BEM to calculate stresses at and beneath a sinusoidal topographic profile with a wavelength of 500 m, an amplitude of 50 m, and a compressive horizontal tectonic stress of -6 MPa (Fig. 5). Values of other parameters are listed in Table 1. In this reference case, the horizontal compressive stress is concentrated beneath the valley floor and reduced beneath the ridgetops (Fig. 5a) (Savage and Swolfs, 1986). The differential stress (the difference between $\sigma_1$ and $\sigma_3$ in Fig. 5d) and the potential for shear failure, as measured by $C_{\text{min}}$ (Fig. 5e), are therefore much larger beneath the valley than beneath the ridges. For modest rock cohesion of 1 MPa and unconfined compressive strength $q_u = 3$ MPa, the zone of fracturing (opening mode at the surface, shear mode at depth) is restricted to a crescent-shaped zone beneath the valley (Fig. 5f).

We repeated these calculations for different model parameters and topographic profiles to examine the sensitivity of the results in Fig. 5 to ambient stress, rock properties, and topography. Figure 6 shows how calculated regions of rock failure respond to variations in ambient stress and rock properties. Ambient tectonic stress has a strong effect on the occurrence and mode of predicted fractures. In the presence of gravity but the absence of horizontal tectonic compression, the topography alone is insufficient to fracture rock with modest $C$ and $q_u$ (Fig. 6b). If the horizontal tectonic stress becomes tensile, shear fractures are predicted at depth, and a shallow zone of steeply dipping opening-mode fractures is predicted beneath the valley (Fig. 6c). For the reference case with a compressive horizontal tectonic stress of -6 MPa, increasing $C_{\text{min}}$ and $q_u$ restricts the opening-mode fractures to a progressively smaller section of the valley floor and the shear fractures to a progressively narrower and shallower zone beneath the valley floor (Fig. 6d-f). These trends can be understood by examining the magnitudes of the surface-parallel principal
stress (Fig. 5d) and $C_{\text{min}}$ (Fig. 5e), respectively. Finally, increasing the internal friction angle restricts shear failure to a shallower and horizontally narrower zone beneath the valley (Fig. 6g-i). This trend occurs because a larger friction angle, which corresponds to a steeper failure envelope (Fig. 3), allows rock to withstand a larger differential stress without fracturing.

Figure 7 shows how the predicted region of rock failure depends on the relief, shape and asymmetry of the topographic profile. Higher relief (for a fixed wavelength) deepens the zone of shear fractures on either side of the valley axis (Fig. 7a-c). Sharp ridges (Fig. 7f) have little effect on the valley-centered fracture patterns in the reference case examined here, but a sharp valley (Fig. 7d) reduces the depth of the shear fracture zone to zero at the valley axis and deepens it elsewhere, creating two lobate zones on either side of the valley. Asymmetry of hillslope relief (Fig. 7g) or hillslope length (Fig. 7i) makes the predicted regions of rock failure asymmetric.

These calculations for synthetic topography illustrate three general trends. First, tectonic compression favors shear fracture in the subsurface based on laboratory fracture criteria. Although Miller and Dunne (1996) emphasized the potential for opening-mode fracture beneath ridges and valleys, this result was partly a consequence of the absence of a constant horizontal compression term in their ambient stress field ($\sigma_{xx}^t = 0$ in Equation 1a). For topographic scenarios like those in Figures 5-7, we find that modest regional compression ($\sigma_{xx}^t < 0$) inhibits the formation of tensile fractures in the subsurface. (This result is limited to “modest” compression because large surface-parallel compressive stresses can cause surface-parallel tensile fractures to form beneath ridges (Martel, 2006, 2011).) Second, in a compressive tectonic regime ($\sigma_{xx}^t < 0$), the greatest susceptibility to shear fracture occurs in a zone beneath the valley floor, which extends deeper for larger tectonic compression, lower rock cohesion, or a smaller
rock friction angle (Fig. 6). Third, the shape of this zone of shear fracture is most sensitive to the sharpness of the “V” formed by the valley side slopes (Fig. 7d), and less sensitive to the ridgeline shape, valley relief, and valley asymmetry. In the next section, we use these observations to guide our analysis of a field site with a more irregular topographic profile.

Application to the Shale Hills, Pennsylvania, USA

The ability to calculate stresses beneath an irregular topographic profile permits direct comparisons of modeled stresses with observed rock damage at real field sites with irregular topography. An exhaustive comparison is beyond the scope of this study; instead, we offer a comparison that demonstrates the potential for future investigations. We sought a site with uniform rock type in a region where the tectonic stress field is reasonably well constrained; with a valley extending roughly perpendicular to the maximum horizontal stress, such that a plane strain approximation can reasonably be applied along a valley cross-section; where a high-resolution topographic survey has been performed, and where bedrock fractures have been imaged at depths comparable to the topographic relief. Few sites satisfy all these criteria and offer extensive opportunities to observe subsurface rock damage. However, an established study site in Pennsylvania, USA, has all of these characteristics and is suitable for a preliminary investigation.

Site description

The Susquehanna Shale Hills Critical Zone Observatory (hereafter referred to as the Shale Hills or SSHO) is a 0.08 km² catchment located in the Shaver’s Creek drainage basin in the uplands of
the Valley and Ridge physiographic province of central Pennsylvania, USA (Figure 8). The
forested, soil-mantled valley has an average local relief (valley floor to ridgetop) of 20 m, side
slopes with gradients of 25-35%, and a stream with an average channel gradient of 4.5% that
flows west-southwest in its headwaters and northwest near the basin outlet. The catchment is
eroded into the Silurian Rose Hill Formation of the Clinton Group, which consists of shale with
minor interbedded limestones of variable thickness (Jin et al., 2010). Although the area is
currently tectonically inactive, the bedrock has experienced a long history of deformation
associated with the ancient orogenic events that formed the Valley and Ridge. Outcrops of shale
beds on the valley floor have an average strike of S54°W and an average dip of N76°W (Jin et al,
2010), but much shallower bedding dips of approximately 30° are observed in borehole image
logs (Kuntz et al., 2011).

The SSHO site meets several key criteria listed above. Aside from local structural
differences, the shale bedrock is relatively uniform. Near the outlet of the valley, where the
stream flows northwest, the valley axis is roughly perpendicular the maximum regional
horizontal stress, as described below. The site’s topography has been surveyed with high-
resolution airborne laser altimetry through the State of Pennsylvania’s PAMAP program and by
the National Center for Airborne Laser Mapping (NCALM). Finally, optical image logs from a
set of boreholes located at the downstream end of the valley permit detailed observations of
fractures (Kuntz et al., 2011).

Regional tectonic stress

We used measurements compiled in the World Stress Map database (Heidbach et al.,
2008) to estimate the orientation and magnitude of the ambient horizontal tectonic stress, $\sigma_{xx}^t$. A
compilation of earthquake focal mechanisms, borehole breakouts, overcoring measurements, hydrofracture events, and geologic features indicates that the horizontal stresses in the region are compressive and that the most compressive horizontal stress is oriented roughly northeast-southwest (Fig. 9). Most of the observations in the database only include a direction, but a small number include a horizontal stress magnitude and the depth at which it was measured. These observations are marked in Figure 9 and listed in Table 2.

To convert the horizontal stress estimates at depth, $\sigma_h$, to horizontal surface stress, $\sigma^0_h$, we assumed that the depth variation in stress magnitude is entirely due to overburden, such that

$$\sigma_h = \sigma^0_h + \rho gd \frac{\nu}{1-\nu}, \quad (10)$$

where $d$ is depth beneath the surface and $\nu$ is Poisson’s ratio. We solved Equation 10 for $\sigma^0_h$ and used $\rho = 2650 \text{ kg/m}^3$. Table 2 lists the resulting estimates of maximum and minimum horizontal stress for $\nu = 1/4$ and $\nu = 1/3$. Maximum and minimum horizontal surface stresses are both compressive for all sites in Table 2, with the maximum compressive stress typically about twice the magnitude of the minimum stress. The means and standard deviations for $\nu = 1/3$ are $\sigma^0_{h,\text{max}} = -10.8 \pm 1.9 \text{ MPa}$ and $\sigma^0_{h,\text{min}} = -5.0 \pm 2.1 \text{ MPa}$, and the estimates for $\nu = 1/4$ are slightly larger.

In subsequent calculations for the SSHO, we use a conservative estimate of $\sigma^0_{xx} = -10 \text{ MPa}$, with the $x$ direction in the model approximately aligned with the direction of the most compressive horizontal stress.

Modeled stress and fracture patterns
We used the PAMAP laser altimetry data to extract a topographic profile along a 1.5 km transect oriented 45° east of north, which is perpendicular to the valley axis at the location of the boreholes (Figure 8) and nearly parallel to the orientation of the most compressive regional horizontal stress (Table 2, Figure 9). The transect passes through one of the boreholes, CZMW 1 (Kuntz et al., 2011), and within 10 meters of the other three boreholes. Because the boreholes are located near the basin outlet, the extracted profile has somewhat lower relief than the middle part of the valley. The three-dimensional shape of the valley (curved valley axis, longitudinal slope, downstream variations in relief) undoubtedly produces some three-dimensional stress variations, but given the elongated valley shape and relatively gentle longitudinal profile, we assume that the three-dimensional effects are small relative to the topographic stresses generated by the valley cross-sectional shape and that a two-dimensional treatment of the state of stress is a reasonable approximation. We subtracted the mean elevation from the profile and tapered the ends of the profile to an elevation of zero with a Tukey (tapered cosine) window. This tapering of the endpoints to a common elevation, which is performed to ensure a stress equilibrium in the model calculation, only affects the topography far from the Shale Hills catchment (Fig. 8).

The topographic profile was resampled by linear interpolation to a horizontal point spacing of $\Delta x = 3.5$ m, and the resampled points were used as the endpoints of the boundary elements. We then defined a mesh of subsurface observation points with $x$ locations centered beneath element midpoints and spanning 150 m on either side of the valley axis. A uniform number of $y$ locations are chosen beneath each element midpoint, with the $y$ locations below a particular element midpoint being spaced at equal intervals from one element length below the surface to a depth of 100 m below the ends of the tapered profile. The depth intervals of the observation points therefore vary along the profile, as shown schematically in Figure 1.
We used the boundary element model to calculate stresses beneath the SSHO topographic profile in the presence of a -10 MPa ambient horizontal tectonic stress, using typical parameters for shales in the region (Table 1; Goodman, 1989). Figure 10 shows horizontal and vertical normal stresses, vertical shear stresses, principal stress orientations and magnitudes, the shear fracture proxy $C_{\text{min}}$, and predicted fracture modes and orientations. Horizontal normal stresses ($\sigma_{xx}$) are compressive throughout the landscape, but are least compressive under the ridgetops and most compressive under the valley floor (Fig. 10a). Vertical normal stresses ($\sigma_{yy}$) follow a similar pattern (Fig. 10b). The most compressive stress trajectories are horizontal or nearly so, forming a pattern that resembles a subdued version of the topographic surface (Fig. 10d). The topographic effect on the shear fracture proxy, $C_{\text{min}}$, is pronounced (Fig. 10e). The location most susceptible to shear fracturing is a shallow zone extending approximately 10 m beneath the valley floor, where rocks with a cohesion less than about 5 MPa are expected to fail. $C_{\text{min}}$ declines rapidly with depth beneath this shallow zone. Beneath the ridges, $C_{\text{min}}$ increases slightly with depth down to a depth of a few tens of meters, and then declines gradually at greater depths. Rock with cohesion less than about 2 MPa is expected to fracture in shear at all subsurface locations shown in the figure (Fig. 10f). The only location where opening mode fractures are predicted by the criteria of Miller and Dunne (1996) is at the land surface, where the rocks are unconfined and subject to surface-parallel compression (Fig. 10d,f).

We examined the sensitivity of these stress and predicted fracture patterns to the ambient tectonic stress and rock mechanical parameters by repeating the calculation in Figure 10 for different values of $\sigma_{xx}$, $k$, and $\phi$. Figure 11 shows the effects on $C_{\text{min}}$ and fracture patterns when each of these parameters deviates from the value used in Figure 10. Variations in ambient
tectonic stress have a strong effect: halving $\sigma_{xx}'$ from -10 MPa (Figure 11c) to -5 MPa (Figure 11b) reduces $C_{\text{min}}$ and causes predicted shear fractures to be confined to a zone that is shallower beneath the valley than beneath the ridges. In the absence of tectonic stress, the topography alone is not enough to cause shear fractures in two areas (white areas in Fig. 11a): (1) a zone that begins about 10 meters below the valley floor and broadens at greater depths, and (2) a zone beneath the higher ridge on the northeast side of the valley. Even outside these zones, rock cohesion exceeding about 1 MPa will prevent fractures from forming (Fig. 11a). Variations in $k$ have a weak effect, with smaller values generating a somewhat steeper decline in $C_{\text{min}}$ beneath the valley floor (Fig. 11d-f). As the internal friction angle increases, predicted shear fractures take on shallower dips and the magnitude of $C_{\text{min}}$ declines, indicating a lower potential for shear fracture, but the relative spatial pattern of $C_{\text{min}}$ is largely unchanged (Fig. 11g-i). These sensitivity tests show that the most robust features of the modeled stress and fracture patterns are the relative differences in the potential for shear fracturing (as expressed by $C_{\text{min}}$) beneath ridges and valleys and the trends in $C_{\text{min}}$ with increasing depth. We therefore focus our observational comparisons on these features.

**Borehole fracture mapping**

To produce an observational dataset for comparison with the stress and fracture calculations, we mapped fractures in optical images of the four boreholes in the valley bottom. Image logs of the borehole walls, such as the example in Figure 12, were acquired with an Optical Borehole Imaging (OBI) televiewer manufactured by Mount Sopris Instruments. The OBI produces a vertically continuous, 360° image of the borehole wall using a charge-coupled device (CCD) camera and uses a 3-axis magnetometer and two accelerometers to measure the
compass orientation of the image and deviation of the borehole from vertical. Resolution of the images was approximately 0.5 mm vertically and 0.33 mm azimuthally, though image noise typically created a coarser effective resolution. The image logs were processed, oriented to magnetic north and analyzed with WellCAD, a PC-based software package. No deviation corrections were made, as the wells are vertical. The wells are cased with polyvinyl chloride (PVC) pipes from the ground surface to a depth of 3 meters, so fractures could not be mapped in this shallow zone. No casing exists below that depth, obviating the need for casing-effect corrections of the images.

The main structures visible in the borehole image logs are natural fractures and bedding planes. Neither drilling-induced fractures nor borehole breakouts are apparent in the images. Planar features that intersect a cylindrical borehole wall have sinusoidal traces on the flattened image logs (Fig. 12). The phase angle of a sinusoidal trace relative to a reference mark yields the strike of the plane, and the trace amplitude yields the dip (Serra, 1989; Luthi, 2001). In the SSHO boreholes, bedding planes have consistent attitudes at a given depth and parallel planar changes in rock color, whereas fractures commonly crosscut bedding planes (Fig. 12). We used rock color and cross-cutting relationships to classify each planar feature as a bedding plane or a fracture (Fig. 13). We generally could not identify offsets along fractures. Each feature was traced eight times (by mapping all features, recording the sinusoidal traces, deleting the traces, and starting again), and the strike and dip of a feature were recorded as the arithmetic averages of the eight strike directions and dip angles. Strike and dip orientations were corrected for magnetic declination to yield orientations relative to geographic north.
Stereonet plots of the poles to fracture and bedding planes (Fig. 14) show generally consistent orientations in all four boreholes, as expected for boreholes within about 12 meters of one another. Fractures generally dip steeply to the NNW or SSE, except for a few fractures that dip steeply E or W (Fig. 14a), whereas bedding is either approximately horizontal or dips gently to the NNW. The gentle bedding dips contrast with the report of Jin et al. (2010) but agree with our observations of outcrops as well as those of Kuntz et al. (2011).

**Comparison of fractures with modeled topographic stresses**

**Fracture orientation**

The observation that most fractures in the boreholes dip steeply to the NNW or SSE (Fig. 14a) suggests that they may be conjugate sets of shear fractures. However, these fractures are approximately orthogonal to the expected NE or SW dip directions of shear fractures triggered by stresses along the cross-valley SSHO transect (Fig. 8). One possible explanation for this difference in orientation is that the observed fractures were caused by topographic stresses, but the three-dimensional effects of the topography near the outlet of the SSHO valley caused the stress field to deviate from the plane strain conditions assumed in our model calculation. Another possible explanation is that the fractures are older features that may (or may not) have experienced renewed sliding under the influence of recent topographic and tectonic stress. The fact that both fractures (Fig. 14a) and dipping bedding planes (Fig. 14b) strike in approximately the same direction as regional Valley and Ridge structural features (Fig. 8) supports the latter explanation.

Either scenario makes it difficult to test the topographic fracture hypothesis by comparing observed fracture orientations with a two-dimensional stress model. But in both scenarios, the
presence of the SSHO valley should still perturb the stress field and alter the potential for rock damage beneath ridges and valleys. We therefore turn to a more general measure of spatial variations in rock damage that may have been influenced by topography: trends in fracture abundance with depth beneath the surface.

Fracture abundance

We seek a measure of the intensity of fracturing that is also relevant to near-surface hydrologic and geomorphic processes. One simple proxy is the number of fractures per unit distance along a linear path through the rock, which we refer to as the linear fracture abundance. Fractures that intersect a linear path and are highly inclined with respect to that path appear to be spaced farther apart than fractures that are more nearly perpendicular to the path (Terzaghi, 1965; Martel, 1999). Steeply dipping fractures are therefore likely to be under-represented in our vertical boreholes. We accounted for this bias by calculating a weighted linear fracture abundance. We divided each borehole into five equal depth intervals and binned the fractures according to the depth at which the fracture plane intersects the borehole axis. Each fracture was assigned a weight equal to $1/\cos \psi$, where $\psi$ is the fracture’s dip angle (Terzaghi, 1965; Martel, 1999). The weighted linear fracture abundance is the sum of the weights in each bin divided by the vertical length of the bin. Linear fracture abundance declines steeply with depth in all four SSHO boreholes, ranging from approximately 30 fractures per meter at a depth of 3 meters (the bottom of the borehole casing) to fewer than 2 fractures per meter at a depth of 15 meters (Figure 15c).

These observed trends in fracture abundance can be compared with $C_{\text{min}}$, the shear fracture proxy (Fig. 10e). The specific quantity to be compared with fracture abundance depends
on how fractures accumulate as rock is exhumed toward the land surface. If fractures only form close to the surface, or if fractures heal rapidly (through recrystallization or secondary mineral deposition, for example) relative to the rate of exhumation, the abundance of active fractures at a given location in the subsurface should be most influenced by the present-day stress state, and the most appropriate quantity to compare would be the local value of $C_{\text{min}}$. If fractures form over a range of depths and times and never heal, then the abundance of active fractures at a given location in the subsurface will reflect the cumulative effects of the different stress states the rock experienced on its way to its present location. In this case, a more appropriate proxy to compare would be the integrated $C_{\text{min}}$ between the depth at which the rock began to accumulate fractures and its present depth. (This assumes that the topography and tectonic stress have not changed as the rock was exhumed, an idea we return to in the Discussion.) We calculate the vertically integrated value of $C_{\text{min}}$ at a depth $z$ as

$$\int_{z_0}^{z} C_{\text{min}}(z') dz', \quad (11)$$

where $z_0$ is the depth at which the rock begins to accumulate fractures, here taken to be the depth at which $C_{\text{min}} = 1$ MPa (approximately 200 m for the scenario in Fig. 10e). The actual history of fracture accumulation may lie between these two end-member cases.

Figure 15 compares the observed depth profiles of fracture abundance beneath the valley bottom (Figure 15c) with the present-day depth profile of $C_{\text{min}}$ (Figure 15a) and the vertically integrated $C_{\text{min}}$ (Figure 15b). For comparison, we also plot in Figures 15a and 15b the predicted trends beneath the highest ridgetop, where the vertical trends in $C_{\text{min}}$ differ most from those beneath the valley floor (Figure 11e). $C_{\text{min}}$ declines rapidly with depth in the uppermost 15 m
beneath the valley floor, then declines more gradually at greater depths (Figure 15a). This differs from the vertically integrated $C_{\text{min}}$ values, which decay more gradually relative to their surface values over the entire depth range shown in Figure 15b. Under the ridgetop, $C_{\text{min}}$ increases with depth for the shallow depths shown in Figure 15a (the opposite of the modeled trend beneath the valley), whereas the vertically integrated $C_{\text{min}}$ declines gradually with depth, similar to the trend under the valley floor but with a larger magnitude (Figure 15b). The parameters $\phi$, $k$ and $\sigma_{xx}$ scale the magnitude of $C_{\text{min}}$, but do not have a strong effect on the shapes of these trends (Figure 11). The observed decline in fracture abundance with depth in Figure 15c resembles the rapid decline in $C_{\text{min}}$ more than the gradual decline in vertically integrated $C_{\text{min}}$. This suggests that, if the fractures were indeed influenced by topography, the present-day stress field may exert a stronger control on fracture patterns than the stresses experienced by the rocks earlier in their exhumation history. More generally, the similar trends in fracture abundance and $C_{\text{min}}$ are consistent with the hypothesis that topographic stresses have influenced bedrock fracture patterns at the SSHO site.

Given the distinct trends in $C_{\text{min}}$ beneath ridges and valleys (Fig. 15a), a comparison of fracture abundance in boreholes located on ridgetops with those in the valley wells would provide an additional test of the topographic fracture hypothesis. A few ridgetop boreholes exist at the SSHO, but small borehole diameters and fully cased holes prevented us from collecting image logs.

Discussion

Testing the topographic fracture hypothesis
The decline in fracture abundance beneath the valley floor at the SSHO site is consistent with the hypothesis that topographic stresses have shaped the distribution of bedrock fractures. However, this trend could have a different origin. With our current dataset, for example, we cannot rule out the possibility that pre-existing fractures are reactivated more frequently near the surface due to the reduced overburden, and that the similar depth trends of fracture abundance and $C_{\text{min}}$ are only coincidental.

Additional observations would provide a more definitive test of the topographic fracture hypothesis. At the SSHO site, fracture mapping in boreholes located on ridgetops (or other locations along the valley cross-section) would reveal whether the trend of fracture abundance with depth differs beneath ridges and valleys, as predicted by the topographic stress model, or whether the trend is similar throughout the landscape. More broadly, comparisons of modeled stresses and observed fractures at sites with different characteristics than SSHO could provide a test under simpler conditions. Sites with crystalline bedrock containing fewer pre-existing fractures should make topographically influenced fractures stand out more prominently. Higher topographic relief would strengthen the topographic perturbation to the stress field, which should also make any topographic effects on fracture patterns more apparent. Sites with similar lithologic and topographic characteristics but different ambient tectonic stress fields should have different topographically driven fracture patterns, especially if the horizontal tectonic stresses have opposite signs.

*Rock damage and exhumation*

If the decline in fracture abundance with depth is a consequence of topographic effects, then its apparent association with the present-day stress field (Figure 15a) rather than integrated
effects of stresses over depth (Figure 15b) merits some discussion. This observation would seem to suggest that fracture patterns beneath the SSHO valley are surprisingly insensitive to the stress history experienced by a parcel of rock during its exhumation. We see at least two possible explanations. First, rock cohesion may be sufficiently large that the rock only becomes susceptible to topographically influenced fracture when it is very near the surface, within the shallow zone where \( C_{\text{min}} \) is largest (Figure 10e). In this scenario, the decline in fracture abundance with depth beneath the valley floor would be a signature of the transition from a shallow zone in which fractures have formed or reactivated, to a deeper zone in which they have not. The second possibility is that fractures formed at depth heal as the rock is exhumed, such that the distribution of active fractures near the surface mainly reflects the local stress field. At sites with relatively slow erosion, such as the Appalachians, fractures might have had enough time to heal as they neared the surface. At typical regional erosion rates of a few tens of meters per million years (Portenga and Bierman, 2011), for example, exhumation through a depth comparable to the SSHO topographic relief would take nearly one million years.

*Stress modeling framework: advantages, limitations, and potential improvements*

The analysis presented here demonstrates the potential for comparing stress models with mapped fractures to test for topographic effects on rock damage. The boundary element model calculations of stresses beneath synthetic and natural topography illustrate the advantages of a flexible numerical approach, especially the ability to model the effects of irregular topography and multiple adjacent landforms, and the ability to calculate subsurface stresses only in the area of interest. In addition to modeling the effects of gravity and topography on stresses, the
boundary element method can account for the effects of slip on faults (Gomberg and Ellis, 1994; Muller and Martel, 2000; Martel and Langley, 2006; Mitchell, 2000).

Applying the boundary element model to a field site also reveals some limitations that could be removed through improvements to the modeling approach. A two-dimensional stress model may provide a good approximation of the stress field in certain parts of some landscapes, but a three-dimensional model would offer a more flexible and accurate tool for calculating stresses beneath arbitrary topography. All landscapes are really three-dimensional, and even landforms that are nearly two-dimensional may be oriented oblique to regional tectonic stress directions. The displacement discontinuity method of Crouch and Starfield (1983) has been extended to three dimensions (Thomas, 1993; Gomberg and Ellis, 1994), and could be used to calculate topographic stresses with an approach similar to the one presented here. The model employed here considers only elastic stresses. This is reasonable for landforms with relatively low relief, but in other scenarios, such as mountain-scale topography, the effects of plastic deformation on stress relaxation in rock may also be important (Leith et al., 2013a,b).

Topographic stress and landscape evolution

Fractures are well known to enhance rock erodibility (Molnar et al., 2007), and studies have documented the influence of fractures on the effectiveness of specific erosional processes. Whipple et al. (2000) show with a series of field examples that fractures accelerate bedrock river incision by promoting plucking of large blocks of material, whereas relatively unfractured rock appears to erode more gradually through abrasion. Dühnforth et al. (2010) showed that glaciers in the Sierra Nevada eroded through more granite during the most recent glacial advance at locations with highly fractured rock than at locations with less fractured rock. Moore et al.
(2009) found that the retreat rate of bedrock walls above talus slopes increases exponentially as a composite measure of rock mass strength declines, with joint orientation relative to the rock face exerting the strongest control on retreat rate. These are only a few examples among many. The influence of fractures on rock erodibility prompted Miller and Dunne (1996) and Molnar (2004) to propose hypothetical feedbacks between bedrock fracturing and topography, in which topographic stresses influence the development of bedrock fractures, which in turn alter the evolution of topography by creating spatially variable erodibility. Noting the tendency of valleys to concentrate stresses, they emphasized the possibility of a positive feedback between topographic stresses and valley incision. Leith et al. (2013a) present evidence of such a feedback in the form of a deep alpine valley that appears to have developed a pronounced inner gorge as a result of glacial erosion accelerated by topographic stresses. The correlation of topographic stresses and bedrock fracture patterns at the SSHO supports the idea that such feedbacks could occur even in landscapes with relatively low relief.

The stress modeling approach presented here could also provide a flexible framework for modeling co-evolution of topography and stresses. The boundary element model could be combined with an erosional model of landscape evolution to iteratively describe how time-varying stresses and erodibility alter the trajectory of topographic change. A challenging aspect of this problem is that if topography or tectonic stresses change as rock is exhumed, it is necessary to account for the changing stress field by tracking the position and state of damage of a parcel of rock through time as it is advected toward the surface. If fractures heal slowly relative to the rate of exhumation, the population of fractures that reaches the surface will partly reflect the stress effects of prior topographic surfaces. In this scenario, topography, stresses, and fracture patterns could still co-evolve, but the feedbacks could be somewhat damped.
Evaluating possible feedbacks between topographic stresses and landscape evolution will require solutions to other fundamental problems related to bedrock erosion. One challenge is quantifying how rock damage affects erodibility. As rock damage increases, the rock probably erodes more easily (Molnar et al., 2007), but the functional relationship between fracture characteristics and the rate of bedrock erosion is not as clear. A few studies have begun to measure these functional relationships for specific erosion processes in the field (Moore et al., 2009), and valuable clues come from engineering applications such as drilling and dredging (Molnar et al., 2007, and references therein). Molnar et al. (2007) also note a distinction between fractures reducing rock strength and fractures transforming rocks into discrete particles small enough to be transported away by, both of which influence erodibility.

A second challenge is understanding how the rock beneath an eroding landscape accumulates damage, and whether that damage can heal. We have focused on macroscopic brittle fracture, which is undoubtedly an important type of damage, but others could be significant as well. Citing laboratory experiments that document static fatigue accumulation – time-dependent crack growth in rock samples subject to differential stresses below the macroscopic fracture threshold – Molnar (2004) suggests that modulation of static fatigue by topographic stresses could dominate bedrock damage in eroding landscapes. The lack of a straightforward measure of rock damage or a rate law for damage accumulation (and possibly annealing) underscores the need for a better understanding of the mechanisms that generate damage as well as field measurements that characterize the spatial distribution of damage.

The effects of topographic stress and rock fractures on landscape evolution may extend beyond bedrock erodibility. Spatial trends in fracture abundance and orientation may create
characteristic patterns of permeability, and therefore infiltration and shallow groundwater flow may vary systematically across drainage basins. Reduction of rock strength and enhancement of rock surface area and groundwater flow by fractures should also influence rates of chemical weathering and soil production. As more observations of the subsurface become available, comparisons with modeled stresses will reveal the extent to which topographic stresses shape the deep critical zone.

Summary and Conclusions

We used a two-dimensional boundary element method to calculate elastic stresses beneath an arbitrary topographic profile due to the combined effects of gravity and tectonics. Calculated stresses and macroscopic fracture patterns for a range of hypothetical profiles across ridges and valleys reveal how the modes and spatial extents of predicted fractures depend on both the ambient tectonic stress and the shape of the topography. In the presence of large regional horizontal compression, the expected fracture mode in the subsurface is typically shear based on a Mohr-Coulomb criterion, with the greatest potential for shear fracture in a shallow zone beneath the valley floor and adjacent slopes. The minimum cohesion needed to prevent shear failure, $C_{\text{min}}$, serves as a proxy for the susceptibility of the rock to the formation or reactivation of shear fractures. We used the boundary element method and estimates of regional tectonic stresses to calculate stresses beneath a topographic cross section through the Susquehanna Shale Hills Critical Zone Observatory, an experimental watershed in Pennsylvania, USA. The model predicts a steep decline in $C_{\text{min}}$ with increasing depth beneath the valley floor, which compares well with a measured decline in the abundance of fractures mapped from optical
image logs of four boreholes in the valley. The similarity of these trends is consistent with the hypothesis that topographic stresses influence the formation or reactivation of fractures, and it suggests that feedbacks between topographic stress, rock fracture, and landscape evolution may occur. Future observations of fractures in different topographic settings or in sites with different topographic, lithologic or tectonic characteristics would provide a more complete test of the topographic fracture hypothesis, and could rule out or support alternative explanations for the measured trend in fracture abundance. In sites where topographic stresses influence rock fracture, the model presented here provides a framework for studying the effects of topography on subsurface hydrology and rock weathering, as well as possible feedbacks between rock fracture and landform evolution.
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Table 1. Parameters used in model calculations*.

<table>
<thead>
<tr>
<th>Figure</th>
<th>$k$</th>
<th>$E$ (GPa)</th>
<th>$\sigma_{xx}^t$ (MPa)</th>
<th>$C$ (MPa)</th>
<th>$q_u$ (MPa)</th>
<th>$\phi$</th>
<th>$\Delta x^\dagger$ (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2†</td>
<td>0.5</td>
<td>1</td>
<td>-b to 0</td>
<td></td>
<td></td>
<td>30°</td>
<td>0.05</td>
</tr>
<tr>
<td>4‡</td>
<td>1.5</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>30°</td>
<td>0.05</td>
</tr>
<tr>
<td>5‡</td>
<td>0.5</td>
<td>50</td>
<td>-6 to +2</td>
<td>0 to 2</td>
<td>0 to 6</td>
<td>15° to 45°</td>
<td>5</td>
</tr>
<tr>
<td>6‡</td>
<td>0.5</td>
<td>50</td>
<td>-6</td>
<td>1</td>
<td>3</td>
<td>30°</td>
<td>10</td>
</tr>
<tr>
<td>7‡</td>
<td>0.5</td>
<td>50</td>
<td>-6</td>
<td>1</td>
<td>3</td>
<td>30°</td>
<td>10</td>
</tr>
<tr>
<td>10‡</td>
<td>0.5</td>
<td>30</td>
<td>-10</td>
<td>1</td>
<td>3</td>
<td>20°</td>
<td>3.5/1.15</td>
</tr>
<tr>
<td>11</td>
<td>0.25 to 0.67</td>
<td>30</td>
<td>-10 to 0</td>
<td>1</td>
<td>3</td>
<td>10° to 30°</td>
<td>3.5</td>
</tr>
<tr>
<td>15</td>
<td>0.5</td>
<td>30</td>
<td>-10</td>
<td>1</td>
<td>3</td>
<td>20°</td>
<td>1.75</td>
</tr>
</tbody>
</table>

*Dimensionless calculations (Figures 2 and 4) used $\rho g = 1$. Dimensional calculations (Figures 5 through 15) used $\rho = 2650$ kg/m$^3$, $g = 9.81$ m/s$^2$. All calculations used $\sigma_{yy} = 0$.

†Average horizontal spacing of element endpoints, which is shorter than but approximately equal to the average element length.

‡Units do not apply to dimensionless calculations in Figures 2 and 4.
Table 2. Regional stress estimates. All stresses in MPa.

<table>
<thead>
<tr>
<th>WSM ISO*</th>
<th>Lat, Lon</th>
<th>Azimuth</th>
<th>Depth (m)</th>
<th>$\sigma_{h,\text{max}}$</th>
<th>$\sigma_{h,\text{min}}$</th>
<th>$\sigma_{h,\text{max}}^0$</th>
<th>$\sigma_{h,\text{min}}^0$</th>
<th>$\sigma_{h,\text{max}}^0$</th>
<th>$\sigma_{h,\text{min}}^0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAN336^oc,1</td>
<td>43.10°, -79.20°</td>
<td>66°</td>
<td>18</td>
<td>-11.6</td>
<td>-8.3</td>
<td>-11.4</td>
<td>-8.1</td>
<td>-11.4</td>
<td>-8.0</td>
</tr>
<tr>
<td>CAN337^oc,2</td>
<td>43.90°, -78.80°</td>
<td>68°</td>
<td>21</td>
<td>-11.3</td>
<td>-6.6</td>
<td>-11.1</td>
<td>-6.4</td>
<td>-11.0</td>
<td>-6.4</td>
</tr>
<tr>
<td>USA926^hf,3,4</td>
<td>42.08°, -78.00°</td>
<td>77°</td>
<td>510</td>
<td>-16</td>
<td>-10.1</td>
<td>-11.6</td>
<td>-5.7</td>
<td>-9.4</td>
<td>-3.5</td>
</tr>
<tr>
<td>USA58^hf,3,4,5</td>
<td>39.50°, -82.50°</td>
<td>64°</td>
<td>808</td>
<td>-24</td>
<td>-14</td>
<td>-17.0</td>
<td>-7.0</td>
<td>-13.5</td>
<td>-3.5</td>
</tr>
<tr>
<td>USA939^hf,4,6</td>
<td>40.64°, -83.92°</td>
<td>70°</td>
<td>110</td>
<td>-10.1</td>
<td>-5.1</td>
<td>-9.1</td>
<td>-4.1</td>
<td>-8.7</td>
<td>-3.7</td>
</tr>
</tbody>
</table>

Mean: -12.1, -6.3, -10.8, -5.0
s.d.: 2.9, 1.5, 1.9, 2.1


Fig. 1. Schematic diagram illustrating the coordinate system and setup of the boundary element model. The gray region above the land surface represents the overburden that is mathematically removed from the underlying rock to generate the topographic surface. The small gap between the gray region and the land surface represents the traction-free “crack” described by the displacement discontinuity method. Black circles represent element endpoints, white circles represent element midpoints, and gray circles represent observation points where stresses are calculated at depth. Squares with arrows show the orientations of stresses defined in the text. Hatched left and right boundaries represent lateral confinement.
Fig. 2. Comparison of horizontal stress in boundary element model solutions (c,d) with analytical solutions of Savage and Swolfs (1986) (a,b) for the scenarios shown in their Fig. 9. The symmetric valley topography (only half of which is shown) is defined by the conformal coordinate mapping of Savage et al. (1985) with $a = 3$ and $b = -1$. The scenario in (a) and (c) has an ambient horizontal surface stress of $\sigma_{xx}^{a,0} = 0$, and the scenario in (b) and (d) has a compressive ambient horizontal surface stress of $\sigma_{xx}^{a,0} = -\rho gb$. Coordinates and stresses are normalized as indicated. Contours are stresses in the same units as the color scale. Other parameter values are listed in Table 1.
Fig. 3. Mohr diagram for a specific stress state defined by the most compressive ($\sigma_3$) and least compressive ($\sigma_1$) principal stresses. Compression is negative. The value of the mean stress, $\sigma_{\text{mean}}$, is indicated. Quantities related to the formation of new fractures are black, and quantities related to sliding on existing fractures are gray. Dotted lines represent the extension of the shear failure envelope to the $\sigma$ axis. Dash-dot Mohr circle represents the state of stress at which the failure criterion prescribes a transition from shear fracture to tensile fracture.
Fig. 4. Comparison of principal stresses and fracture patterns in boundary element model solutions (e-h) with analytical solutions of Miller and Dunne (1996) (a-d) for the “high regional compression” scenarios shown in their Figs. 4 and 7. Despite the description, this scenario has an ambient horizontal surface stress of $\sigma_{x} = 0$. The symmetric valley topography (only half of which is shown) is defined by the conformal coordinate mapping of Savage et al. (1985) with $a = 2.5$ and $b = -1$. Other parameter values are listed in Table 1. Coordinates and stresses are normalized as indicated. Contours in (a), (b), (e) and (f) are stresses in the same units as the color scale. Orientations and lengths of line segments in (c) and (g) show orientations and magnitudes of principal stresses, with red segments indicating compression. In (d) and (h), blue line segments indicate potential opening-mode fractures and red line segments indicate potential shear fractures. Locations of stress and fracture symbols differ between the analytical and numerical solutions because symbols in (c,d) follow the conformal coordinate mapping whereas symbols in (g,h) are located at gridded BEM observation points.
Fig. 5. Boundary element model solution for stresses (a-d), the minimum cohesion to prevent shear fracture, $C_{\text{min}}$ (e), and fracture modes and orientations (f) beneath a sinusoidal topographic profile subjected to a compressive ambient horizontal stress of -6 MPa. See Table 1 for other parameters. The entire topographic profile used in the calculation extends several wavelengths beyond the portion shown, and tapers to a level surface at the ends. Color scale in (a) applies to (a), (b), and (c). Orientations and lengths of line segments in (d) show orientations and magnitudes of principal stresses, with red segments indicating compression. In (f), blue line segments indicate potential opening-mode fractures and red line segments indicate potential shear fractures.
Fig. 6. Boundary element model solutions showing the sensitivity of the predicted rock fracture regions to variations in ambient horizontal tectonic stress (a-c), rock strength (d-f), and rock friction angle (g-i). Panels (a), (e), and (h) use the same parameters as Fig. 5. Parameters for other panels are the same as in Fig. 5 except where indicated, and except $\Delta x = 10$ m (see Table 1). Gray line is the land surface. Blue line segments indicate opening-mode fractures and red line segments indicate shear fractures. Red lines mark the boundaries of the zones where shear fractures are predicted; where no upper boundary is indicated, shear fractures are predicted up to, but not including, the land surface. Blue line in (c) marks the boundary of the zone where opening mode fractures in tension are predicted; in panels (a) and (d-i), opening mode fractures are predicted only at the land surface, where the rock is in unconfined compression.
Fig. 7. Boundary element model solutions showing the sensitivity of predicted fracture patterns to variations in relief (a-c), valley and ridge shape (d-f), and asymmetry in valley relief (g) and width (i). Model parameters are the same as in Fig. 5, except $\Delta x = 10$ m (see Table 1). Panels (b), (e), and (h) have the same profile shape as Fig. 5. Far-field topography (not shown) and symbols are the same as in Fig. 6.
Fig. 8. Shaded relief map of the Shale Hills study site and surrounding area showing location of boreholes (white circle), the transect used in model calculations (white line), and the portion of the transect shown in Figures 10 and 11. Pennsylvania South State Plane projection (zone 3702), NAD83 datum. Topographic data from the 1/9 arcsecond US National Elevation Dataset. See Fig. 9 for the location of the site within the state of Pennsylvania.
Fig. 9. Map of orientations of maximum horizontal crustal stress measurements, modified from the World Stress Map (Heidback et al., 2008). Symbols indicate the method used to estimate the stress orientation, and size and length of the symbols correspond to a qualitative measure of the quality of the measurement (see key). Magnitudes and depths of measurements are labeled where magnitude estimates were reported in the literature. Table 2 lists estimates of the maximum and minimum horizontal stresses at the surface based on these reported values, as well as the original references. The location of the SSHO field site is marked with a white circle.
Fig. 10. Boundary element model solution for stresses (a-d), $C_{\text{min}}$ (e), and fracture modes and orientations (f) beneath the Shale Hills transect in Fig. 8 for a compressive ambient horizontal surface stress of -10 MPa (Fig. 9, Table 2). See Table 1 for other parameters. Locations of wells are indicated, and well numbers are labeled in (a). Red line segments in (d) indicate compression. Vertical white lines in (e) indicate the locations of vertical profiles plotted in Fig. 15a,b. In (f), blue line segments indicate opening mode fractures at the land surface, and red line segments indicate shear fractures. Inset shows a solution in the vicinity of the wells with higher spatial resolution. Color scale in (a) applies to (a), (b), and (c).
Fig. 11. Boundary element model solutions showing the sensitivity of the calculated $C_{\text{min}}$ values and fracture patterns in Fig. 10 to variations in ambient horizontal tectonic stress ($\sigma'_{xx}$), the ratio of the depth gradient of horizontal stress to the depth gradient of vertical stress ($d_f$), and rock friction angle ($\phi$). Panels (c), (e), and (h) are the same scenario as Fig. 10. Parameters for other panels are the same as in Fig. 10 except where indicated (see Table 1). Gray line is the land surface. Crossing black line segments below the surface represent shear fractures, and single black line segments at the surface represent opening mode fractures. Single near-vertical black segments at the lower edge of (d) represent shear fractures associated with an out-of-plane least compressive principal stress, in which case both shear fracture planes intersect the plane of the cross section along the same line. Solid black curves in (b) and (i) mark the lower boundaries of the zones where shear fractures are predicted for the specified cohesion of 1 MPa; in all panels except (a), shear fractures are predicted up to, but not including, the land surface. Locations of wells are indicated, and well numbers are labeled in (a). Color plots in the background show $C_{\text{min}}$, the minimum cohesion required to prevent shear fracturing.
Fig. 12. Example section of borehole image log from well 1. Black arrows mark examples of color differences used to identify bedding planes. White arrows mark examples of fractures. Planar features that intersect the borehole have sinusoidal traces in this unwrapped view of the borehole walls. Image orientations are relative to magnetic north.
Fig. 13. Section of a borehole image log from well 4. Left image shows untraced bedding and fracture planes. Right image shows the same section of the borehole wall with structural features traced. Green low-amplitude traces indicate gently dipping bedding planes, and red high-amplitude traces indicate steeply dipping fracture planes. Image orientations are relative to magnetic north.
Fig. 14. Stereonets showing measured orientations of poles to (a) fractures and (b) bedding planes in the wells. Points are the intersections of the poles to the planes with the lower hemisphere, such that steeper-dipping planes plot closer to the outer circle. Dip angles for planar features corresponding to the poles are indicated on the grid. Orientations are relative to geographic north.
Fig. 15. Comparison of measured fracture abundance with model-based proxies for shear fracture. (a) Depth profiles of $C_{\min}$ beneath the valley floor and ridgeline at the locations indicated in Fig. 10e. (b) Depth profiles of vertically integrated $C_{\min}$ at the same locations. (c) Depth profiles of weighted linear fracture abundance beneath the valley floor, based on fracture counts in borehole image logs. The gap in fracture abundance near the surface occurs because the wells are cased from the surface to 3 m depth, so no fractures could be measured in that depth range.