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Survey experiments, like vignette and conjoint analyses, are widely used in the social sciences to elicit stated preferences and study how humans make multidimensional choices. However, there is a paucity of research on the external validity of these methods that examines whether the determinants that explain hypothetical choices made by survey respondents match the determinants that explain what subjects actually do when making similar choices in real-world situations. This study compares results from conjoint and vignette analyses on which immigrant attributes generate support for naturalization with closely corresponding behavioral data from a natural experiment in Switzerland, where some municipalities used referendums to decide on the citizenship applications of foreign residents. Using a representative sample from the same population and the official descriptions of applicant characteristics that voters received before each referendum as a behavioral benchmark, we find that the effects of the applicant attributes estimated from the survey experiments perform remarkably well in recovering the effects of the same attributes in the behavioral benchmark. We also find important differences in the relative performances of the different designs. Overall, the paired conjoint design, where respondents evaluate two immigrants side by side, comes closest to the behavioral benchmark; on average, its estimates are within 2% percentage points of the effects in the behavioral benchmark.

Significance

Little evidence exists on whether preferences about hypothetical choices measured in a survey experiment are driven by the same structural determinants of the actual choices made in the real world. This study answers this question using a natural experiment as a behavioral benchmark. Comparing the results from conjoint and vignette experiments on which attributes of hypothetical immigrants generate support for naturalization with the outcomes of closely corresponding referendums in Switzerland, we find that the effects estimated from the surveys match the effects of the same attributes in the behavioral benchmark remarkably well. We also find that seemingly subtle differences in survey designs can produce significant differences in performance. Overall, the paired conjoint design performs the best.
compare whether market shares of products estimated from stated preference data predict actual market shares. However, because the benchmarks are limited to aggregate market shares and do not include data on behavioral choices, they cannot compare the effects of the attributes to see if the reasons that explain the hypothetical choices are the same as the reasons that explain the behavioral choices. Investigating the external validity of the causal effects is of crucial importance given that the causal effects are typically the key quantity of interest in survey experiments.

In particular, we ask (i) whether any survey experimental design comes close to the behavioral benchmark and (ii) if there is important variation in the relative performance of the various designs. Included in our horserace are the most commonly used survey experimental designs, including vignettes with single and paired profiles, conjoints with single and paired profiles, and a paired conjoint design with forced choice.

Our external validation test takes advantage of a unique behavioral benchmark provided by data from a natural experiment in Switzerland, where some municipalities used referendums to vote on the naturalization applications of immigrants. In such referendums, voters received a voting leaflet with a short description of the applicant, including information about his or her attributes, such as age, sex, education, origin, language skills, and integration status. Voters then cast a secret ballot to accept or reject individual applicants one at a time, and applicants that received more yes than no votes received Swiss citizenship (16).

Experimental Design and Data

Just as in the real-world referendums, in our experiment, respondents are presented with profiles of immigrants and then asked to decide on their application for naturalization. The immigrant profiles vary on seven attributes, including sex, country of origin, age, years since arrival in Switzerland, education, language skills, and integration status. Each attribute can take on various values, which are randomly chosen to form the immigrant profiles. SI Appendix provides a full list of attribute values. This list of attributes closely matches the list of attributes that voters saw on the voting leaflets distributed for the referendums. The attributes are presented in the same order as on the original leaflets.

Each respondent is randomly assigned to one of five different designs and asked to complete ten choice tasks, which are presented on separate screens (details of the designs are in SI Appendix). The first design is a single-profile vignette design, where a single immigrant profile is presented in the form of a short paragraph that describes the applicant with the attributes listed in the text, and then, respondents are asked to accept or reject the applicant. This design is close to the format of the actual voting leaflets used in the referendums, where voters also received short text descriptions of each applicant and voted on each applicant one at a time. Vignettes with single profiles are also perhaps the most widely used factorial survey design in the social sciences (4).

The second design is a paired profiles vignette, which is similar to the single-profile vignette, except that two immigrant vignettes are presented one below the other, and then, respondents are asked to accept or reject each of the two applicants. The idea in this condition is that respondents are implicitly encouraged to compare the two applicants, and this encouragement to compare might increase survey engagement.

The third design is a single-profile conjoint, where one immigrant profile is presented in a table that resembles a curriculum vitae with two columns. The first column lists the names of the attributes, and the second column lists the attribute values. Respondents are again asked to accept or reject the applicant. This conjoint design is dissimilar to the voting leaflets distributed for the referendums. The attributes are presented in the same order as on the original leaflets. The voting leaflets distributed for the referendums. The attributes are presented in the same order as on the original leaflets. The fourth design is a paired profiles conjoint, which is similar to the single-profile conjoint, except that two immigrant profiles are presented next to each other in the conjoint table. Respondents are asked to accept or reject each of the two applicants. The potential advantage of this design is that it makes it easy for respondents to compare the two applicants on each attribute. The paired design is widely used for conjoint analysis in marketing (18).

The fifth design is equivalent to the paired profiles conjoint, except that respondents are forced to choose which of the two immigrant profiles they prefer for naturalization. The forced choice design is popular, because it might encourage respondents to more carefully consider the information about the profiles and increase their engagement with the task. However, this design is perhaps furthest away from the actual referendums, which did not entail a forced choice and therefore, did not constrain the unconditional probability of accepting an applicant to exactly one-half. Our data consist of a sample of 1,979 Swiss citizens who were randomly sampled from the voting age population of the municipalities that used naturalization referendums before 2004. We recruited respondents by telephone using interviewers from a survey company. Respondents subsequently completed our survey online. Our sample is, therefore, a probability sample of
the target population, and our respondents are not routine survey-takers, in contrast to some survey experimental studies that rely on respondents recruited from opt-in internet panels (19).

SI Appendix contains details of the survey sample. The survey sample closely matches the demographic composition of the voter population in the municipalities as measured by the Swiss postreferendum study (the best available data on the Swiss voting population), including the margins for age, sex, political interest, political participation, education, and employment. To match as closely as possible the target population of voters that participated in naturalization referendums before 2004, we restricted the analysis to those voters who report in our survey that they participated in naturalization referendums and are 30 y of age or older. Note that, of those 30 y old and older, about 34% report that they did vote in naturalization referendums, which closely approximates the typical turnout for the naturalization referendums before 2004. We also correct for any small remaining imbalances using entropy-balancing weights (20) that adjust the sample data to exactly fit the respective demographic margins measured in the Swiss postreferendum study. Results are very similar without this reweighting (SI Appendix).

After the completion of our main experiment, we also conducted a similar experiment on a sample of Swiss students as well as staff of a large public university in Zurich. The participants were recruited through an email sent out to all students and employees. The only major difference between our main and student experiments is that the latter only included the paired profiles conjoint design with forced choice. A primary purpose of the student experiment was to examine whether the results in the main experiment could also be replicated on a separate sample representing a very different population of Swiss respondents.

Results

We assess the results of our experiments from two different perspectives. First, do the survey results and behavioral benchmark match qualitatively (i.e., are the overall conclusions about the relative importance of the attributes similar in both the survey and behavioral data?). Second, we examine whether the survey results and behavioral benchmark match quantitatively (i.e., how close do the attribute effects match in the survey and behavioral data?).

Fig. 1, column 1 (enclosed in a gold box) shows the effects of the applicant attributes on the rejection probability in the behavioral benchmark. The plot shows the point estimates and the applicant attributes on the rejection probability in the behavioral benchmark match quantitatively (i.e., are the overall conclusions about the relative importance of the attributes similar?). Moreover, the estimates are also remarkably close to the behavioral data, the applicant attribute effects match in the behavioral benchmark (shown with the dots without confidence intervals). The results are very similar without this reweighting (SI Appendix).

Apart from origin, we also see that applicants with high levels of education are about 3 percentage points less likely to be rejected compared with observably similar applicants with low levels of education. Natives also slightly prefer immigrants that are somewhat well-integrated that they are essentially indistinguishable from a Swiss native compared with those familiar with Swiss traditions. However, these effects are much smaller in magnitude than the origin effects. The findings also suggest that effects for sex, age, and years of arrival are close to zero and generally statistically insignificant at conventional levels.

How close do the stated preference experiments capture the patterns in the behavioral benchmark? Fig. 1, columns 2–7 shows the estimated effects in each survey experimental condition. Strikingly, although there is some important variation in the relative performance of the different designs, overall, the stated preference experiments match the behavioral benchmark rather well, with the important exception of the student sample.

The paired conjoint design (Fig. 1, column 2) comes the closest overall. It almost exactly reproduces the magnitude of the origin penalty for applicants from Turkey and Yugoslavia and also replicates the slight penalty for German applicants fairly closely. Moreover, the estimates are also remarkably close to the benchmark for the applicant’s sex, age, and education. The only
systematic differences are that natives are less likely to reject applicants born in Switzerland or the country for 29 y (compared with 14 y) as well as applicants that have perfect (as opposed to adequate) German proficiency. Applicants assimilated into Switzerland (as opposed to familiar with Swiss traditions) also receive a small penalty compared with the benchmark. However, even for these attributes, the estimates do not deviate very strongly. Overall, the paired conjoint design captures the general patterns of the behavioral benchmark remarkably well. As in the benchmark, a massive origin disadvantage for Turkish and Yugoslavian applicants emerges as a clear conclusion, whereas the other attributes are generally found to play minor roles.

The other designs also perform rather well for our main survey sample. The paired conjoint design with forced choice (Fig. 1, column 5) performs almost as well as the benchmark. The other attributes, such as years of residence, education, and German proficiency, are estimated to have much larger effects on the probability of rejection than in the behavioral benchmark. The estimates are somewhat smaller and differ from the behavioral benchmark by 5–8 percentage points. Also, it matches well on all other attributes. However, the results still match the pattern observed in the benchmark very well, with the estimated correlation of origin effects emerging as a clear central feature. The performance is remarkable given that this design is the one that is conceptually most different from the actual referendum.

The paired vignette design (Fig. 1, column 4) performs similarly to the preceding two designs. It captures the massive origin disadvantage for Turkish and Yugoslavian applicants, although the estimates are somewhat smaller and differ from the behavioral benchmark by 5–8 percentage points. It also matches well on all other attributes, except the years since arrival, where it overestimates and suggests a positive effect for longitude. The size of this effect is smaller than in the forced choice paired conjoint design (15 percentage points). Overall, the match is again quite good, although the strong origin effects perhaps come out less clearly as the dominant finding than in the preceding two designs.

The single-profile conditions, both conjoints (Fig. 1, column 5) and vignettes (Fig. 1, column 6), also perform fairly well overall, with the signs of estimated effects mostly agreeing with the behavioral benchmark when the attributes are substantively different from zero. However, both designs vastly overestimate the penalty for applicants with Croatian origins, compared with the Turkish and Yugoslavian applicants. In fact, applicants born in Switzerland, Germany, and Austria have the smallest penalty. Croatian applicants are just as likely to be rejected as observably identical applicants from the Netherlands, Germany, and Austria. This underestimation of the origin penalty is even stronger in the single-vignette design, where none of the estimated effects are statistically distinguishable from zero at conventional levels. This finding is astonishing, because not only is the single vignette perhaps the most widely used design in the social sciences but also, the format of the leaflets used in the actual referendums most closely resembled the single vignettes.

Finally, the results from our follow-up experiment on the student sample (Fig. 1, column 7) provide an important lesson for survey experimental research. Despite the fact that the design used was identical to the forced choice paired conjoint design, the estimated effects of the attributes are far from the behavioral benchmark or any of the results on our main sample. In the student sample, German and Austrian applicants are estimated to receive a sizable penalty compared with Dutch applicants (10 and 8 percentage points, respectively), whereas applicants from Turkey or Yugoslavia receive no such penalty. Moreover, other attributes, such as years since arrival, education, and German proficiency, are estimated to have much larger effects on the probability of rejection than in the benchmark. The poor performance of our student experiment suggests that it is essential to match the characteristics of a survey sample to the target population as closely as possible for the survey experiment to generate externally valid conclusions about real-world behavior. This finding contrasts with other work that has found that results from survey experiments on convenience samples, like Amazon.com's Mechanical Turk, replicate results from survey experiments on representative probability samples (19). Our comparison is between survey experiments and real-world behavior.

Now we turn to a more systematic, quantitative assessment of our designs. Table 1 reports various performance measures for each design. Table 1, columns 1–3 display the mean, median, and maximum of the absolute differences from the behavioral benchmarks across the 21 attribute effects (the estimated differences are shown in SI Appendix, Fig. S10). On these metrics, the paired conjoint design is again the clear top performer. The mean and median differences from the benchmarks are only 2 and 1 percentage points, respectively, and the maximum difference is only 9 percentage points. The paired vignette emerges as the close second, with mean and median deviations of 3 and 2 percentage points, respectively, and a maximum difference of 15 percentage points. The other three designs for our main survey sample—paired conjoint with forced choice, single conjoint, and vignette—perform worse than the top two designs. Finally, the forced choice paired conjoint on the student sample is clearly the worst performer, missing the benchmark by no less than 28 percentage points at its worst.

Table 1, column 4 shows the total number of differences from the benchmark, where our main sampling, the student sample, performs by far the worst, with as many as two-thirds of 21 estimated effects significantly different from zero at zero without multiplicity correction and just 1 of 21 differences is statistically distinguishable from zero with correction. The paired conjoint design with forced choice and the single-conjoint design come next and perform similarly. Remarkably, the single-vignette design turns out to be the worst performer among the designs tested. Indeed, our main sampling, the student sample, performs by far the worst, with as many as two-thirds of 21 estimated effects significantly different from the benchmark values.

Table 1, column 6 presents an $F$ statistic for the hypothesis test against the joint null of no difference between the effects in the behavioral benchmark and each survey design. Again, the paired conjoint design is the top performer, with a relatively small $F$ value $[F(21, 1791) = 2.55]$. The paired vignette, single-conjoint, and vignette designs perform worse but not by large margins. Interestingly, the paired conjoint design with forced choice clearly outperforms the other main designs on this test. This subpar performance is largely because of the one big mistake that it makes in overestimating the residency effect, to which the $F$ statistic is sensitive by design. Finally, the student sample again performs terribly on this metric, with the $F$ value more than 10 times as large as in the paired conjoint design.

Table 1, columns 8 and 9 show metrics that are designed to capture the relative predictive performance. Here, we first obtain the predicted rejection probabilities for all actual applicant profiles in the behavioral data for each survey design by multiplying their observed attribute values by the estimated regression coefficients for the design ($Y_i$). We then calculate the bivariate correlation between the observed shares of rejection votes and the predicted rejection probabilities. Finally, we calculate the correlation between the observed and fitted rejection vote shares in the behavioral data as the benchmark. Thus, the question we ask is how well can the attribute effects estimated in the survey experiments generate inferences about the relative likelihood of rejection between the observed applicants compared with the actual attributes?

Table 1, column 7 presents the correlation coefficients calculated by the above procedure along with the correlation in the behavioral benchmark, and Table 1, column 8 directly compares the predicted rejection probabilities in the survey ($Y_i$) against the fitted rejection rates in the behavioral regression ($Y_{bi}$) by calculating the correlation between the two. The results again reveal the remarkable performance of the paired conjoint design.
Although the predicted rejection rates in the behavioral data themselves are correlated with observed rejection rates at about 0.58, this correlation only drops to 0.44 when we use the attribute effects estimated in the paired conjoint experiment instead of the estimates directly based on the actual attributes of the applicants. This prediction translates into a correlation as large as 0.75 between the behavioral and survey-based predicted values for the paired conjoint design. Based on these correlations, the paired conjoint design with forced choice comes out in second place and clearly is above the rest of the designs. The paired vignette and single conjoint tie for third place. The single conjoint performs worse than any of the other designs tested on our main representative sample. Finally, predictions from the student vignette performs better than any of the other designs tested on our main representative sample. Although our focus for the external validation is on the match between the estimated causal effects of the attributes in the survey experiments and the behavioral benchmark, it is worth pointing out that the survey experiments generally do rather poorly in predicting the absolute levels of rejection rates observed in the actual referendums. The paired conjoint design, for example, predicts about 21% of the actual applicants to be rejected citizenship. In contrast, the observed rejection rate in the actual referendums turns out to be 37%. This difference is no smaller in any of the survey designs that we tested (details in SI Appendix). (Ironically, the two forced choice paired conjoint conditions—the designs that fix the unconditional rejection rate at exactly 50% by construction—come closest in terms of estimating the average behavioral rejection probability.) This finding is not so surprising given the mixed evidence on the reliability of survey-based preference measures. Indeed, past studies have found that surveys often fail to accurately measure the absolute levels of preferences for certain types of objects and behavior. For example, it is well-known in the literature on the contingent valuation method (21) that willingness to pay for public goods is often highly unreliable as a measure of the actual amount of dollars that respondents would pay in the real world. Likewise, public opinion surveys are consistently found to overpredict the actual level of voter turnout in national elections (22), although they tend to perform well for predicting certain other types of aggregate-level behavioral outcomes [e.g., election results (23)]. What is remarkable in our validation results, then, is the finding that some of the tested survey designs perform exceedingly well in recovering the structural effects of individual attributes, despite failing to match the absolute levels of support.

**Table 1. Differences in effects of applicant attributes: survey vs. behavioral estimates**

<table>
<thead>
<tr>
<th>Design</th>
<th>Absolute differences</th>
<th>Significant differences</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Median</td>
</tr>
<tr>
<td>Paired conjoint</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td>Paired conjoint, forced choice</td>
<td>0.04</td>
<td>0.02</td>
</tr>
<tr>
<td>Paired vignette</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>Single conjoint</td>
<td>0.05</td>
<td>0.03</td>
</tr>
<tr>
<td>Single vignette</td>
<td>0.04</td>
<td>0.03</td>
</tr>
<tr>
<td>Paired conjoint, forced choice (students)</td>
<td>0.07</td>
<td>0.06</td>
</tr>
<tr>
<td>Behavioral</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

This table reports performance measures for each survey design. Columns 1–3 display the mean, median, and maximum of the absolute differences from the behavioral benchmark across the 21 attribute effects. Column 4 shows the total number of differences from the benchmark estimates that are statistically different from zero at the 5% significance level. Column 5 presents the same metric but with Bonferroni correction for multiple comparisons. Column 6 presents an $F$ statistic for the hypothesis test against the joint null of no difference between the effects in the behavioral benchmark and each survey design. Column 7 presents the correlation between observed shares of rejection votes and the predicted rejection probabilities based on the survey estimates. Column 8 presents the correlation between the predicted rejection probabilities based on the survey estimates and the fitted rejection rates in the behavioral regression.

**Discussion on Mechanisms**

Why do some survey designs perform significantly better than others in reproducing real-world attribute effects? Specifically, why do paired designs produce more accurate estimates than single-profile designs? Although our study was not designed to draw definitive conclusions about causal mechanisms, the available evidence strongly suggests respondent engagement as a key mechanism. That is, it is likely that respondents in the paired conditions were more engaged in the survey and therefore less prone to questionnaire satisficing.

Less motivated respondents have a tendency to look for cues to provide reasonable answers that are easy to select with little thought to avoid the cognitive work required for optimal question answering (9). Such satisficing behavior manifests itself in nondifferentiation (giving the same answer to a battery of similar questions) and acquiescence response bias (the tendency to agree, regardless of the question content) (24). In our context, a satisficer might simply accept all applicant profiles that he or she is asked to evaluate, regardless of the applicant characteristics. Fig. 2 plots the fraction of respondents who exhibit this response pattern in each design (excluding the forced choice designs, which require that one-half of the respondents are rejected). The paired conjoint shows the lowest level of satisficing, with 56% of respondents accepting all of their applicants, followed by the paired vignette with 63%. The level of satisficing is much higher in the single-profile designs, with 70% and 72% of respondents accepting all applicants in the single-conjoint and single-vignette conditions, respectively. Note that these differences are driven by a pure design effect, because both
the applicant characteristics and the respondents are randomly assigned and therefore similar in expectation in all conditions. This finding is highly consistent with the idea that the paired designs induced a higher motivation to seriously engage with the decision task and evaluate information about the profiles more carefully compared with the single-profile designs.

Our conjecture that respondent engagement plays a key role in explaining design effects is further bolstered by some of the patterns that we observe in the estimated attribute effects. Note that the effects of countries of origin—the main real structural effects of immigrant attributes as identified in the behavioral benchmark—are largest in magnitude in Fig. 1, column 1 and then become smaller almost monotonically as we move to less well-performing designs in Fig. 1. Indeed, the sizes of these effects decrease almost exactly in proportion to the rate of satisficing reported in Fig. 2. Because nondifferentially accepting all applicants will mechanically shrink the effect of any attribute toward zero, this finding suggests that better-performing designs are able to recover the structural attribute effects more accurately by increasing the overall level of survey engagement and thus decreasing the amount of noise caused by respondents who are merely satisficing.

Finally, the data on actual and perceived response times provide yet another piece of evidence that respondents were more engaged in the paired conditions. Although respondents in the paired conditions spent about 60% more time on the tasks to decide on the applicants than respondents in the single-profile conditions, these groups show no differences when asked about dissatisfaction with the length and difficulty of the survey. Details on this finding are reported in SI Appendix.

Conclusion

Taking advantage of a unique behavioral benchmark of voting in secret ballot naturalization referendums in Switzerland, our study provides an external validation test of vignette and conjoint analysis designs that compares whether the relative importance of attributes for explaining the hypothetical choices in survey experiments matches the relative importance of the same attributes for actual choices in the real world.

Our main finding is that the stated preference experiments, which simulated the naturalization referendums in the survey, perform remarkably well in capturing the structural effects of attributes that drive voting behavior in the actual referendums. In particular, the paired conjoint design comes closest to the behavioral benchmark. It precisely recovers the qualitative pattern of the actual naturalization referendums, with its dominant effects of origin, and it also performs best according to various quantitative measures of performance based on absolute distances and correlations. The superior performance of the paired conjoint is quite striking given that this design is fairly dissimilar to the format of the leaflets that were used in the actual referendums. Relatedly, we find that the paired designs, in general, outperform the single-profile designs, and the evidence suggests that the paired designs induce more engagement and less satisficing among respondents. The single-vignette design, although the most similar to the format of the actual referendums, performs rather poorly compared with the other designs. This finding is important because, of the methods we tested, the single-vignette design is probably the most widely used method in the social sciences. Finally, although the paired conjoint forced choice design performs fairly well when administered in our main survey to a probability sample of the target population, the design failed poorly when replicated on a convenience sample of students.

Taken together, our findings suggest, to maximize external validity about real-world causal effects, that survey samples need to be carefully chosen to match the target population and that survey experimental designs need to be carefully crafted to motivate respondents to seriously engage with hypothetical choice tasks to mimic the incentives that they face when making the same choices in the real world. The results indicate that merely matching the appearance of decision tasks is insufficient; the effect of better survey engagement seems to eclipse the impact of superficial similarity in questionnaires. Our result also reinforces the importance of targeting the right population in sampling survey respondents.

How generalizable are the results from our external validation test? There are some worries. Even the best performing stated preference experiments fail to accurately predict the absolute levels of preference for accepting applicants for naturalization, a finding consistent with the past evidence on the difficulty of survey measurement. Furthermore, it is important to emphasize that stated preference experiments might exhibit lower external validity in other contexts. However, given that we test a hot-button issue that is likely to invoke some social desirability bias, and that there was a ten-year gap between the behavioral and the survey data, our results make us cautiously confident in the external validity of the stated preference experiments. Thus, our test is a useful step in assessing the validity of survey techniques to measure real-world behavior, and in showing the conditions under which we should have confidence in survey results.
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