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For quantitative understanding of probabilistic behaviors of living cells, it is essential to construct a correct mathematical description of intracellular networks interacting with complex cell environments, which has been a formidable task. Here, we present a novel model and stochastic kinetics for an intracellular network interacting with hidden cell environments, employing a complete description of cell state dynamics and its coupling to the system network. Our analysis reveals that various environmental effects on the product number fluctuation of intracellular reaction networks can be collectively characterized by Laplace transform of the time-correlation function of the product creation rate fluctuation with the Laplace variable being the product decay rate. On the basis of the latter result, we propose an efficient method for quantitative analysis of the chemical fluctuation produced by intracellular networks coupled to hidden cell environments. By applying the present approach to the gene expression network, we obtain simple analytic results for the gene expression variability and the environment-induced correlations between the expression levels of mutually noninteracting genes. The theoretical results compose a unified framework for quantitative understanding of various gene expression statistics observed across a number of different systems with a small number of adjustable parameters with clear physical meanings.
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I. INTRODUCTION

To be viable, living cells must control the chemical fluctuation in intracellular reaction processes within a certain range [1–3]. Meanwhile, ubiquitous chemical fluctuations originating from various sources cause phenotypic variations in the morphological or embryonic development, the cellular decision making, and the cell fate [4–7]. Over a dozen years, impressive progress has been made in fluorescence imaging techniques that visualize the chemical fluctuation among living cells [8–17]. Achieving a quantitative understanding of the intracellular chemical fluctuation and its consequence for probabilistic biological behaviors of living cells is one of the challenging goals in modern biophysical sciences.

In quantitative investigation of intracellular chemical fluctuation and its consequence, Poisson network models have been employed and analyzed by the master equation devised by Pauli, which has been the most popular theoretical model and has thus been exploited for many years [18–27]. The key assumption in the conventional network model is that the rate coefficient of an elementary reaction in intracellular networks is constant, or rarely a function of time, that is the same across reaction vessels [Fig. 1(a)]. However, according to modern single-molecule studies, the rate coefficient of an enzyme fluctuates with the stochastic conformational dynamics even under highly homogeneous environments [28,29]. For biopolymer reactions occurring in living cells, the rate coefficients are stochastic variables that differ from cell to cell and fluctuate over time because of their coupling to heterogeneous and dynamic environments [30,31], which adds additional complexities [Fig. 1(b)].

The coupling of an intracellular network to cell environments has profound effects on the chemical fluctuation produced by the network [33–37]. For example, gene
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expression variability among isogenic cells is greatly affected by the coupling of the gene network to environmental states, such as the configuration of chromosomes, the gene regulation state, the nutrition state of cells, phase in the cell cycle, and populations of gene expression machinery proteins, which are often beyond direct measurement. The dual reporter method was proposed for a convenient separate estimation of the "intrinsic noise" and "extrinsic noise" [30], which has been widely used, and there were other propositions for the most appropriate decomposition scheme or definition of the intrinsic and extrinsic noises [38–42]. However, to our knowledge, an accurate quantitative description of a stochastic intracellular network interacting with the cell environment is still missing.

This is because it is difficult to construct a quantitative model that correctly describes the interactions of an intracellular network with complex and mostly hidden cell environments [Fig. 1(c)]. Because of the lack of information about the coupling of the intracellular network to the cell environment with enormous degrees of freedom, it is a state-of-the-art task to find the correct model of the environmental coupling of intracellular networks in terms of a few discrete chemical states and Poisson transition processes between them, the only balls and sticks in the conventional model. For this reason, a successful quantitative analysis of stochastic gene expression with the use of the conventional network models has been rare [24–27]. The chemical fluctuation-dissipation theorem was introduced to provide a general description of the chemical noise produced by the conventional gene network models [21]. A modification of the conventional gene network model and the master equation was made to describe the non-Poisson transcription or translation process [16,43–45]. A few pioneering computational studies were carried out for specific models of the dynamically fluctuating rate coefficient in the gene expression network, which provided insight about the effects of the dynamic cell environment on stochastic gene expression [31,36]. However, yet to be developed is a general model or theory that makes it possible to take into account the effects of hidden cell environment on the stochastic outcome of intracellular networks in a complete manner [39,41], and an accurate quantitative analysis of the gene expression noise still remains a challenging task [39].

Here, we introduce a new type of theoretical model and stochastic kinetics for an efficient quantitative analysis of intracellular networks interacting with hidden cell environment. Hereafter, a reaction process whose rate coefficient is a stochastic variable coupled to hidden environment will be designated as a vibrant reaction process and represented by a wavy arrow in distinction from the usual Poisson reaction process that is represented by a plain arrow [Fig. 1(c)]. As a vibrant intracellular reaction is coupled to hidden cell environment, it is difficult to construct an explicit, quantitative model for the coupling of the vibrant reaction process to the dynamic hidden cell state. We could show that the stochastic outcome of the vibrant reaction process cannot be accurately described merely by introducing a time-dependent rate coefficient into the conventional master equation (see Figs. 1 and 2 in the Supplemental Material [32]). The rate coefficient of a vibrant reaction process is a stochastic variable coupled to a hidden environment, which cannot be represented by a time-dependent rate coefficient or any deterministic function of time. However, the present analysis reveals that various environmental effects on the product number fluctuation of intracellular reaction networks can be collectively and completely characterized by the time-correlation function of the product creation rate fluctuation, more specifically, its Laplace transform with the Laplace variable replaced by the product decay rate. Therefore, an...
accurate quantitative analysis of the product number fluctuation of a vibrant reaction process requires only a correct modeling of the dependence of the time-correlation function of the rate fluctuation on the control parameter in our experiment, which is quite feasible, as we demonstrate in the latter part of this work, and it does not require an explicit modeling of the environmental dynamics and its coupling to the system network.

II. RESULTS AND DISCUSSION

A. Response of the product number fluctuation to environmental fluctuations

As the first example of a vibrant reaction process, we consider an enzyme reaction with product creation rate $R(\Gamma)$ dependent on environmental state $\Gamma$. Here, $\Gamma$ collectively represents all the environmental variables, including the number of reactant molecules and enzymes, which completely specifies a state of cell environment. The product creation rate $R$ may be dependent on part or all of the components of the environmental state vector $\Gamma$. Because the population of reactants and enzymes and other cell state variables differ from cell to cell and fluctuate over time, the time evolution of the environment-coupled reaction rate is a stochastic dynamic process. We assume that $R(\Gamma)$ can be factored into $R(\Gamma) = \theta(N_X, N_E)k(\Gamma')$, where $\theta(N_X, N_E)$ denotes the rate factor dependent on the numbers $N_X$ and $N_E$ of the reactant molecules $X$ and enzymes $E$, and $k(\Gamma')$ denotes the rate coefficient dependent on environmental state variables $\Gamma'$ other than $N_X$ and $N_E$. For simplicity, we assume that $\theta$ and $k$ are independent from each other and that product molecules decay with a constant rate $\gamma$.

For the reaction network, the joint probability density $\psi_z(\Gamma, t)$ that a cell contains $z$ product molecules and the hidden cell environment is at state $\Gamma$ at time $t$ obeys the following generalized master equation [48]:

$$
\frac{\partial}{\partial t} \psi_z(\Gamma, t) = R(\Gamma)[E_z^{-1} - 1] \psi_z(\Gamma, t) - \gamma [1 - E_z^{-1}] z \psi_z(\Gamma, t) + L(\Gamma) \psi_z(\Gamma, t).
$$

Here, $E_z^{\pm 1}$ is the mathematical operator defined by $E_z^{\pm 1} g(z) = g(z \pm 1)$ for any function $g$ of $z$. $L(\Gamma)$ denotes the mathematical operator describing the time evolution of $\psi_z(\Gamma, t)$ due to dynamics of the hidden environment. The time evolution of environmental state $\Gamma$ can be an arbitrary dynamic process. For example, if the environmental state evolves according to the Langevin equation, $L(\Gamma)$ is the Fokker-Planck operator. If the environmental state evolves according to Newton’s equation of motion, $L(\Gamma)$ is the Liouville operator. $L(\Gamma)$ also inclusively describes changes in $\psi_z(\Gamma, t)$ due to hidden reaction processes coupled to the system network. The explicit mathematical forms of $L(\Gamma)$ and $R(\Gamma)$ are unavailable because of the lack of information in most cases. However, one can still obtain a general result for the product number fluctuation arising from the influence from hidden environment dynamics and its coupling to the system network, as we show below.

$\psi_z(\Gamma, t)$ satisfies the normalization condition $\int d\Gamma \sum_{z=0}^{\infty} \psi_z(\Gamma, t) = 1$. The $n$th moment $\langle z^n \rangle$ of the steady-state product number distribution is defined as $\lim_{t \to \infty} \int d\Gamma \sum_{z=0}^{\infty} z^n \psi_z(\Gamma, t)$. From Eq. (1), we obtain the exact results for the mean $\langle z \rangle$ and the relative variance or noise $\eta_z^2 = \langle z^2 \rangle / \langle z \rangle^2$ of the number $z$ of product molecules in the steady state (see Appendix A for the derivation procedure):

$$
\langle z \rangle = \langle k \rangle / \gamma.
$$

$$
\eta_z^2 = \langle z \rangle^{-1} + \chi_z \frac{\eta_k^2 \eta_\theta^2}{\gamma} + \chi_x \frac{\eta_k^2 \eta_\theta^2}{\gamma} + \chi_{z(k, \theta)} \frac{\eta_k^2 \eta_\theta^2}{\gamma}.
$$

Throughout, $\langle x \rangle$ represents the average of quantity $x$ over an ensemble of cells in the steady state; $\eta_z^2$ designates the relative variance, or the noise, in quantity $x$. The result has an intuitively appealing structure; the product number fluctuation is proportional to the fluctuation in the two factors of the reaction rate. The proportionality coefficient or the susceptibility is dependent on dynamics of the rate fluctuation and the product decay rate, which is found to be $\chi_z = \gamma \int_0^\infty dt e^{-\gamma t} \phi_k(t) [\langle \gamma \phi_k(t) \rangle (s \in \{k, \theta\})$, with $\phi_k(t)$ being the normalized time-correlation function defined by $\phi_k(t) = \langle \delta s(t) \delta s(0) \rangle / \langle \delta s \rangle$, and $\delta s = s - \langle s \rangle$. Similarly, the susceptibility of the product number fluctuation to the bilinear rate factor fluctuation $\eta_k^2 \eta_\theta^2$ is found to be $\chi_{z(k, \theta)} = \gamma \int_0^\infty dt e^{-\gamma t} \phi_k(t) \phi_\theta(t)$. The magnitude of the susceptibility $\chi_z$ or $\chi_{z(k, \theta)}$ increases with the relaxation time scale of the rate factor fluctuation. The susceptibility has its maximum value, unity, when the rate factor is statically distributed, i.e., when $\phi_k(t) = 1$ (s $\in \{k, \theta\}$), but it vanishes when the relaxation time scale of the rate fluctuation is much smaller than the product lifetime, $\gamma^{-1}$ (see Appendix B). Our result shows that the effect of environmental dynamics and its coupling to the reaction rate is manifested in the product number fluctuation through the time-correlation function of the environment-coupled rate fluctuation. That is to say, the product noise is dependent on the two-time correlation function of the product creation rate, but it is not sensitive to other microscopic details of the environmental dynamics and its coupling to the reaction rate, so there can be numerous environment-coupled network models that yield the same product noise.

We emphasize that Eq. (2) exactly holds regardless of the environmental dynamics including the population dynamics of reactants and enzymes, and mathematical forms of the environmental-state-dependent rate coefficient $k(\Gamma)$, and the reactant population-dependent rate factor $\theta(N_X, N_E)$. The correctness of Eq. (2) could be confirmed by stochastic simulation for a couple of exactly solvable
models of environment-coupled reaction processes (Fig. 2). As shown in Fig. 2, the prediction of Eq. (2) for Fano factor $F_z(= \eta_z^2(z))$ is in excellent agreement with accurate stochastic simulation results for two different models of the environment-coupled reaction process. In the simulation of the vibrational reaction network models with the rate coefficients being stochastic processes, one cannot use Gillespie’s stochastic simulation method because the conventional simulation method was developed to simulate Poisson reaction network models in which the rate coefficients do not fluctuate. For an accurate stochastic simulation of the vibrational reaction network models in which the rate coefficients of the elementary reactions do not fluctuate, one cannot use Gillespie’s stochastic simulation method because of Eq. (2a) (see Fig. 3 in the developed in Ref. [50]. Details of the algorithm we use here are presented in Note 1 of the Supplemental Material [32].

The results in Figs. 2(b) and 2(c) show that $F_z \rightarrow 1$, which measures the deviation of the product number distribution from the Poisson distribution, approaches zero when the value of $\gamma$ is large enough. In the large $\gamma$ limit, all of $X_{z(k,0)}$ and $X_{z(0,k)}$ in the right-hand side (rhs) of Eq. (2b) approach unity because of the Tauberian theorem, i.e., $\lim_{\gamma \rightarrow \infty} F_z(\gamma) = \lim_{\gamma \rightarrow \infty} f(\gamma)$, so that the non-Poisson product noise arising from the rate fluctuation saturates to the maximum value, $\eta_z^2 + \eta_\theta^2 + \eta_\theta^2 \gamma$. In contrast, the first term on the rhs of Eq. (2b), $(z)^{-1}$, which is the Poisson noise independent of the rate fluctuation, linearly increases with $\gamma$ for any value of $\gamma$ because of Eq. (2a) (see Fig. 3 in the.

![FIG. 2. Effects of environment-coupled fluctuations in the rate coefficient on the fluctuation in the product number. (a) Schematic representation of the vibrational reaction and ensuing decay of the product molecule with constant rate $\gamma$. The reaction rate $R$ is factored into the reactant population-dependent rate factor $\theta$ and the rate coefficient $k$, which are dependent on environmental variable $r$. $\eta_z^2(=\langle \delta z^2 \rangle/)z^2$ is given by Eq. (2). (b)-(c) Comparison between the prediction of Eq. (2) for Fano factor $F_z(= \eta_z^2(z))$ and stochastic simulation results on two different models of environment-coupled reaction. We focus on the situation where the fluctuation in the reaction rate $R$ is dominated by the fluctuation in the rate coefficient $k$ by setting $\theta$ equal to unity. $F_z \rightarrow 1$ is proportional to $F_k(=\langle \delta k^2 \rangle/k)$ with the proportionality coefficient given by $\hat{\phi}_k(\gamma) = \int_0^\infty dt e^{-\gamma t}\phi_k(t)$ with $\phi_k(t)$ being the normalized time-correlation function of rate-coefficient fluctuation [Eq. (C1)]. Examples of stochastic time trace of $k$, which is a function of stochastic variable $r(t)$ (left-hand panel), $\phi_k(t)$ (middle panel), and $F_z(\gamma) \rightarrow 1$ (right-hand panel), are displayed for the following models. (b) $k(t) = k_0 + k_\gamma$ with stochastic dynamics of $r$ being the stationary Gaussian Markov process known as Ornstein-Uhlenbeck process [46]. $\lambda$ stands for the relaxation rate of the fluctuation in $r$ defined by $(\langle r(t)r(0) \rangle = \langle r^2 \rangle e^{-\lambda t}/2$. $F_z$ is a monotonically decaying function of $\gamma$. (c) $k(t) = k \exp[-\beta r]$ with stochastic dynamics of $r$ being the stationary Gaussian non-Markov process describing the position of the weakly damped harmonic oscillator with mass $m$ under the frictional force $2m\dot{r}(t)/\lambda$ [47]. For this model, $(\langle r(t)r(0) \rangle = \langle r^2 \rangle e^{-\beta t}[\cos(\omega t) + (\lambda/\omega) \sin(\omega t)]$ with $\omega = \sqrt{\omega_0^2 - \lambda^2}$, where $\omega_0$ is the natural frequency of the oscillator. When $\phi_k(t)$ is an oscillatory function, $F_z \rightarrow 1$ can be a nonmonotonic function of $\gamma$. See Appendix C for the details of the models.]
Supplemental Material [32]). Therefore, when the value of γ is large enough, the Poisson product noise dominates over the non-Poisson product noise; i.e., the ratio of the latter to the former, which is the same as $F - 1$, is approximately given by $(k)(\theta)(\eta^2 + \eta^2_0 + \eta^2_{\theta\theta})/\gamma$ and vanishes in the large γ limit.

On the other hand, in the small γ regime, $X_{z(k,\theta)}$, $X_{\theta(k,\theta)}$, and $X_{k(k,\theta)}$ in the rhs of Eq. (2b) become linear in γ, given by $X_{z(k,\theta)} = \gamma X_{z(k,\theta)}$, $X_{\theta(k,\theta)} = \gamma X_{\theta(k,\theta)}$, and $X_{k(k,\theta)} = \gamma X_{k(k,\theta)}$, with $\tau_s$ ($s \in \{k, \theta\}$) and $\tau_{(k,\theta)}$ being the characteristic relaxation time scales of the rate factor fluctuations defined by $\tau_s = \int_0^\infty dt f_s(t)$ and $\tau_{(k,\theta)} = \int_0^\infty dt f_{k\theta}(t) f_{\theta}(t)$. Therefore, in the small γ regime, every term on the right-hand side of Eq. (2b) becomes linear in product decay rate γ, so that we have $\eta^2 \approx \langle z \rangle^{-1} + \gamma(\tau_s \eta^2 + \tau_{(k,\theta)} \eta^2_{\theta\theta})$. By multiplying $\langle z \rangle$ on both sides of the latter equation, one can show that $F - 1$ becomes γ-independent constant, given by $(k)(\theta)(\tau_s \eta^2 + \tau_{(k,\theta)} \eta^2_{\theta\theta})$, in the small γ regime.

The γ dependence of $F - 1$ in the intermediate γ regime can vary depending on the mathematical form of the time-correlation functions of the rate fluctuations [see Figs. 2(b) and 2(c)]. More details about the Fano factor of the number of the product molecules are presented in Appendix C for the vibrant reaction models considered in Fig. 2.

When the fluctuation of the rate coefficient is absent and the rate factor θ is simply the reactant number, Eq. (2b) correctly reduces to the chemical fluctuation-dissipation theorem in Ref. [21].

B. Gene expression system: Synthetic Escherichia coli with controllable RNA polymerase level

To demonstrate the applicability of our new stochastic kinetics to quantitative analysis of the intracellular chemical fluctuation, we analyze gene expression statistics in our synthetic Escherichia coli system [51]. In the E. coli system, T7 RNA polymerase (RNAP) fused with yellow fluorescent protein (YFP) is expressed, the expression level of which could be monitored by fluorescence microscopy and controlled by the concentration of inducer anhydrotracycline (aTc). In the chromosome of the E. coli system, the genes encoding two fluorescent proteins, cyan fluorescent protein (CFP) and mCherry, are incorporated under the control of identical copies of a T7 RNAP promoter. This experimental system was previously used to show that the cell-to-cell variation in the upstream RNAP level actually propagates to the extrinsic noise component of the downstream protein level fluctuation but not to the intrinsic noise component, when both components are estimated by the dual reporter method [51].

Here, we quantitatively analyze various gene expression statistics of the system with the use of our model and stochastic kinetics in order to establish the mathematical relationship of various gene expression statistics to the environment-coupled rate fluctuations in the three major elementary steps composing gene expression: the RNAP-promoter association, the transcriptional elongation [synthesis of messenger RNA (mRNA) from DNA by RNAP], and the translation (synthesis of protein from mRNA by ribosome). For this purpose, we investigate the single gene expression variability and the correlation between the expression levels of CFP and mCherry genes, controlling the mean T7 RNAP level among the cells by changing the inducer concentration. In doing so, we keep the relative variance in the T7 RNAP level among the sampled cells maintained at around the typical value, ~0.1, of the abundant protein noise in E. coli, using a careful cell sampling method (Fig. 4 in the Supplemental Material [32]). A comparison between our predictions and experimental results is made also for the dependence of gene expression statistics on the noise in the RNAP levels. It is observed that gene expression statistics mostly depend on the mean and variance of the T7 RNAP level among the sampled cells, and they are quite robust with respect to changes in the detailed shape of the T7 RNAP level distribution or other details of our cell sampling method (Figs. 5 and 6 in the Supplemental Material [32]).

C. Vibrant gene expression network model

For a quantitative analysis of the gene expression statistics among the synthetic E. coli system with controllable RNAP level, we construct the vibrant gene expression network model shown in Fig. 3(a), in which the rate parameters associated with the transcription and translation processes are stochastic variables coupled to hidden cell environment. As the transcription begins with the reversible association of RNAP to the promoter, which is followed by the transcriptional elongation, we model the transcription rate as $R_{TX} = \theta k_{TX}$, where $\theta$ and $k_{TX}$ denote, respectively, the RNAP-occupancy fraction of the promoter and the rate coefficient of the transcriptional elongation. As in the Michaelis-Menten enzyme kinetics, $\theta$ is related to the RNAP level $N_{R P}$ by $\theta = KN_{R P}/(1 + KN_{R P})$ (Fig. 7 in the Supplemental Material [32]). However, in contrast to the conventional enzyme kinetics, the affinity K of the promoter for RNAP is not a constant but a stochastic variable coupled to hidden environmental state, which may include the promoter regulation state, the levels of transcription initiation factors, and the configuration of DNA. $KN_{R P}(=\zeta)$ is the dimensionless variable measuring the promoter-RNAP interaction strength, which we will refer to often. We explicitly model θ because it is dependent on the RNAP level, the control variable in our experiment. The translation rate is modeled as $R_{TL} = mn_{TL}$, where $m$ and $k_{TL}$ denote the intracellular mRNA level and the translation rate coefficient, respectively. The rate coefficients of the transcriptional elongation and translation processes are dependent on hidden environmental variables including the cellular levels of transcription elongation factors and ribosomes. However, in the present approach,
the dependence of the rate coefficients on those hidden environmental variables is not modeled explicitly because of a lack of information. Nevertheless, one can still develop an accurate mathematical description of the vibrant gene expression network model, neither making a conjecture about the dependence of $K$, $k_{TX}$, or $k_{TL}$ on hidden environment nor assuming a particular environmental network, or Markov chain of the rate parameters for the description of the environment-coupled rate fluctuations. For simplicity, we do not consider any feedback regulation or any correlation between $k_{TX}$ and $\theta$ or $k_{TL}$ and $m$; we assume the decay rate of mRNA (protein) is constant $\gamma_m$. 

D. Relationship of the single gene expression variability to the environment-coupled rate fluctuations in RNAP-promoter association, transcriptional elongation, and translation

Starting from our stochastic kinetic equation setup for the model, which is given by
we obtain accurate analytic results for the mean and variance of the mRNA and protein levels, m and p, in the steady state (Appendix D): 

\[ \langle m \rangle = \langle k_{TX} \rangle \langle \theta \rangle / \gamma_m, \] (4a)

\[ \eta_m^2 = \langle m \rangle^{-1} + \chi_m \eta_\theta^2 + \chi_{mk_{TX}} \eta_{k_{TX}}^2 + \chi_m(\theta k_{TX}) \eta_\theta^2 \eta_{k_{TX}}^2, \] (4b)

\[ \langle p \rangle = \langle k_{TL} \rangle \langle m \rangle / \gamma_p, \] (5a)

\[ \eta_p^2 = \langle p \rangle^{-1} + \chi_{pm} \eta_\theta^2 + \chi_{pk_{TX}} \eta_{k_{TX}}^2 + \chi_{p(m,k_{TL})} \eta_m^2 \eta_{k_{TL}}^2. \] (5b)

The analytic results have an intuitively appealing mathematical structure that could be conjectured from Eq. (2). Noting that Eq. (2) is derived for the case with the product creation and decay rates being \( R = \theta k(\Gamma) \) and \( \gamma \), respectively, and that the creation rate and decay rate of mRNA (protein) are given by \( R_{TX} = \theta k_{TX}(\Gamma) \) \( [R_{TL} = m k_{TL}(\Gamma)] \) and \( \gamma_m(p) \), respectively, one can guess that the mean and variance of the mRNA (protein) level are given by Eqs. (2a) and (2b) with rate coefficient \( k \), reactant population-dependent rate factor \( \theta \), product decay rate \( \gamma \), and product level \( z \) being replaced by \( k_{TX} \) \( (k_{TL}) \), \( \theta(m) \), \( \gamma_m(p) \), and \( m(p) \), respectively. We find the conjecture is actually correct (Appendix D). The meaning and definition of each symbol in Eqs. (4) and (5) are the same as those of the corresponding symbol in Eq. (2).

In the limit where the fluctuations in \( \theta \), \( k_{TX} \), and \( k_{TL} \) are negligible, Eq. (5b) reduces to \( \eta_p^2 = \langle p \rangle^{-1} + \langle m \rangle^{-1} \gamma_p / \gamma_p \) \( \gamma_p + \gamma_m \), with \( \gamma_p / \gamma_p + \gamma_m \) being \( \chi_{pm} \) in this limit [see Eq. (S6-2) in the Supplemental Material [32]]. The latter result was previously obtained from the conventional gene network model without rate-coefficient fluctuations \([20,21]\) and was first identified as “intrinsic noise” in Ref. [20]. The intrinsic noise may be defined as the part of gene expression noise that can be described by a gene network model without any environment-coupled fluctuation in the rate parameters, while the extrinsic noise may be defined as the remaining part of the gene expression noise that arises from a coupling of the gene network model to external environments, i.e., the gene expression noise arising from the fluctuations in the rate parameters of the gene network. However, there has been controversy over the most appropriate definition of intrinsic noise or extrinsic noise [21,30,38,39], which is discussed in Appendix E in detail. An account of the relationship of the present theory to previous theories in this field is given in Note 5 of the Supplemental Material [32].

By substituting Eq. (4b) into Eq. (5b), we finally obtain the protein noise as the sum of the intrinsic noise, the extrinsic noise dependent on the RNAP-promoter interaction, and the extrinsic noise independent of the RNAP-promoter interaction:

\[ \eta_p^2 = \frac{1}{\langle p \rangle} + \eta_{p,\theta}^2 + \eta_{p,k}^2, \] (6)

with \( \alpha = \chi_{pm}^0 \langle p \rangle / \langle m \rangle = \chi_{pm}^0 (k_{TL}) / \gamma_p \), \( \eta_{p,\theta}^2 = \beta_{p,\theta} \eta_\theta^2 \), and \( \eta_{p,k}^2 = \beta_{pk_{TX}} \eta_{k_{TX}}^2 + \chi_{pk_{TX}}^0 \eta_{k_{TX}}^2 \). \( \chi_{pm}^0 \) stands for \( \chi_{pm} \) in the absence of transcription rate fluctuation. \( \beta_{p,\theta} \) or \( \beta_{pk_{TX}} \) denotes the susceptibility of the protein noise to the fluctuation in the transcription rate factor \( \theta \) or \( k_{TX} \). Analytic expressions of \( \alpha \), \( \beta_{p,\theta} \), and \( \beta_{pk_{TX}} \) are presented in Appendix D. Equation (6) provides a quantitative explanation of the cell-to-cell variation in each of CFP and mCherry levels in our experimental system [Figs. 3(b)–3(e)]. Figures 3(b) and 3(c) show the best global fit of Eq. (6) to the experimental data. Details of the data analysis are given in Appendix I. From the quantitative analysis of the protein noise with the use of Eq. (6), we could separately calculate the three terms on the rhs of Eq. (6). Examples are shown in Figs. 3(d) and 3(e) for the case where the value of RNAP noise is the same as 0.1, the typical noise value of abundant proteins in \( E. coli \) [16]. In addition, we could make an experimental estimation between the intrinsic noise and the extrinsic noise of the single gene expression noise for each of \( CFP \) and \( mCherry \) in our synthetic \( E. coli \) system (see Fig. 8 in the Supplemental Material [32] and Appendix F).

The first term on the rhs of Eq. (6) is designated by \( \langle \eta_{p,m}^2 \rangle \) and it may correspond to the previously identified intrinsic noise, which persists in the absence of environmental fluctuations. However, \( \langle \eta_{p,m}^2 \rangle \) is slightly dependent on the environmental fluctuations as discussed in Appendix D. The first term on the rhs of Eq. (6) is inversely proportional to the mean RNAP occupancy \( \langle \theta \rangle \) of the promoter because the mean protein level \( \langle p \rangle \) is given by

\[ \langle p \rangle = \langle p \rangle_{\max} \langle \theta(\zeta) \rangle, \] (7)

with \( \langle p \rangle_{\max} \approx \langle k_{TX} \rangle (k_{TL}) / \langle m \rangle \gamma_p \). Equation (7) can be obtained by substituting the expression of \( \langle m \rangle \) in Eq. (4a) into Eq. (5a). Figures 4(a) and 4(b) show the best global fit of Eq. (7) to the experimental data for the dependence of the mean protein level on the mean RNAP level and RNAP noise. As the mean RNAP occupancy \( \langle \theta(\zeta) \rangle \) of the promoter is slightly dependent on fluctuation in the RNAP-promoter interaction strength \( \zeta \), so are \( \langle p \rangle \) and \( \langle \eta_{p,m}^2 \rangle \). When \( \eta_{\zeta}^2 = 0 \),
the Supplemental Material [32], which is consistent with Eq. (6) may be identified as the extrinsic noise term, \( \eta \), originating from the environmental fluctuations. The second term, \( \eta \), originates from the environmental fluctuations. The second term, \( \eta \), originates from the environmental fluctuations. The second term, \( \eta \), originates from the environmental fluctuations.

The sum of the second and third terms on the rhs of Eq. (6) may be identified as the extrinsic noise \( (\eta^{\text{excess}})^2 \) that originates from the environmental fluctuations. The second term, \( \eta_{\theta} \), particularly designates the extrinsic protein noise originating from environment-coupled fluctuations in RNAP occupancy of the promoter. When the fluctuation in the RNAP-promoter interaction is not too large, the noise in the RNAP occupancy of the promoter can be related to the mean and noise of the promoter-RNAP interaction strength by \( \eta_{\theta} \approx \eta_{\theta}^2 (1 - \theta(\zeta))^2 \) [Eq. (S4-6) in the Supplemental Material [32]], so that the protein noise originating from the fluctuation in RNAP occupancy of the promoter is given by

\[
\eta_{\theta}^2 = \beta_p \theta (1 - \theta(\zeta))^2 \eta_{\theta}^2,
\]

which is in excellent agreement with our experimental results [Fig. 4(d)]. The result tells us that the extrinsic protein noise originating from the RNAP-promoter association step is proportional to the fluctuation in RNAP-promoter interaction strength \( \zeta \) and the square of the probability that the promoter is not occupied by RNAP. \( \eta_{\theta}^2 \) has the maximum value \( \eta_{\theta}^2 \approx \beta_p \theta(\zeta)^2 \) in the small RNAP-promoter interaction limit where \( \theta(\zeta) = 0 \) or \( \zeta = 0 \).

The third term, \( \eta_{p,k} \), collectively designates the protein noise propagated from environment-coupled fluctuations in the rate coefficients of transcriptional elongation and translation processes, so this term is independent of the RNAP-promoter interaction. In our system, the RNAP-promoter association step rather than the ensuing gene expression steps makes the major contribution to the extrinsic protein noise for a wide range of the RNAP level (Fig. 10 of the Supplemental Material [32]); \( \eta_{p,k}^2 \) is greater than \( \eta_{p,k}^2 \) as long as \( \theta(\zeta) < 1 - \sqrt{q} \) with \( q \equiv \eta_{p,k}^2 / \eta_{p,\theta}^2 \). The value of \( q \) is estimated to be 0.098 for CFP and 0.12 for mCherry (Table I). Parameter \( q \) serves as a measure of the relative magnitude between the protein noise originating from the RNAP-promoter association step and that...
TABLE I. Optimized values with the standard error of the adjustable parameters in Eqs. (6), (7), and (10) for our synthetic E. coli system with T7 RNAP transcription machinery. Each of the equations is compared with 54 experimental data points to extract the values of the three parameters in each row. Details of the data analysis are presented in Appendix I. The unit of $K_M$ in Table I is RNAP copy number. For E. coli, one copy number per cell corresponds to 1 nM approximately. The optimized values of $K_M$ are comparable to the previously reported value, 55 nM, of dissociation constant $K_d$ between T7 RNAP and T7 promoter $\Phi 10$ [52].

<table>
<thead>
<tr>
<th></th>
<th>$K_M$ (=1/$K$)</th>
<th>$\eta^2_{p,k}$</th>
<th>$\langle l \rangle_{\text{max}}$ ($\langle p \rangle_{\text{max}}$) (arb. units)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CFP</td>
<td>105 ± 3</td>
<td>0.31 ± 0.15</td>
<td>6952 ± 119</td>
</tr>
<tr>
<td>mCherry</td>
<td>37 ± 2</td>
<td>0.45 ± 0.23</td>
<td>7293 ± 224</td>
</tr>
<tr>
<td>$\eta^2_p$ [Eq. (6)]</td>
<td>$(1 + \alpha)/\langle p \rangle_{\text{max}}$</td>
<td>$\beta_{p,0}$</td>
<td>$\eta^2_{p,k}$</td>
</tr>
<tr>
<td>CFP</td>
<td>0.013 ± 0.004</td>
<td>0.44 ± 0.13</td>
<td>0.019 ± 0.004</td>
</tr>
<tr>
<td>mCherry</td>
<td>0.011 ± 0.013</td>
<td>0.76 ± 0.28</td>
<td>0.053 ± 0.016</td>
</tr>
<tr>
<td>$C_p$ [Eq. (10)]</td>
<td>$\beta_{p,0}$</td>
<td>$C_K$</td>
<td>$C_{p,k}$</td>
</tr>
<tr>
<td>CFP and mCherry</td>
<td>0.87 ± 0.17</td>
<td>0.21 ± 0.06</td>
<td>0.034 ± 0.003</td>
</tr>
</tbody>
</table>

originating from the transcriptional elongation and translation steps. The small value of parameter $q$ indicates that the extrinsic noise originating from the RNAP-promoter association step makes the dominant contribution to the extrinsic noise in our synthetic E. coli system with T7 RNAP transcription machinery.

E. Relative contribution of two extrinsic noise components $\eta^2_{p,0}$ and $\eta^2_{p,k}$ is manifested in the dependence of Fano factor on the mean RNAP occupancy of promoter

In the absence of environment-coupled fluctuations in the RNAP-promoter bound fraction and the rate coefficients of the transcriptional elongation and translation processes, $\eta^2_{p,0}$ and $\eta^2_{p,k}$ in Eq. (6) vanish so that the protein level Fano factor is simply given by $F_p(\equiv \langle \delta p^2 \rangle/\langle p \rangle) = \eta^2_p/\langle p \rangle = 1 + \alpha$, a constant independent of the mean RNAP occupancy $\langle \theta \rangle$ of the promoter. However, it has been experimentally observed that the protein level Fano factor is far from being constant in $\langle \theta \rangle$ and its dependence on $\langle \theta \rangle$ varies depending on the gene expression system [24]. An important question here is what information about extrinsic noise can be extracted from the dependence of the protein level Fano factor $F_p(\langle \theta \rangle)$ on the mean RNAP occupancy.

We find that the shape of $F_p(\langle \theta \rangle)$ contains information about the relative ratio of the two extrinsic noise components, $\eta^2_{p,0}$ and $\eta^2_{p,k}$, on the rhs of Eq. (6) or the value of parameter $q(=\eta^2_{p,k}/\eta^2_{p,0})$. From Eqs. (6) and (7), we obtain $F_p$ as the following third order polynomial in $\langle \theta \rangle$:

$$[F_p(\langle \theta \rangle) - F_p(1)]/\langle p \rangle_{\text{max}} \eta^2_{p,0} = \langle \theta \rangle (1 - \langle \theta \rangle)^2 - q(1 - \langle \theta \rangle),$$

given that $\theta_{\pi} \equiv \langle \theta \rangle$, which is the case in our experimental system [Fig. 4(c)]. The derivation of Eq. (8) and the expression of the Fano factor for the case where $\theta_{\pi}$ is far different from $\langle \theta \rangle$ are given in Appendix G. $F_p(\langle \theta \rangle)$ given in Eq. (8) has two different qualitative shapes depending on the value of parameter $q$. It is a nonmonotonic function with the single maximum at $\langle \theta \rangle^* = 3^{-1}(2 - \sqrt{1 - 3q})$ when $q < 1/3$ or when $3\eta^2_{p,k} < \eta^2_{p,0}$. On the other hand, when $q > 1/3$ or when $3\eta^2_{p,k} > \eta^2_{p,0}$, the Fano factor monotonically increases with $\langle \theta \rangle$ [Figs. 5(a) and 5(c); see also Fig. 11 in the Supplemental Material [32]].

According to the theoretical prediction, the Fano factor of CFP or mCherry expression in our E. coli system with T7 RNAP transcription machinery should have the single maximum at about $\langle \theta \rangle^* \approx 1/3$ because the value of parameter $q$ is about 0.1, far smaller than 1/3 in the system. Indeed, this is found to be the case [Fig. 5(d)]. The nonmonotonic dependence of the protein level Fano factor on the mean RNAP occupancy of the promoter was previously observed also for yEGFP gene expression under various transcription control mechanisms in Saccharomyces cerevisiae with similar size and shape [24] [Fig. 5(e); see also Fig. 12 and Table I in the Supplemental Material [32]]. The strong nonmonotonic shape of the Fano factor data suggests that the RNAP-promoter association step rather than the ensuing transcription or translation step makes the dominant contribution to the yEGFP gene expression variability in the S. cerevisiae system investigated in Ref. [24].

It is interesting that Eqs. (6) and (7) also provide a unified quantitative explanation of the global trend in the mean protein level dependence of the protein noise previously reported for the entire genome of wild-type E. coli and a comprehensive set of S. cerevisiae genes [Fig. 13(a) of the Supplemental Material [32]] [14,16], with only three adjustable parameters: $\alpha$, $\eta^2_{p,0}$, and $\eta^2_{p,k}$ (Table II of the Supplemental Material [32]). The extracted value of
parameter $q (= \eta_{p,k}^2 / \eta_{p,0}^2)$ is found to be much greater than 1/3 for these systems (Table III in the Supplemental Material [32]), for which the Fano factor should monotonically increase with the mean RNAP occupancy of the promoter or the mean gene expression level, as mentioned above. We find that this is indeed the case as shown in Fig. 13(b) of the Supplemental Material [32], where we display the experimental data for the protein level Fano factor for these systems and the result of Eq. (8) with the predetermined parameter values in Table II of the Supplemental Material. The linear dependence of the Fano factor on the mean protein level suggests that the extrinsic noise originating from RNAP-promoter association step makes the dominant contribution to the total extrinsic protein noise. In the opposite case, $q$ becomes very large and the Fano factor becomes a linear function of $<\theta>$, which is the case for the abundant proteins in the wild-type E. coli machinery. We confirm that, when a mCherry gene is expressed with E. coli RNAP under various E. coli RNAP promoters, the Fano factor almost linearly increases with the mean RNAP occupancy of the promoter or the mean mCherry level (Fig. 14 of the Supplemental Material [32]). Note that the Fano factor given in Eq. (8) becomes almost linear in the mean RNAP occupancy $<\theta>$ of promoter when $\eta_{p,k}^2$ is much greater than $\eta_{p,0}^2$. Consistently, the value of parameter $q (= \eta_{p,k}^2 / \eta_{p,0}^2)$ extracted from the Fano factor of mCherry expressed in wild-type E. coli is estimated to be of the order of $10^4$, which indicates that the protein noise originating from the RNAP-promoter association step is quite small for the mCherry expression by wild-type E. coli gene expression machinery.

It was recently reported that the noise of abundant proteins in wild-type E. coli is dominantly contributed from the transcription process consisting of the RNAP-promoter association and the ensuing transcriptional elongation [51]. Therefore, the result of our quantitative analysis in the previous paragraph indicates that the transcriptional elongation step rather than the RNAP-promoter association step makes the dominant contribution to the
cell-to-cell variation in the abundant protein levels in wild-type E. coli.

From our analysis of the global trends in the expression statistics for a comprehensive set of S. cerevisiae genes, shown in Fig. 13 in the Supplemental Material, we also find that the fluctuation in the size and shape of S. cerevisiae cells contributes to the protein noise originating from the post-transcriptional or translation process much more than it does to the protein noise originating from the RNAP-promoter association process. More details are presented in Appendix M. The relevance of the cell size and shape fluctuation on the cellular control over the gene expression levels varies depending on the cell type. In E. coli, the protein noise is found to be not so sensitive to the fluctuation in the cell size and shape [16].

F. Intrinsic (extrinsic) noise estimated by the dual reporter method

We make a separate estimation between the intrinsic noise \( \langle \eta_{\text{int}}^m \rangle^2 \) and extrinsic noise \( \langle \eta_{\text{ext}}^m \rangle^2 \) for each of CFP and mCherry by analyzing the dependence of the protein noise on the mean RNAP occupancy of the promoter in Sec. II D. The definition of the intrinsic and extrinsic noise composing the single gene expression noise is given below Eq. (6). In comparison, the dual reporter method [30], which has been widely used for separate estimation between the intrinsic and extrinsic noises, relies on different definitions of the intrinsic and extrinsic noises. In the dual reporter method, the extrinsic noise is defined as \( \langle \delta p_A \delta p_B \rangle / \langle p_A \rangle \langle p_B \rangle \equiv \langle \eta_{\text{dual}}^\text{ext} \rangle^2 \) and the intrinsic noise is defined as \( 2^{-1} \langle (p_A/p_A - p_B/p_B) \rangle^2 \equiv \langle \eta_{\text{dual}}^\text{int} \rangle^2 \), so that \( \langle \eta_{\text{dual}}^\text{ext} \rangle^2 + \langle \eta_{\text{dual}}^\text{int} \rangle^2 = 2^{-1} \langle \eta_{p_A}^2 + \eta_{p_B}^2 \rangle \) (Appendix F), where \( p_A \) and \( p_B \) represent the expression levels of two reporter genes. Recently, a legitimate question was raised regarding the consistency between the intrinsic (extrinsic) noise of the single gene expression and the intrinsic (extrinsic) noise estimated by the dual reporter method [39] (Appendix E).

To investigate this issue, we obtain the analytic results for the intrinsic and extrinsic noises defined in the dual reporter method by considering the dual gene network model shown in Fig. 6(a) (Appendix J), and find the following two inequalities: \( \langle \eta_{\text{dual}}^\text{ext} \rangle^2 \leq 2^{-1} \langle \eta_{\text{ext}}^m \rangle^2 + \langle \eta_{\text{ext}}^p \rangle^2 \) [Eq. (39)] and \( \langle \eta_{\text{dual}}^\text{int} \rangle^2 \geq 2^{-1} \langle \eta_{\text{int}}^m \rangle^2 + \langle \eta_{\text{int}}^p \rangle^2 \) [Eq. (J10)], where \( \langle \eta_{\text{int}}^m \rangle^2 \) and \( \langle \eta_{\text{ext}}^m \rangle^2 \) designate the intrinsic noise part and the extrinsic noise part of the single gene expression noise defined below Eq. (7). The latter inequality is consistent with the simulation result reported in Ref. [39]. The intrinsic (extrinsic) noise defined in the dual reporter method can be the same as the average single gene intrinsic (extrinsic) noise when the environment-coupled fluctuation of rate parameters in the expression network of gene A has the perfect positive correlation with that of the corresponding rate parameters in the expression network of gene B (Appendix J). To our surprise, the dual reporter method provides a good estimation of the intrinsic and extrinsic parts of the single gene expression noise in our system (Fig. 15 of the Supplemental Material [32]). This result indicates that, in our system, the primary source of the extrinsic noise is the fluctuations in the global environmental factors that influence the expression of every gene in the same fashion, which produce a positive correlation between the expression levels of two independent genes.

G. Environment-induced correlation between the expression levels of reporter genes has two components with different origins and dependence on the promoter strength

Fluctuations in the global environmental variables such as the cellular levels of RNAP, transcription factors, and ribosomes produce a positive correlation between the expression levels of two independent genes without any cross-regulation mechanism [17,30]. To quantitatively investigate the environment-induced correlation between the expression levels of two independent genes, we consider the dual gene expression model shown in Fig. 6(a) and compare the prediction of the theoretical model with our experiment results for the dependence of the environment-induced correlation between CFP and mCherry on the RNAP level.

The stochastic kinetic equation setup for the dual gene expression network in Fig. 6(a) is given by

\[
\frac{\partial \psi_{m_A,m_B,p_A,p_B}(\Gamma, t)}{\partial t} = L^R_A(m_A, p_A, \Gamma) + L^R_B(m_B, p_B, \Gamma) + L(\Gamma)|\psi_{m_A,m_B,p_A,p_B}(\Gamma, t)|,
\]

where \( \psi_{m_A,m_B,p_A,p_B}(\Gamma, t) \) denotes the joint probability density that a cell contains \( m_A \) copies of mRNA and \( p_A \) copies of protein created from gene A and \( m_B \) copies of mRNA and \( p_B \) copies of protein created from gene B and that the hidden environment coupled to the gene expression network is at state \( \Gamma \) at time \( t \). \( L^R_A(m_X, p_X, \Gamma) \) is the mathematical operator describing the time evolution of the joint probability density due to the creation and annihilation processes of mRNA and protein generated from gene \( X \in \{A, B\} \), which is given by

\[
R^{(X)}_m(\Gamma)[E^{-1}_m - 1] - \gamma^{(X)}_m[1 - E^{-1}_m]m_X + R^{(X)}_p(\Gamma, m_X)[E^{-1}_p - 1] - \gamma^{(X)}_p[1 - E^{-1}_p]p_X.
\]

Here, \( R^{(X)}_m(\Gamma) \) and \( R^{(X)}_p(\Gamma, m_X) \) denote, respectively, the transcription rate \( k^{(X)}_m(\Gamma) \theta(K_N N_R) \) and the translation rate \( k^{(X)}_p(\Gamma)m_X \) in the expression process of gene \( X \); \( \gamma^{(X)}_m \) and \( \gamma^{(X)}_p \) designate the decay rates of the mRNA and protein generated from gene \( X \), respectively. The notation is
FIG. 6. Quantitative analysis of the environment-induced correlation between the expression levels of dual reporter genes. (a) Our gene expression network model for the dual reporter system expressing gene A (CFP) and gene B (mCherry). (b) The best global fit of Eq. (10) with Eq. (11) to the experimental data for the dependence of the mean scaled correlation on the mean RNAP level and RNAP noise. See Eq. (13) for the expression of Eq. (10) in terms of the control variables in the experiment. (c)–(e) The environment-induced correlation between the CFP \((p_A)\) and mCherry \((p_B)\) levels measured by \(C_p=\langle\delta p_A\delta p_B\rangle/\langle(p_A)\langle(p_B)\rangle\rangle\), \(\phi_p=\langle\delta p_A\delta p_B\rangle/\sqrt{\langle\delta p_A^2\rangle\langle\delta p_B^2\rangle}\), and \(\langle\delta p_A\delta p_B\rangle\). They have two components: one originating from the correlated fluctuations of \(\theta_A\) and \(\theta_B\) (red surface) and the other from the correlated fluctuation of \(\tilde{k}_A^x(TL)\) and \(\tilde{k}_B^x(TL)\) (blue surface). (f)–(h) Dependence of \(C_p\), \(\phi_p\), and \(\langle\delta p_A\delta p_B\rangle\) on \(\theta_A\). In our system, \(\theta_A\) is dependent on \(\theta_B\) (Table I). The red (blue) line represents the contribution of the red (blue) surface in (c)–(e). In (i), the theory curve represents the best fit of Eq. (10) to experimental data. In (g) and (h), the theory curves represent the prediction of Eqs. (6), (7), and (10) with predetermined parameter values in Table I. (i) \(C_p\) linearly increases with the probability that both promoters of CFP and mCherry are unoccupied by RNAP. (j) The joint distribution of CFP and mCherry levels represented by heat map (experiment) and the contour plot (joint gamma distribution). See Fig. 16 of Supplemental Material [32] and Appendix K for more details. Near the most probable protein level, \((p_A^*, p_B^*)\), the joint distribution becomes the two-dimensional Gaussian (Note 8 in and Fig. 17 in Supplemental Material [32]) with standard deviation \(\sigma_+\) (\(\sigma_-\)) along the positive (negative) diagonal direction. (k) Dependence of \(\sigma_+ / \sigma_-\), \(\eta_{\text{dual}}^\text{ext} / \eta_{\text{dual}}^\text{int}\), and \(\eta_{\text{dual}}^\text{ext} / \eta_{\text{dual}}^\text{int}\) on \(\theta_A\). \(\sigma_+ / \sigma_- > \eta_{\text{dual}}^\text{ext} / \eta_{\text{dual}}^\text{int} \geq \eta_{\text{dual}}^\text{ext} / \eta_{\text{dual}}^\text{int}\). The value of the RNAP noise \(\eta_{\text{RNAP}}^2\) is the same as in Figs. 3(d) and 5(e).
analogue to that used in the single gene network model in Fig. 3(a). As in Eq. (3), \( L(\Gamma) \) denotes the mathematical operator describing the time evolution of \( \psi_{m_1 m_2 p_1 p_2}(\Gamma, t) \) due to dynamics of a hidden environment coupled to the gene expression network, whose explicit mathematical form is unknown. Applying \( \sum_{m_1 p_1=0}^{\infty} \cdots \sum_{m_2 p_2=0}^{\infty} (-\cdot \cdot) \) on both sides of Eq. (9), one can recover Eq. (3) for \( \psi_{m_1 m_2 p_1 p_2}(\Gamma, t) \). From Eq. (9), we obtain the analytic result of the mean scaled correlation \( C_p \equiv \langle \delta p_A \delta p_B \rangle / \langle (p_A) (p_B) \rangle \) between the expression levels of two independent genes (Appendix H). The result reads as

\[
C_p = C_{p,\theta} + C_{p,\kappa},
\]

with \( C_{p,\theta} = \beta_{p_0}^C \bar{C}_p \) and \( C_{p,\kappa} = \beta_{p_{kX,kY}}^C \bar{C}_{kX} + \chi_{p_{kX,kY}}^C \bar{C}_{kY} \). Here, \( \bar{C}_x \) denotes the mean scaled correlation between quantity \( x_A \) associated with gene \( A \) and quantity \( x_B \) associated with gene \( B \); i.e., \( \bar{C}_x = \langle \delta x_A \delta x_B \rangle / \langle (x_A) (x_B) \rangle \). Note that the correlation between the protein levels has two different components: \( C_{p,\theta} \) originating from the correlation \( \theta \) between the RNAP occupancies of the promotors and \( C_{p,\kappa} \) originating from the correlation \( \kappa \) between the rate coefficients of transcriptional elongation or translation processes of the two reporter genes. The proportionality coefficient \( \beta_{p_0}^C \) or \( \chi_{p_{kX,kY}}^C \) denotes the susceptibility of the product correlation to the source correlation \( C_x \), whose analytic expression is presented in Appendix H.

Equation (10) provides a quantitative explanation of our experimental data for the dependence of \( C_p \) on the mean and noise of RNAP level variability [Fig. 6(b)]. The values of the three parameters extracted from the quantitative analyses are collected in the third row of Table I.

The first term on the rhs of Eq. (10) originates from the environment-induced correlation \( \theta \) between the RNAP occupancy of the promoter of the one reporter gene and that of the promoter of the other reporter gene. Because \( C_{p,\theta} \) is approximately given by \( C_{p,\theta} \equiv C_z \sum_{\theta} \bar{C}_{pA} \bar{C}_{pB} = \bar{K}_{pA} \bar{K}_{pB} \bar{N}_{RP} \) [see Eq. (S7-6) in Note 6 of the Supplemental Material [32]], \( C_{p,\theta}(=\beta_{p_0}^C \bar{C}_p \bar{C}_\theta) \) can be written as

\[
C_{p,\theta} \equiv C_z \sum_{\theta} \bar{C}_{pA} \bar{C}_{pB} = \bar{K}_{pA} \bar{K}_{pB} \bar{N}_{RP} \equiv \bar{K}_{pA} \bar{K}_{pB} \bar{N}_{RP} \equiv \bar{K}_{pA} \bar{K}_{pB} \bar{N}_{RP}
\]

with \( \sum_{\theta} \bar{C}_{pA} \bar{C}_{pB} \) given in Eq. (11) are shown as the red surface in Fig. 6(c) and the red lines in Figs. 6(f) and 6(i). Equation (11) tells us that \( C_{p,\theta} \) is directly proportional to \( \langle \theta \bar{C}_{pA} \rangle \). The latter quantity is approximately equal to the probability that both promotores of the reporter genes are simultaneously unoccupied by RNAP, because \( \theta \bar{C}_{pA} \equiv \langle \theta \bar{C}_{pA} \rangle \) [Fig. 4(c)]. It makes sense because, unless both promotores are unoccupied by RNAP at the same time, intracellular RNAP level fluctuations could not affect the expression of both genes simultaneously to produce any correlation in the gene expression. It can be shown that \( \bar{N}_{RP} \) should be the same as \( C_{p,\theta} \) for the ideal, symmetric dual reporter system with perfectly correlated fluctuations in the environment-coupled parameters (Appendix J). Therefore, the quadratic dependence of \( \bar{N}_{RP} \) on \( -\theta \) shown in Fig. 4(d) is consistent with Eq. (11).

In comparison, the second term, \( C_{p,\kappa} \), on the rhs of Eq. (10) originates from environment-coupled correlated fluctuations in the transcriptional elongation and translation processes, so it is independent of the RNAP unbound probability of the promoter [blue surface in Fig. 6(c) and the blue lines in Figs. 6(f) and 6(i)]. Consequently, \( C_p \) comprising \( C_{p,\theta} \) and \( C_{p,\kappa} \) should be linear in the probability that both promotores of the reporter genes are simultaneously unoccupied by RNAP, as demonstrated in Fig. 6(f).

Very recently, it was reported that \( C_p \) is a linearly increasing function of RNAP noise [51] [Fig. 6(b)]. The experimental can be easily understood by noting that the first term on the rhs of Eq. (10) or \( C_{p,\theta} \) given in Eq. (11) is linearly proportional to the RNAP noise, because \( C_{p,\theta} \propto \bar{K}_{pA} \bar{K}_{pB} \bar{N}_{RP} \) (Note 7 in the Supplemental Material [32]), and the second term, \( C_{p,\kappa} \), on the rhs of Eq. (10) is independent of the RNAP noise because it originates from the environment-coupled fluctuations in the transcriptional elongation and translation processes.

With Eqs. (6), (7), and (10) at hand, one can also calculate the standardized correlation \( \phi_p \) and the covariance \( \langle \delta p_A \delta p_B \rangle \), which are other measures of the environment-induced correlation between \( p_A \) and \( p_B \), by \( \phi_p = \bar{C}_p / \bar{N}_{RP} \) and \( \langle \delta p_A \delta p_B \rangle = \bar{C}_p \bar{N}_{RP} \) [Figs. 6(d) and 6(e)]. Using the latter equations and the values of the parameters in Table I extracted from the quantitative analyses shown in Figs. 3, 4, and 6(b), we predict the values of \( \phi_p \) and \( \langle \delta p_A \delta p_B \rangle \) for our experimental system. The theoretical prediction is in remarkable agreement with the experimental data, as demonstrated in Figs. 6(g) and 6(h).

The data in each of Figs. 6(f)–6(h) show one of the three different measures of the environment-induced correlation between the expression levels of dual reporter genes for six different values of the mean RNAP level or the mean RNAP-promoter interaction strength when the value of RNAP noise among the cells is 0.1, the typical noise value of abundant proteins in \( \text{E. coli} \). Because \( \bar{K}_{pA} \equiv \bar{K}_{pB} \bar{N}_{RP} \) is different from \( \bar{K}_{pA} \equiv \bar{K}_{pB} \bar{N}_{RP} \) for a given value of \( \bar{N}_{RP} \) (Table I), \( \theta \bar{C}_{pA} \) is also different from \( \theta \bar{C}_{pB} \), as shown in the inset of Fig. 6(f).

Our analyses of the data in Figs. 6(f)–6(h) show that the environment-induced correlation between the expression levels of the dual reporter genes can be decomposed into two components, one originating from environmental fluctuations in the RNAP-promoter association step, which
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is represented by the red lines, and the other originating from the environmental fluctuations in the ensuing gene expression steps, represented by the blue lines. The relative contributions of the two components to the environment-induced correlation between the expression levels of the dual reporter genes are various depending on the RNAP-promoter interaction strength and the type of the experimental measure of the environment-induced correlation between the gene expression levels. However, to any measure of the environment-induced correlation between the expression levels of the dual reporter genes, the contribution of environmental fluctuations in the RNAP-promoter association step can be greater than that of environmental fluctuations in the ensuing gene expression steps only when the probability that both promoters of the reporter genes are unbound to RNAP is greater than some critical value, i.e., only when $[1 - \theta(\xi_A)][1 - \theta(\xi_B)] > q_C = (C_{p,k}/C_{p,F})$. The value of parameter $q_C$ is found to be 0.12 in our system [Fig. 6(i) and Table I].

It is interesting that the standardized correlation $\theta_p$ is quite robust with respect to changes in the RNAP-promoter interaction strength $\xi_A$ or in $\theta(\xi_B)$ in contrast with the mean scaled correlation $C_p,$ or the absolute covariance $\langle \delta p_A \delta p_B \rangle$ between the expression levels of dual reporter genes. The result of the present analysis shown in Fig. 6(g) indicates that $\theta_p,$ contributed from the environmental fluctuations in the RNAP-promoter interaction step (red line) mostly decreases with the RNAP-promoter interaction strength, whereas $\phi_p,$ contributed from the correlated environmental fluctuation in the ensuing gene expression steps (blue line) increases with the RNAP-promoter interaction strength, so that the sum of the two contributions becomes nearly independent of the RNAP-promoter interaction strength.

The entire shape of the joint distribution is well described by the joint gamma distribution [Fig. 6(j) herein and Fig. 16 of the Supplemental Material [32]; see also Appendix K]. Near its maximum, the joint distribution of the standardized protein levels are approximated by the two-dimensional Gaussian (Note 8 of the Supplemental Material [32]), which elongates along the positive diagonal direction as long as $\phi_p = \langle \delta p_A \delta p_B \rangle / \sqrt{\langle \delta p_A^2 \rangle \langle \delta p_B^2 \rangle}$ is positive (Fig. 17 of the Supplemental Material [32]); the ratio of the standard deviation $\sigma_\psi,$ along the positive diagonal direction to $\sigma_-,$ along the negative diagonal direction is given by $\sigma_+ / \sigma_- = \sqrt{(1 + \phi_p)}/(1 - \phi_p)$ (Appendix L). We find that $\sigma_+ / \sigma_-,$ is always greater than the ratio of the extrinsic noise to the intrinsic noise as shown in Fig. 6(k), although the two quantities were considered to be the same in quite a bit of the literature [30,33,53–55]. In an ideally symmetric dual reporter system in which $\langle p_A \rangle$ and $\langle p_B \rangle$ are exactly the same as $\langle p_B \rangle$ and $\langle p_A \rangle,$ $\sigma_+ / \sigma_-,$ is given by $\sqrt{1 + 2(\eta^\text{ext}_\text{dual}/\eta^\text{int}_\text{dual})^2},$ which is always greater than $\eta^\text{ext}_\text{dual}/\eta^\text{int}_\text{dual}$ [see Eq. (L4)]. In an asymmetric dual reporter system, $\sigma_+ / \sigma_-,$ is greater than $\sqrt{1 + 2(\eta^\text{ext}_\text{dual}/\eta^\text{int}_\text{dual})^2}$ [see Eq. (L5)]. That is to say, $\sigma_+ / \sigma_-,$ is greater than $\eta^\text{ext}_\text{dual}/\eta^\text{int}_\text{dual}$ in any case.

The stochastic kinetics introduced herein can be easily extended to investigate the more complex gene networks or other types of intracellular networks interacting with a hidden environment, which is expected to contribute to advances in diverse fields of modern science where the quantitative understanding of the chemical fluctuation and its consequence is or will be of great importance. Some predictions and suggestions for new experiments are presented in Appendix M.
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**APPENDIX A: DERIVATION OF EQ. (2) FROM EQ. (1)**

From Eq. (1), the equation of motion for the first two moments of product number $z$ are obtained:

$$\frac{\partial}{\partial t} \langle z \rangle(\Gamma, t) = R(\Gamma)\psi(\Gamma, t) - \gamma(z) \langle z \rangle(\Gamma, t) + L(\Gamma)\langle z \rangle(\Gamma, t),$$  

(A1)

$$\frac{\partial}{\partial t} \langle z(z - 1) \rangle(\Gamma, t) = 2R(\Gamma)\langle z \rangle(\Gamma, t) - 2\gamma(z(z - 1)) \langle z \rangle(\Gamma, t) + L(\Gamma)\langle z(z - 1) \rangle(\Gamma, t).$$  

(A2)

Here, $\langle z \rangle(\Gamma, t)$ and $\psi(\Gamma, t)$ designate $\sum_{z=0}^\infty \langle z \rangle \psi_z(\Gamma, t)$ and $\sum_{z=0}^\infty \psi_z(\Gamma, t),$ respectively. $\langle z \rangle$ denotes the falling factorial defined by $$(z)_{\gamma} = z(z - 1)(z - 2)\ldots(z - l + 1).$$ From the Laplace transforms of Eqs. (A1) and (A2), we obtain the formal results for the first two moments in the Laplace domain as follows:

$$\hat{\mu}_1(\Gamma, u) = [u + \gamma - L(\Gamma)]^{-1} R(\Gamma)\hat{\psi}(\Gamma, u),$$  

(A3)
\[ \hat{\mu}_2(\Gamma, u) = \left[ u + 2\gamma - L(\Gamma) \right]^{-1}2 \Gamma \hat{\mu}_1(\Gamma, u). \quad (A4) \]

Here, \( \hat{\mu}_1(\Gamma, u) \) denotes the Laplace transformation of \( \mu_1(\Gamma, t) \) over \( t \); i.e., \( \hat{\mu}_1(\Gamma, u) = \int_0^\infty dt \exp(-ut) \mu_1(\Gamma, t). \)

The formal solutions in Eqs. (A5) and (A4) can be written as

\[ \hat{\mu}_1(\Gamma, u) = \int d\Gamma_0 \hat{G}(\Gamma, u + \gamma \Gamma_0) \hat{R}(\Gamma_0, u), \quad (A5) \]

\[ \hat{\mu}_2(\Gamma, u) = 2 \int d\Gamma_0 \hat{G}(\Gamma, u + 2\gamma \Gamma_0) \hat{R}(\Gamma_0, u) \hat{\mu}_1(\Gamma, u), \quad (A6) \]

where \( \hat{G}(\Gamma, u | \Gamma_0) \) is the Green’s function in the Laplace domain defined by \( \hat{G}(\Gamma, u | \Gamma_0) = [u - L(\Gamma)]^{-1} \delta(\Gamma - \Gamma_0). \)

By substituting the latter definition into Eqs. (A5) and (A6) and by performing the integration over \( \Gamma_0 \), one can easily recover Eqs. (A3) and (A4). The time-domain expression for the Green’s function is given by \( G(\Gamma, t | \Gamma_0) = \exp(t L(\Gamma)) \delta(\Gamma - \Gamma_0), \) which satisfies \( \partial_t G(\Gamma, t | \Gamma_0) = L(\Gamma) G(\Gamma, t | \Gamma_0), \) with the initial condition \( \lim_{t \to 0} G(\Gamma, t | \Gamma_0) = \delta(\Gamma - \Gamma_0). \) The Green’s function describes the probability that the environment is at state \( \Gamma \) at time \( t \), given that it was at state \( \Gamma_0 \) at time 0. Because of the normalization condition, we have \( \int d\Gamma G(\Gamma, t | \Gamma_0) = 1 \) or \( \int d\Gamma \hat{G}(\Gamma, u | \Gamma_0) = u^{-1}. \)

By taking integration of Eqs. (A5) and (A6) over \( \Gamma \) and by using the latter identity, one obtains

\[ \hat{\mu}_1(u) = \int d\Gamma \hat{\mu}_1(\Gamma, u) = \frac{1}{u + \gamma} \int d\Gamma_0 \hat{R}(\Gamma_0, u) \hat{\psi}(\Gamma_0, u), \quad (A7) \]

\[ \hat{\mu}_2(u) = \int d\Gamma \hat{\mu}_2(\Gamma, u) = \frac{2}{u + 2\gamma} \int d\Gamma_0 \hat{R}(\Gamma_0, u) \hat{\mu}_1(\Gamma, u). \quad (A8) \]

To obtain the steady-state expression of \( \langle z \rangle \) and \( \langle z(z - 1) \rangle \), we turn to the Tauberian theorem; i.e., \( \lim_{t \to 0} u \tilde{f}(u) = \lim_{t \to 0} f(t). \) By multiplying both sides of Eq. (A7) by \( u \) and taking the small limit \( u \to 0 \), we obtain the steady-state limit expression of \( \langle z \rangle \) as

\[ \langle z \rangle = \gamma^{-1} \int dt R(\Gamma) \psi(\Gamma) = \langle R \rangle / \gamma, \quad (A9) \]

where \( \psi(\Gamma) \) denotes the steady-state distribution of environmental state \( \Gamma \), which is defined by \( \psi(\Gamma) = \lim_{t \to \infty} \psi(\Gamma, t) = \lim_{u \to \infty} u \tilde{\psi}(\Gamma, u). \) Similarly, we obtain the steady-state expression of \( \langle z(z - 1) \rangle \) by substituting Eq. (A5) into the rhs of the second equality of Eq. (A8), one obtains

\[ \hat{\mu}_2(u) = \frac{2}{u + 2\gamma} \int d\Gamma \hat{R}(\Gamma) \hat{\psi}(\Gamma, u), \quad (A10) \]

From Eq. (A10), we obtain the steady-state limit expression of \( \langle z(z - 1) \rangle \) by using the Tauberian theorem as follows:

\[ \langle z(z - 1) \rangle = \gamma^{-1} \int_0^\infty dt e^{-\gamma t} \langle R(t) R(0) \rangle \]

\[ = \gamma^{-1} \int_0^\infty dt e^{-\gamma t} \langle \delta R(t) \delta R(0) \rangle + \langle z \rangle^2. \quad (A11) \]

Here, \( \langle R(t) R(0) \rangle \) is the time-correlation function of \( R \) defined as \( \langle R(t) R(0) \rangle = \int d\Gamma \int d\Gamma_0 R(\Gamma, t | \Gamma_0) R(\Gamma_0, 0) \psi(\Gamma_0). \) In the last line of Eq. (A11), \( \delta R \) stands for \( R - \langle R \rangle. \)

Equations (2a) and (2b) result from Eqs. (A9) and (A11), unless the rate coefficient \( k \) is correlated with the reactant population-dependent rate factor \( \theta. \) Noting that the reaction rate is given by \( R = k \theta, \) we have \( \langle R \rangle \approx \langle k \rangle \langle \theta \rangle \) and obtain Eq. (2a) from Eq. (A9). In addition, the mean scaled time-correlation function \( \langle \delta R(t) \delta R(0) \rangle / \langle R \rangle^2 \) can be written in terms of the time-correlation functions of \( k \) and \( \theta, \)

\[ \frac{\langle \delta R(t) \delta R(0) \rangle}{\langle R \rangle^2} \]

\[ \approx \frac{\langle k(t) k(0) \rangle \langle \theta(t) \theta(0) \rangle - \langle k \rangle^2 \langle \theta \rangle^2}{\langle k \rangle^2 \langle \theta \rangle^2} \]

\[ = \left[ \langle \delta k(t) \delta k(0) \rangle + \langle k \rangle^2 \right] \left[ \langle \delta \theta(t) \delta \theta(0) \rangle + \langle \theta \rangle^2 \right] - \langle k \rangle^2 \langle \theta \rangle^2 \]

\[ - \frac{\eta_0^2 \phi_k(t) + \eta_0^2 \phi_0(t) + \eta_0^2 \phi_0(t) \phi_0(t)}{\langle \delta q \rangle^2} \]

where \( \eta_0^2 = \langle \delta q \rangle^2 / \langle q \rangle^2 \) and \( \phi_0(t) = \langle \delta q(t) \delta q(0) \rangle / \langle \delta q \rangle^2. \) Substituting Eq. (A12) into Eq. (A11), we obtain Eq. (2b).

**APPENDIX B: SUSCEPTIBILITY OF THE PRODUCT NOISE TO THE RATE FLUCTUATION INCREASES WITH THE TIME SCALE OF RATE FLUCTUATION**

In Eq. (2b), the magnitude of the susceptibility, \( \chi_{z5} \) or \( \chi_{z(k, \theta)} \), increases with the fluctuation time scale of the rate factor fluctuation. We consider the simple example where \( \phi(t) = \exp(-t / \tau_s) \) with \( s \in \{ k, \theta \} \), where \( \tau_s \) is the relaxation time scale of \( s \). We obtain \( \chi_{z5} = \gamma \tau_s / \left( 1 + \gamma \tau_s \right) \) and \( \chi_{z(k, \theta)} = \gamma \tau_{k, \theta} / \left( 1 + \gamma \tau_{k, \theta} \right), \) where \( \tau_{k, \theta} \) is the reduced lifetime defined by \( \tau_{k, \theta} = \tau_k \tau_\theta / (\tau_k + \tau_\theta). \) Since \( \tau_{k, \theta} \) decreases with \( \tau_k \) or \( \tau_\theta \). The result shows that the susceptibilities \( \chi_{z5} \), \( \chi_{z(k, \theta)} \), and \( \chi_{z(k, \theta)} \) increase with the fluctuation time scales, \( \tau_k \) and \( \tau_\theta \), of the rate factors \( k \) and \( \theta \). In the statically disordered limit where \( \phi(t) = \phi_0(t) = 1, \chi_{z5} \) and \( \chi_{z(k, \theta)} \) assume the maximum value, unity. However, due to the dynamic fluctuation of the
rate factors, the susceptibilities are less than unity and dependent on the detailed shape of the time-correlation function $\phi_s(r)$ of the rate factor $s \in \{ k, \theta \}$ and the inverse lifetime $\gamma$ of the product molecule.

It is general characteristics of dynamic heterogeneity that effects of heterogeneity decrease with the speed of dynamics. For example, in spectroscopy, the absorption line shape of a chromophore broadened by heterogeneous environments surrounding the chromophore gets narrower as the speed of environmental dynamics increases [56,57]. As another example, we mention Zwanzig's enzyme model with a fluctuating bottleneck whose catalytic rate is determined by the area of the bottleneck. The effects of the heterogeneity in the reaction rate on the shape of enzymatic turnover time distribution decreases with the speed of the rate fluctuation [58].

**APPENDIX C: DETAILS OF THE VIBRANT REACTION MODELS CONSIDERED IN FIG. 2**

In the absence of the rate fluctuation, the product noise becomes the Poisson noise; i.e., $\eta^2_r = 1/(z)$. However, the reaction rate fluctuation makes the product noise deviate from the Poisson noise. The Fano factor $F_z = \langle \delta z^2/(z) \rangle = \eta^2_r(z)$, which measures deviation of the product noise from the Poisson noise, depends on the dynamic fluctuation of the product creation rate through the single quantity, $\phi_R(\gamma)F_R$; i.e.,

$$F_z = 1 = \hat{\phi}_R(\gamma)F_R. \quad \text{(C1)}$$

When $\phi_R(t)$ is a monotonically decaying function of $t$, $F_z(\gamma)$ is a monotonically decaying function of $\gamma$ [Fig. 2(b)]. However, when $\phi_R(t)$ is an oscillating function of $t$ [59], $F_z(\gamma)$ can be a nonmonotonic function of $\gamma$ [Fig. 2(c)].

Note that the response of the product number fluctuation to the environment-coupled rate-coefficient fluctuation is determined only by the time-correlation function of the rate-coefficient fluctuation and the product decay rate irrespective of microscopic details of environmental dynamics or its coupling to the rate coefficient [Eq. (C1)]. The correctness of the theoretical result is tested against stochastic simulation results for a couple of exactly solvable models.

In the model considered in Fig. 2(b), the rate coefficient is given by $k(r) = k_0 + kr^2$, where $r$ is the stationary Gaussian Markov process, the mean and the time-correlation function of which are given by $\langle r(t) \rangle = 0$ and $\phi_r(t) = \langle r(t)r(0) \rangle / \langle r^2 \rangle = e^{-ktr}$, respectively. $\langle r^2 \rangle$ denotes the variance of $r$. The stochastic process $r(t)$ is known as the Ornstein-Uhlenbeck (OU) process [46]. The time-evolution operator $L(r)$ describing the stochastic dynamics of the OU process is well known as

$$L(r) = \langle r^2 \rangle \lambda_r \frac{\partial}{\partial r} \left( \frac{\partial}{\partial r} + \frac{r}{\langle r^2 \rangle} \right). \quad \text{(C2)}$$

For example, the time evolution of the probability distribution $\psi(r,t)$ describing the position of a strongly damped harmonic oscillator at time $t$ is given by $\partial \psi(r,t)/\partial t = L(r)\psi(r,t)$ [60]. The reaction model considered in Fig. 2(b) is similar to Zwanzig's enzyme, whose catalytic rate is controlled by the product escape process out of the enzyme's active site though a bottleneck channel with a fluctuating radius [58]. For both models, the time-correlation function $\phi_k(i) = \langle 2 \delta k(t) \delta k(0) \rangle / \langle \delta k^2 \rangle$ of the rate-coefficient fluctuation is given by $\phi_k(i) = e^{-\beta i}$, with $\gamma + \lambda$. By substituting the latter equation into Eq. (C1), we get

$$F_z - 1 = (\gamma + \lambda)^{-1}F_k, \quad \text{(C3)}$$

which is a monotonically decreasing function of $\gamma + \lambda$.

In the model considered in Fig. 2(c), the rate coefficient is given by $k(r) = k \exp(-\beta r)$. $k$ and $\beta$ are constant parameters. $r$ is a stationary Gaussian non-Markov process with the mean and the time-correlation function given by $\langle r(t) \rangle = 0$ and $\phi_r(t) = e^{-\beta t} \cos(\omega t) + (\gamma/\omega) \sin(\omega t)$ with $\omega = \sqrt{\omega_0^2 - \lambda^2}$, respectively. The best known example of the latter stochastic process may be the position $r(t)$ of a weakly damped harmonic oscillator with mass $m$ and natural frequency $\omega_0$ under a weak frictional force, $2m\lambda dr/dt$ [61]. This non-Markov process can be represented by two-dimensional coupled Markov processes [62]. In this model, our environmental state vector has two components, $\Gamma = \{ r, v \}$, and the corresponding time-evolution operator is given by

$$L(r,v) = -v \frac{\partial}{\partial v} + a_0^2 \frac{\partial}{\partial v} + 2\lambda \frac{\partial}{\partial v} \left[ v + \langle r^2 \rangle a_0^2 \frac{\partial}{\partial v} \right]. \quad \text{(C4)}$$

The rate coefficient of an electron transfer reaction between two molecular units of which separation is fluctuating around a mean value may be represented by the model. For this model, $\phi_k(t)$ is given by

$$\phi_k(t) = \frac{e^{\beta \langle r^2 \rangle} \phi_k(0)}{e^{\beta \langle r^2 \rangle} - 1}. \quad \text{(C5)}$$

Substituting Eq. (C5) into Eq. (C1), we calculate the Fano factor $F_z(\gamma)$ numerically. For this model, it is not easy to obtain the exact expression of $F_z(\gamma)$; however, when parameter $\beta^2 \langle r^2 \rangle$ is small, $F_z(\gamma)$ can be approximated by

$$F_z(\gamma) \cong \frac{\beta^2 \langle r^2 \rangle}{e^{\beta \langle r^2 \rangle} - 1} \frac{\gamma + 2\lambda}{(\gamma + \lambda)^2 + \omega^2} F_k. \quad \text{(C6)}$$
$F_z(\gamma)$ in Eq. (C6) is a nonmonotonic function of $\gamma$ that has a peak centred around $\gamma^* = a_0 - 2\lambda$ when $a_0 > 2\lambda$. When $a_0 \leq 2\lambda$, $F_z(\gamma)$ becomes a monotonically decaying function of $\gamma$.

In Note 10 in the Supplemental Material [32], we present details of the stochastic simulation method that we use to confirm the correctness of our theoretical results for the two exactly solvable models discussed here.

**APPENDIX D: DERIVATION PROCEDURE OF Eqs. (4) AND (5)**

For the gene expression network model in Fig. 3(a), the joint probability density $\psi_{m,p}(\Gamma, t)$ that a cell contains $m$ mRNAs and $p$ proteins and the hidden environment coupled to the gene expression network is at state at time $t$ satisfies Eq. (3) [48]. $\psi_{m,p}(\Gamma, t)$ satisfies the normalization condition $\int d\Gamma \sum_{m,p=0}^{\infty} \psi_{m,p}(\Gamma, t) = 1$. The nth moment $\langle q^n \rangle$ of the steady-state product number distribution is defined as $\lim_{t \to \infty} \int d\Gamma \sum_{m,p=0}^{\infty} q^n \psi_{m,p}(\Gamma, t)$, with $q \in \{m, p\}$.

Applying $\sum_{\infty=0}^{\infty} (\cdots)$ to both sides of Eq. (3), we obtain the following equation:

$$\frac{\partial}{\partial t} \psi_m(\Gamma, t) = R_{TX}(\Gamma)\{E_m^{-1} - 1\} \psi_m(\Gamma, t) - \gamma_m[1 - E_m^{-1}]m\psi_m(\Gamma, t) + L(\Gamma)\psi_m(\Gamma, t).$$

(D1)

Equation (D1) is formally equivalent to Eq. (1) so that the derivation procedure leading to Eq. (4) is also equivalent to Appendix A. Subsequently, by denoting $\{\Gamma, m\}$ as $\tilde{\Gamma}$, we can rewrite Eq. (3) as

$$\frac{\partial}{\partial t} \psi_p(\tilde{\Gamma}, t) = R_{TL}(\tilde{\Gamma})\{E_p^{-1} - 1\} \psi_p(\tilde{\Gamma}, t) - \gamma_p[1 - E_p^{-1}]p\psi_p(\tilde{\Gamma}, t) + \tilde{L}(\tilde{\Gamma})\psi_p(\tilde{\Gamma}, t),$$

(D2)

where $\tilde{L}(\tilde{\Gamma})$ designates the operator governing dynamics of $\tilde{\Gamma}$, i.e.,

$$\tilde{L}(\tilde{\Gamma}) = L(\Gamma) + R_{TX}(\Gamma)\{E_m^{-1} - 1\} - \gamma_m[1 - E_m^{-1}]m.$$

(D3)

Equation (D3) has exactly the same mathematical structure as Eq. (1) or Eq. (D1). Therefore, we obtain the analytic results of $\langle p \rangle$ and $\langle p(p - 1) \rangle$ as Eq. (5) simply by replacing $(m, R_{TX}, k_{TX}, \theta)$ in Eq. (4) by $(p, R_{TL}, k_{TL}, m)$.

The microscopic expression of susceptibility $\chi_{qz}$ is given by

$$\chi_{qz} = \gamma_z \tilde{\phi}_q(\gamma_z)\begin{cases} \text{if } z = m, & q \in \{\theta, k_{TX}, (\theta, k_{TX})\} \\ \text{if } z = p, & q \in \{m, k_{TL}, (m, k_{TL})\}. \end{cases}$$

(D4)

where $\tilde{\phi}_q(t)$ denotes the normalized time-correlation function of the fluctuation in quantity $q$. In addition, we define $\tilde{\phi}_q(\gamma_q(t))$ as $\tilde{\phi}_q(\gamma_q(t)) = \tilde{\phi}_q(t)\tilde{\phi}_q(t)$. Before going further, we note that the susceptibilities involving $\tilde{\phi}_m(t)$, $\chi_{pm}$, and $\chi_{p(m, k_{TX})}$ require special attention, because they depend on the RNAP level, the control variable in our experiment. We obtain the analytic expression of $\tilde{\phi}_m(t)$ in the Laplace domain,

$$\tilde{\phi}_m(s) = \frac{1}{s + \gamma_m^2} + \frac{\eta_{RTX}^2}{\eta_m^2 s^2} \frac{\gamma_m^2}{\gamma_m^2 + \eta_{RTX}^2} \tilde{\phi}_m(t) + \frac{\eta_{RTX}^2}{\eta_m^2 s^2} \tilde{\phi}_m(t)$$

(D5)

from Eq. (A1). In Eq. (D5), $\eta_{RTX}^2 \tilde{\phi}_m(t)$ or $\eta_{RTX}^2 \tilde{\phi}_m(t)$ is related to $\eta_\theta$ or RNAP level fluctuation [see Eqs. (S4-6) and (S5-3) in the Supplemental Material [32]]. With Eq. (D5) at hand, we obtain the analytic expression for $\chi_{pm}^2$ and $\chi_{p(m, k_{TX})}^2$ in Eq. (5b) as follows:

$$\chi_{pm}^2 = \chi_{pm}^2 = 1 + \gamma_m^2 - 1 \eta_m^2$$

(D6)

$$\chi_{p(m, k_{TX})}^2 = \chi_{p(m, k_{TX})}^2 = \gamma_p \tilde{\phi}_m(t) + \gamma_p \eta_m^2$$

(D7)

where $f_q(t)$ and $g_q(t)$ denote, respectively,

$$f_q(t) = \gamma_m^2 \tilde{\phi}_q(\gamma_m) \sinh(\gamma_m t)$$

and

$$g_q(t) = \tilde{\phi}_q(t) \tilde{\phi}_q(\gamma_m).$$

(D8)

The time-domain expression of $\phi_m(t)$ is given by

$$\phi_m(t) = e^{-\gamma_m t} + (\eta_{RTX}^2/\eta_m^2) f \tilde{\phi}_m(t),$$

because Laplace transforms of $e^{-\gamma_m t}$ and $f(t)$ are given by $(s + \gamma_m)^{-1}$ and $\tilde{\phi}_q(s)$ is $\gamma_m^2 \tilde{\phi}_q(\gamma_m)\tilde{\phi}_q(\gamma_m)/(s^2 - \gamma_m^2)$, respectively, both of which appear in Eq. (D5). Using Eqs. (D6) and (D7), $\chi_{pm}^2 + \chi_{p(m, k_{TX})}^2 \eta_m^2 \eta_{RTX}^2$ on the rhs of Eq. (5b) can be rewritten as

$$\chi_{pm}^2 + \chi_{p(m, k_{TX})}^2 \eta_m^2 \eta_{RTX}^2 = \chi_{pm}^2 + \chi_{p(m, k_{TX})}^2 \eta_m^2 \eta_{RTX}^2$$

and

$$\chi_{p(m, k_{TX})}^2 \eta_m^2 \eta_{RTX}^2 = \chi_{p(m, k_{TX})}^2 \eta_m^2 \eta_{RTX}^2.$$
where \( \chi^{(0)}_{pm} \) and \( \chi^{(1)}_{pq} \) are given by
\[
\chi^{(0)}_{pm} = \gamma_p [(q_p + \gamma_m)^{-1} + \eta^2_{q_t} \hat{\gamma}_q (q_p + \gamma_m)], \quad (D11)
\]
\[
\chi^{(1)}_{pq} = \gamma_p [f_q (q_p) + \eta^2_{q_t} \hat{\gamma}_q (q_p)] | q \in \{ \theta, k_{TX}, (\theta, k_{TX}) \}]. \quad (D12)
\]

By substituting Eq. (D10) into Eq. (5b), we reach Eq. (6), in which \( \alpha = \chi^{(0)}_{pm} (q_p) / (m) = \chi^{(0)}_{pm} (k_{TX}) / \gamma_p, \eta^2_{p,0} = \beta_{p0} \eta^2_q, \) and \( \eta^2_{p,k} = \beta_{pk_{TX}} \eta^2_{k_{TX}} + \chi_{pk_{TX}} \eta^2_{k_{TX}} \). Here, \( \chi^{(0)}_{pm} \) and \( \chi_{pk_{TX}} \) are defined by Eqs. (D11) and (D4), respectively; in addition, \( \beta_{p0} \) and \( \beta_{pk_{TX}} \) are given by
\[
\beta_{p0} = (\chi^{(0)}_{pm} \chi_{m0} + \chi^{(1)}_{pq}) + (\chi^{(0)}_{pm} \chi_{m(0,k_{TX})} + \chi^{(1)}_{p(\theta,k_{TX})}) \eta^2_{k_{TX}}, \quad (D13)
\]
\[
\beta_{pk_{TX}} = \chi^{(0)}_{pm} \chi_{mk_{TX}} + \chi^{(1)}_{pq}. \quad (D14)
\]

The term in the first set of parentheses on the rhs of Eq. (D13) and the first term on the rhs of Eq. (D14) show how transcriptional rate fluctuation propagates into the protein noise; there exist two different pathways: mRNA copy number fluctuation-mediated and direct pathways. Equation (13) also tells us that the propagation of the noise in the RNA-P-promoter association step to the protein noise is affected by the rate fluctuation in the transcriptional elongation step.

APPENDIX E: DEFINITIONS OF THE INTRINSIC AND EXTRINSIC NOISES

Over the past decade, gene expression noise has often been decomposed into two parts: intrinsic noise and extrinsic noise. However, several different definitions of the terminology have been used without clear distinctions [17,20,21,30,31,36]. The intrinsic noise, coined by Thattai and Oudenaarden, can be defined as the part of gene expression noise that can be described by a gene network model without any environment-coupled fluctuation in the rate parameters, while the extrinsic noise can be defined as the remaining part of the gene expression noise that arises from a coupling of the gene network model to external environments, i.e., the gene expression noise arising from the fluctuations in the rate parameters of the gene network. According to the latter definition, the first term on the rhs of Eq. (6) in the main text can provide an estimation of the intrinsic noise, which can also be obtained from the conventional master equation approach, and the remaining two terms can be identified as the extrinsic noise for our gene expression model.

In some literature, the protein noise originating from the mRNA level fluctuation is identified as the extrinsic noise even if it is produced by the conventional gene expression network without any fluctuation in the rate parameters; the intrinsic noise is used to designate the Poisson protein noise that is persistent in the absence of the mRNA level fluctuation.

In the dual reporter method, which has been widely used for separate estimation of the intrinsic and extrinsic noises, the extrinsic noise is defined as the mean scaled correlation \( \langle \eta^2_{ext} \rangle \) between two reporter protein levels so that the intrinsic noise can be defined as \( 2^{-1} \langle \langle p_A \rangle \langle p_B \rangle \rangle / \langle \langle p_A \rangle \langle p_B \rangle \rangle \rangle \approx \langle \langle p_A \rangle \rangle^2 \) [30,31]. The sum of the intrinsic and extrinsic noises defined in the dual reporter method yields the mean total protein noise; i.e.,
\[
\langle \eta^2_{int} \rangle + \langle \eta^2_{ext} \rangle = 2^{-1} \langle \eta^2_{pA} + \eta^2_{pB} \rangle.
\]

In literature referring to the dual reporter method, another definition of the intrinsic noise, \( \langle (p_A - p_B)^2 \rangle / \langle p_A \rangle \langle p_B \rangle \), has been frequently used [30]. However, the latter definition has a drawback; its sum with extrinsic noise \( \langle \eta^2_{ext} \rangle \) does not yield the mean total noise:
\[
\langle \eta^2_{int} \rangle + \langle \eta^2_{ext} \rangle = \langle p_A \rangle \langle p_B \rangle \rangle - \langle p_A \rangle \langle p_B \rangle \rangle^2 / \langle p_A \rangle \langle p_B \rangle \rangle.
\]

In real experiments, \( \langle p_A \rangle \neq \langle p_B \rangle \). Therefore, given that the total noise should be the sum of the intrinsic and extrinsic noises, \( 2^{-1} \langle \langle p_A \rangle \langle p_B \rangle \rangle - \langle p_A \rangle \langle p_B \rangle \rangle^2 / \langle p_A \rangle \langle p_B \rangle \rangle \) is a more appropriate definition of the intrinsic noise in the dual reporter method.

APPENDIX F: ESTIMATION OF THE INTRINSIC AND EXTRINSIC NOISES, \( \langle \eta^2_{int} \rangle \) AND \( \langle \eta^2_{ext} \rangle \)

By analyzing the dependence of the protein noise on the RNA-P level or the mean protein level, we extract the values of adjustable parameters, \( (1 + \alpha) \langle p \rangle \rangle_{max}, \beta_{P0}, \) and \( \eta^2_{p,k} \) for each of CFP and mCherry in our E. coli system (see Appendix I and Table I). With the value of \( (1 + \alpha) \langle p \rangle \rangle_{max} \) at hand, we estimate the intrinsic noise by
\[
\langle \eta^2_{int} \rangle = 1 + \alpha \langle p \rangle \rangle_{max} \approx \left( 1 + \alpha \right) \langle \langle I \rangle \rangle_{max} \langle \langle I \rangle \rangle_{max}, \quad (F1)
\]
where \( \langle I \rangle \rangle_{max} \) denotes the mean fluorescence intensity that is proportional to the mean protein level, \( \langle I \rangle \propto \langle p \rangle \rangle. \) The value of \( \langle I \rangle \rangle_{max} \langle \alpha \langle p \rangle \rangle_{max} \) can be extracted from the dependence of the mean fluorescence intensity on the mean RNA-P level. From Eq. (S2-4) of the Supplemental Material [32], we obtain
\[
\langle I \rangle \rangle \approx \langle I \rangle \rangle_{max} \frac{\zeta}{1 + \zeta} \left[ 1 - \frac{\zeta}{1 + \zeta} \eta^2_{p} \right]. \quad (F2)
\]
where \( \zeta \) is the dimensionless RNAP-promoter interaction strength defined by \( \zeta = K_N \rho_P \). The noise \( \eta^2_{p} \) in \( \zeta \) is given by
\[
\eta^2_{p} = \eta^2_{k} + \eta^2_{N_{r_p}} + \eta^2_{k} \eta^2_{N_{r_p}} \quad \text{(Note 4 in the Supplemental Material)}
\]
Material [32]). By analyzing the dependence of $\langle I \rangle$ on $\bar{N}_{R_P}$ and $\eta^2_{X_{R_P}}$ with the use of Eq. (F2), we extract the values of $\langle I \rangle_{\text{max}}, \bar{K}$, and $\eta^2_K$ (Table I).

The extrinsic noise $(\eta^2_{p \text{ex}})^2$ is estimated simply by subtracting the intrinsic noise estimated above from the experimentally measured value of the total protein noise $\eta^2_p$; i.e.,

$$
(\eta^2_{p \text{ex}})^2 = \eta^2_p - (\eta^2_{p \text{int}})^2.
$$

APPENDIX G: FANO FACTOR OF THE PROTEIN LEVEL

From Eqs. (6) and (7), we obtain the analytic results for the Fano factor $F_p(\equiv \langle \delta p^2 \rangle / \langle p \rangle)$ of the protein level as a function of the RNAP-occupation probability $\langle \theta \rangle$ of the promoter:

$$
F_p(\langle \theta \rangle) = \eta^2_p \langle p \rangle
= 1 + \alpha + \langle p \rangle_{\text{max}} \{\eta^2_{p \theta} [1 - \theta(\xi)]^2 + \eta^2_{p \eta} \},
$$

where $\theta(\xi)$ is recursively related to $\langle \theta \rangle$ by

$$
\theta(\xi) = 1 - \frac{1 - \langle \theta \rangle}{1 + \eta^2_p \theta^2(\xi)}.
$$

Equation (G2) is obtained from Eq. (S2-3) of the Supplemental Material [32] and the definition of $\theta(\xi)$, $\theta(\xi) \equiv \xi / (1 + \xi)$. When $\eta^2_p \ll 1$, $\theta(\xi)$ is approximately the same as $\langle \theta \rangle$ (Fig. 9 of the Supplemental Material [32]). When $\eta^2_p$ is not negligible, one can calculate $\theta(\xi)$ from Eq. (G2) for given values of $\langle \theta \rangle$ and $\eta^2_p$, either by using successive iteration with initial trial, $\theta(\xi) = \langle \theta \rangle$, or by finding the positive real root of the cubic equation, $\eta^2_p [x^3 - x^2] + x - \langle \theta \rangle = 0$. The full analytic expression of $\theta(\xi)$ in terms of $\eta^2_p$ and $\langle \theta \rangle$ is omitted here.

In the case where $\eta^2_p$ is so small that $\theta(\xi)$ can be approximated by $\langle \theta \rangle$, the Fano factor given in Eq. (G1) becomes a simple third-order polynomial of $(1 - \langle \theta \rangle)$:

$$
F_p(\langle \theta \rangle) - F_p(1)
= \frac{\langle p \rangle_{\text{max}} \eta^2_{p \theta} \{(1 - \langle \theta \rangle)^2 - q(1 - \langle \theta \rangle)\} (\eta^2_p \ll 1),
$$

where $F_p(1)$ and $q$ are given by $F_p(1) = 1 + \alpha + \langle p \rangle_{\text{max}} \eta^2_{p \theta}$ and $q = \eta^2_{p \eta} / \eta^2_{p \theta}$, respectively. Note that the shape of the regularized Fano factor is determined by $q$ only in the small $\eta^2_p$ regime. When $q < 1/3$, the Fano factor given in Eq. (G3) has the maximum value at $\langle \theta \rangle = 3^{-1} (2 - \sqrt{1 - 3q})$. On the other hand, when $q > 1/3$, the Fano factor is a monotonically increasing function of $\langle \theta \rangle$ (Fig. 11 of the Supplemental Material [32]).

In experiment, the Fano factor $F_I$ of the fluorescence intensity emitted from the fluorescent protein is measured, which is related to the Fano factor $F_p$ of the protein level by $F_I = (\delta F^2) / \langle F \rangle = c (\delta p^2) / \langle p \rangle$, with $c$ being the proportionality constant defined by $c = \langle I \rangle / \langle p \rangle$. For this reason, the absolute value of $F_I$ is not the same as that of $F_p$. However, Eq. (G3) can still be used to analyze $F_I(\langle \theta \rangle)$ because

$$
\frac{F_I(\langle \theta \rangle) - F_I(1)}{(\langle I \rangle_{\text{max}} \eta^2_{p \theta})} = \frac{F_p(\langle \theta \rangle) - F_p(1)}{(\langle p \rangle_{\text{max}} \eta^2_{p \theta})} = \left(1 - \langle \theta \rangle \right)^3 + (1 - \langle \theta \rangle)^2 - q(1 - \langle \theta \rangle)
= (\eta^2_p \ll 1).
$$

Therefore, the relative shape of $F_I(\langle \theta \rangle)$ or the regularized Fano factor $\bar{F}(\langle \theta \rangle)$ provides us with the information about the value of $q = \eta^2_{p \eta} / \eta^2_{p \theta}$, the ratio of the protein noise originating from the transcriptional elongation and ensuing translation to the maximum of the protein noise originating from the stochastic RNAP-promoter interaction [see Eq. (6) in the main text].

In the case where $\eta^2_p$ is not negligible compared with unity, we use the more accurate equation for the analysis of $F_I(\langle \theta \rangle)$:

$$
\frac{F_I(\langle \theta \rangle) - F_I(1)}{(\langle I \rangle_{\text{max}} \eta^2_{p \theta})} = \langle \theta \rangle [1 - \theta(\xi)]^2 - q(1 - \langle \theta \rangle),
$$

where $\theta(\xi)$ is given Eq. (G2).

APPENDIX H: DERIVATION PROCEDURE OF EQ. (10)

By applying $\sum_{p_A-p_B=0}^{\infty} \cdots$ on both sides of Eq. (9), we obtain

$$
\frac{\partial}{\partial t} \psi_{m_A,m_B}(\Gamma, t)
= R^{(A)}(\Gamma) \psi_{m_A-1,m_B}(\Gamma, t)
- \gamma^{(A)} m_A \psi_{m_A,m_B}(\Gamma, t)
+ R^{(B)}(\Gamma) \psi_{m_A,m_B-1}(\Gamma, t)
- \gamma^{(B)} m_B \psi_{m_A,m_B}(\Gamma, t)
+ L(\Gamma) \psi_{m_A,m_B}(\Gamma, t).
$$

From Eq. (H1), we obtain the equation of motion for the correlation between $m_A$ and $m_B$ as follows:
The method of solution for Eq. (H2) is similar to the method of solution for Eq. (A2) presented in Appendix A. By following a similar line of derivation, one can obtain the steady-state expression of $\langle \delta m_A \delta m_B \rangle$ as follows:

$$\frac{\partial}{\partial t} \langle m_A m_B \rangle (\Gamma, t) = \begin{array}{l}
R^{(A)}_{TX} (\Gamma) \langle m_B \rangle (\Gamma, t) - \gamma_m^{(A)} \langle m_A m_B \rangle (\Gamma, t) \\
+ R^{(B)}_{TX} (\Gamma) \langle m_A \rangle (\Gamma, t) - \gamma_m^{(B)} \langle m_A m_B \rangle (\Gamma, t) \\
+ L (\Gamma) \langle m_A m_B \rangle (\Gamma, t).
\end{array} \quad (H2)$$

Where $k_{TX}$ and $\theta$ are strongly correlated, the mean scaled cross-correlation function $\langle \delta R^{(X)}_{TX} (t) \delta R^{(Y)}_{TX} (0) \rangle / \langle R^{(X)}_{TX} \rangle \langle R^{(Y)}_{TX} \rangle$ is factorized as

$$\frac{\langle \delta R^{(X)}_{TX} (t) \delta R^{(Y)}_{TX} (0) \rangle}{\langle R^{(X)}_{TX} \rangle \langle R^{(Y)}_{TX} \rangle} \equiv C_0 \phi_{\theta}^{XY} (t) + C_{k_{TX}} \phi_{k_{TX}}^{XY} (t) + C_{\theta} C_{k_{TX}} \phi_{k_{TX}}^{XY} (t) \phi_{k_{TX}}^{XY} (t), \quad (H3)$$

which seems analogous to Eq. (A12). Using Eqs. (H3) and (H4), we obtain the expression for $\langle \delta m_A \delta m_B \rangle / \langle m_A \rangle \langle m_B \rangle$.

By identifying $\Gamma, m_A, m_B$ as $\Gamma$, one can obtain the evolution equation of $\psi_{p_A, p_B} (\Gamma, t)$ from Eq. (9), which has exactly the same mathematical structure as Eq. (H1). Therefore, by following a similar line of derivation to above, one can obtain the expression for $\langle \delta p_A \delta p_B \rangle / \langle p_A \rangle \langle p_B \rangle$.

The resulting expressions for $C_q (\equiv \langle \delta q_A \delta q_B \rangle / \langle q_A \rangle \langle q_B \rangle)$ with $q \in \{ m, \theta, k_{TX}, k_{TL} \}$ are given by

$$C_m = \chi^C_{pm} C_\theta + \chi^C_{m,k_{TX}} C_{k_{TX}} + \chi^C_{m,(\theta,k_{TX})} C_{\theta} C_{k_{TX}}, \quad (H5)$$

$$C_p = \chi^C_{pm} C_m + \chi^C_{p,k_{TL}} C_{k_{TL}} + \chi^C_{p(m,k_{TL})} C_m C_{k_{TL}}. \quad (H6)$$

Here, $\chi^C_q$ with $(z, q) \in \{ (m, k_{TX}), (p, k_{TL}), (p, m), (m, \theta) \}$ denotes the susceptibility of correlated noise $C_m$ in the mRNA level $(z = m)$ or the susceptibility of correlated noise $C_p$ in the protein level $(z = p)$ to the upstream correlated noise $C_q$ between quantities $q_A$ and $q_B$.

The microscopic expression of susceptibility $\chi^C_{q \theta}$ is given by

$$\chi^C_{q \theta} = \tilde{\gamma}_z \sum_{x \neq y} \phi^{XY}_{xy} (\gamma_{q \theta}^{(Y)}) \left\{ \begin{array}{ll}
\frac{x}{m} & \text{if } z = m, \quad q \in \{ \theta, k_{TX}, (\theta, k_{TX}) \} \\
\frac{x}{p} & \text{if } z = p, \quad q \in \{ m, k_{TL}, (m, k_{TL}) \}.
\end{array} \right. \quad (H7)$$

where $\tilde{\gamma}_z$ is defined by $\tilde{\gamma}_z = \gamma_{z}^{(A)} \gamma_{z}^{(B)} / (\gamma_{z}^{(A)} + \gamma_{z}^{(B)})$. For $q \in \{ \theta, k_{TX}, m, k_{TL} \}$, $\phi^{XY}_{q \theta}$ denotes the normalized time-correlation function defined by $\phi^{XY}_{q \theta} (t) = \langle \delta q_{X} (t) \delta q_{Y} (0) \rangle / \langle \delta q_{X} \delta q_{Y} \rangle$. For $q = (\theta, k_{TX})$ or $q = (m, k_{TL})$, $\phi^{XY}_{q \theta}$ is defined by $\phi^{XY}_{q \theta} (t) = \phi^{XY}_{q \theta} (t) \phi^{XY}_{k_{TX}} (t)$ or $\phi^{XY}_{q \theta} (t) = \phi^{XY}_{m} (t) \phi^{XY}_{k_{TL}} (t)$, respectively.

As in the case of the single gene expression considered in Appendix D, the susceptibilities $\chi^C_{pm}$ and $\chi^C_{p(m,k_{TL})}$ are dependent on $\phi^{XY}_{m} (t)$, which is, in turn, dependent on the RNA level, the control parameter in our experiment. The Laplace transform of $\phi^{XY}_{m} (t)$ is given as

$$\tilde{\phi}^{XY}_{m} (s) = \frac{1}{s + s^{(X)}} + \frac{C_{R_{TX}}}{C_m} \frac{\gamma^{(X)}_{m} \gamma^{(Y)}_{m}}{(s + \gamma^{(X)}_{m})(s - \gamma^{(m)})} \left[ \phi_{R_{TX}}^{XY} (\gamma_{m}^{(X)}) - \phi_{R_{TX}}^{XY} (s), \quad \right. (H8)$$

which is obtained from Eq. (9). In Eq. (H8), $C_{R_{TX}} \phi_{R_{TX}}^{XY} (s)$ or $C_{R_{TX}} \phi_{R_{TX}}^{XY} (t)$ is related to RNA level fluctuation or $C_{\theta}$ [see Eq. (H4)]. In terms of $f^{XY}_{q} (t)$ and $g^{XY}_{q} (t)$ defined as

$$f^{XY}_{q} (t) = \int_{0}^{t} dt \exp (t-t_{m}) \theta_{m}^{XY} (t) - e^{-(t-t_{m})} \theta_{m}^{XY} (t) \times [\tilde{\phi}^{XY}_{m} (\gamma_{m}^{(X)}) - \tilde{\phi}^{XY}_{m} (t)], \quad (H9)$$

$$g^{XY}_{q} (t) = \tilde{\phi}^{XY}_{k_{TX}} (t) f^{XY}_{q} (t) \quad [q \in \{ \theta, k_{TX}, (\theta, k_{TX}) \}], \quad (H10)$$

$\chi^C_{pm} C_m$ and $\chi^C_{p(m,k_{TL})} C_m$ can be rewritten as

$$\chi^C_{p(m,k_{TL})} C_m = \tilde{\gamma}_p \sum_{x \neq y} \phi^{XY}_{xy} (\gamma_{m}^{(X)}) C_m + \tilde{\gamma}^{XY}_{m} (\gamma_{m}^{(X)}) C_{\theta} + \tilde{\gamma}^{XY}_{k_{TX}} (\gamma_{m}^{(X)}) C_{k_{TX}} + \tilde{\gamma}^{XY}_{k_{TL}} (\gamma_{m}^{(X)}) C_{k_{TL}}, \quad (H11)$$

$$\chi^C_{p(m,k_{TL})} C_m = \tilde{\gamma}_p \sum_{x \neq y} \phi^{XY}_{xy} (\gamma_{m}^{(X)}) C_m + \tilde{\gamma}^{XY}_{m} (\gamma_{m}^{(X)}) C_{\theta} + \tilde{\gamma}^{XY}_{k_{TX}} (\gamma_{m}^{(X)}) C_{k_{TX}} + \tilde{\gamma}^{XY}_{k_{TL}} (\gamma_{m}^{(X)}) C_{k_{TL}}, \quad (H12)$$

Note that $\phi^{XY}_{m} (t)$ can be simply expressed in terms of $f^{XY}_{q} (t)$ as $\phi^{XY}_{m} (t) = e^{-\gamma_{m}^{(X)}} (C_{R_{TX}} / C_m) f^{XY}_{q} (t)$. Using Eqs. (H11) and (H12), we can rewrite $\chi^C_{pm} C_m + \chi^C_{p(m,k_{TL})} C_m C_{k_{TL}}$ on the rhs of Eq. (H6) as
\[ x_{pm}^{Cm} + x_{p(m,k_{TX})}^{Cm} + x_{k_{TX}}^{Cm} = x_{pm}^{C(0)} + x_{p(k_{TX})}^{C(1)} + x_{p(\theta,k_{TX})}^{C(1)} + x_{p(k_{TX})}^{C(1)}, \]

(H13)

where \( x_{pm}^{C(0)} \) and \( x_{pq}^{C(1)} \) are given by

\[ x_{pq}^{C(0)} = \tilde{y}_{pq} \sum_{x \neq \chi} (y^{\chi}_p + y^{\chi}_m)^{-1} - C_{k_{TX}} \tilde{y}_{k_{TX}} (y^{\chi}_p + y^{\chi}_m), \]

(H14)

\[ x_{pq}^{C(1)} = \tilde{y}_{pq} \sum_{x \neq \chi} (y^{\chi}_p + y^{\chi}_m) - C_{k_{TX}} \tilde{y}_{k_{TX}} (y^{\chi}_p)^{-1}, \]

(H15)

By substituting Eq. (H13) into Eq. (H6), we obtain an expression for \( \beta_{\theta}^{Cm} \) and \( \beta_{pk_{TX}}^{C} \) should read as

\[ \beta_{\theta}^{Cm} = (x_{pm}^{C(0)} + x_{p(\theta,k_{TX})}^{C(1)} + x_{p(\theta,k_{TX})}^{C(1)}) + (x_{pm}^{C(0)} + x_{p(\theta,k_{TX})}^{C(1)} + x_{p(\theta,k_{TX})}^{C(1)}), \]

(H16)

\[ \beta_{pk_{TX}}^{C} = (x_{pm}^{C(0)} + x_{p(k_{TX})}^{C(1)} + x_{p(k_{TX})}^{C(1)}). \]

(H17)

Note that Eqs. (H16) and (H17) have similar structures to Eqs. (D13) and (D14) (see also Notes 6 and 7 in the Supplemental Material [32]).

APPENDIX I: DATA ANALYSIS

The raw experimental data used in the present work were obtained in Ref. [51] for the synthetic E. coli in which T7 RNAP fused with yellow fluorescent protein (YFP) was expressed from a tetracycline (tet) promoter in a low-copy number plasmid (pNL001). The expression level of T7 RNAP could be controlled by varying the concentration of inducer, anhydrotetracycline (aTc), inhibiting the tet-regulatory action of the tet repressor (tetR). In the chromosome of the E. coli system, the genes encoding two reporter proteins, cyan fluorescent protein (CFP) and a kind of red fluorescent protein (mCherry), were incorporated under the control of identical copies of T7 RNAP promoter \( \Phi_{10} \).

Each cell data point contains the YFP, CFP, and mCherry fluorescence levels in each cell.

Cell data are collected from a clonal population of cells in the steady state at each of the six different inducer (aTc) concentrations. At each inducer concentration, a large collection of cell data are prepared by merging the cell data obtained from three independent experiments (Fig. 18 in the Supplemental Material [32]).

(1) The raw cell data obtained are obtained at six different inducer concentrations. At each inducer concentration, the YFP distribution in the raw cell data could well be approximated by a gamma distribution [51]. We first calculate the mean YFP fluorescence level of the total cell data at each inducer concentration.

(2) From the raw cell data prepared at each inducer concentration, we sample cell data by using a gamma distribution of YFP fluorescence levels with nine different values of the relative variance or noise between 0.03 and 0.15. Each sample contains 1500 different cell data (see Fig. 5 in the Supplemental Material [32]). The nine subsets sampled from the raw cell data have the same mean YFP fluorescence level as that of the raw cell data from which they are sampled. In total, we prepare 54 different cell data subsets, each of which has different mean and noise in the YFP levels. We choose a gamma distribution for the YFP fluorescence level according to the previous report that the distribution of the expression level of E. coli genes could be well be approximated by a gamma distribution [16].

(3) For each of the 54 different sets of the mean and noise values of YFP fluorescence levels, we repeat the sampling process to prepare ten different subsets of cell data with the same mean and noise in the YFP level. For each of the ten different subsets thus prepared, we calculate the mean \( \langle p \rangle \) and noise \( \eta_p^2 \) of the CFP and mCherry levels, the mean scaled correlation \( C_p \) between the two fluorescence levels. Then we calculate the average value of each statistical measure over the ten different subsets. When the sample size is as large as 1500, the relative fluctuation in the values of each statistical measure is so small that it is barely noticeable (Fig. 6 of the Supplemental Material [32]). In this manner, for each statistical measure, we prepare 54 different data points, each of which represents the cell data subset with a particular set of the mean and noise in the YFP level or the T7 RNAP level. The 54 data points are used to determine values of parameters contained in Eqs. (6), (7), and (10). The extracted values of the parameters are collected in Table I. Other measures such as Fano factor of protein level \( F_p = \eta_p^2 \langle p \rangle \), normalized correlation \( \langle \delta p_A \delta p_B \rangle = C_p \langle p_A \rangle \langle p_B \rangle \) between \( p_A \) and \( p_B \), and two different definitions of intrinsic and extrinsic noise for the dual reporter system \( \langle \eta_{p_A}^2 \rangle \text{ and } \langle \eta_{p_B}^2 \rangle \) are not separately fitted to theory but predicted by using the values of parameters given in Table I.

(4) The mean and noise \( \langle p \rangle \) and \( \eta_p^2 \) of the CFP and mCherry levels, and the mean scaled correlation \( C_p \) between the CFP and mCherry levels obtained for each of 54 subsets with different mean and noise of T7 RNAP levels are quantitatively analyzed by Eqs. (6), (7), and (10). One can rewrite these...
equations in terms of our control variables, the mean and noise \( \langle N_{R_P} \rangle \) and \( \eta^2_{N_{R_P}} \) of T7 RNAP levels, as

\[
\eta^2_{p} = 1 + \alpha \langle p \rangle + \beta_{\rho \theta} \frac{(1 + \eta^2_{\rho}) \eta^2_{N_{R_P}} + \eta^2_{\theta}}{(1 + K \eta^2_{N_{R_P}})^2} + \eta^2_{p,k},
\]

(11)

\[
\langle p \rangle = \langle p \rangle_{\text{max}} \frac{K \eta^2_{N_{R_P}}}{1 + K \eta^2_{N_{R_P}}} \times \left[ 1 - \frac{(1 + \eta^2_{\rho}) \eta^2_{N_{R_P}} + \eta^2_{\theta}}{(1 + K \eta^2_{N_{R_P}})^2} \right],
\]

(12)

\[
C_p = \rho_{\rho \theta}^C \frac{(1 + C_K) \eta^2_{N_{R_P}} + C_K}{(1 + K_A \eta^2_{N_{R_P}})(1 + K_B \eta^2_{N_{R_P}})} + C_{p,k},
\]

(13)

with the use of Eqs. (S3-4), (S5-5), (S6-3), (S9-3) in the Supplemental Material [32] and Eq. (11) herein. In the quantitative analysis of the protein noise, the least-squares fit of Eq. (11) to the CFP noise data and that of Eq. (11) to mCherry noise data are simultaneously made under the constraint that \((\eta^2_{\text{data}})^2 \leq (\eta^2_{\text{meas}})^2 \) [see Appendix J, Eq. (J10)]. By analyzing the mean protein level with the use of Eq. (7) or (12) for cell subsets with various mean and noise, \( \langle N_{R_P} \rangle \) and \( \eta^2_{N_{R_P}} \) of the T7 RNAP (YFP) level, we extract the values of the mean \( \bar{K} \) and noise \( \eta^2_{K} \) of the RNAP-promoter affinity \( K \), because the two independent variables, \( \zeta \) and \( \eta^2_{\zeta} \), in Eq. (7) are related to \( \bar{K} \) and \( \eta^2_{K} \) by \( \bar{K} = K \eta^2_{N_{R_P}} \) and \( \eta^2_{\zeta} = \eta^2_{K} + \eta^2_{N_{R_P}} + \eta^2_{K} \eta^2_{N_{R_P}} \), respectively. The estimation of the value of \( \eta^2_{K} \) in the analysis of the mean protein level can be refined by analyzing the protein noise with the use of Eq. (6) or (11) because the protein noise is more sensitive to \( \eta^2_{K} \) than the mean protein level is. In accordance with the refinement in the estimated value of \( \eta^2_{K} \) by the protein noise analysis, the values of the other parameters are refined in a self-consistent manner. All of the estimated parameter values are settled down at the third round of the iterations and do not show any more refinement in the next round. The analysis of the mean scaled correlation \( C_p \) between CFP and mCherry levels on the basis of Eq. (10) is performed separately from the analyses of the mean and noise of the protein levels. The best-fit values of the adjustable parameters are collected in Table I. In many figures in the present paper, we show dependence of the experimental data on \( \langle \theta(\zeta) \rangle \) or \( \langle \theta(\bar{K}) \rangle \), where \( \langle \theta(\zeta) \rangle \) and \( \langle \theta(\bar{K}) \rangle \) are calculated by \( \langle I^{\text{exp}} \rangle / \langle I \rangle_{\text{max}} \) and \( N_{R_P}^{\text{exp}} / (N_{R_P}^{\exp} + K_M) \), respectively, with the values of \( \langle I \rangle_{\text{max}} \) and \( K_M = 1/\bar{K} \) given in Table I. For RNAP, the value of the intensity-to-number conversion factor is estimated to be about 0.13 by visually counting the number of YFP fluorescence spots at the most dilute case (zero inducer concentration). Therefore, unlike \( \rho_{\rho \theta} \) assigned for reporter proteins, the separate notation \( N_{R_P} \) is assigned for RNAP as the number of RNAP copies per cell.

**APPENDIX J: RELATIONS BETWEEN TWO DIFFERENT DEFINITIONS OF THE INTRINSIC AND EXTRINSIC NOISES**

Recently, a legitimate question has been raised about consistency between the different definitions of the intrinsic and extrinsic noises [39]. To shed some light on this issue, we make a direct comparison between the different decomposition schemes of the gene expression noise (see Fig. 8 in the Supplemental Material [32]). The extrinsic noise \( C_p \), defined in the dual reporter method, would be exactly the same as \( (\eta^2_{p,k})^2 \) for an ideal, symmetric dual reporter system with perfectly correlated fluctuations in the environment-coupled parameter. For this system, we have

\[
Y^{(A)}_{p(m)} = Y^{(B)}_{p(m)},
\]

(11)

\[
\bar{K}_A = \bar{K}_B,
\]

(12)

\[
C_\theta \left( \frac{\langle \theta(\bar{K}) \rangle}{\langle \bar{K} \rangle} \right) = \frac{\langle \theta(\bar{K}) \rangle}{\langle \theta(\bar{K}) \rangle}, \quad \eta_\theta^2 = \langle \theta(\bar{K}) \rangle,
\]

(13)

\[
C_{k_i} \left( \frac{\langle k_i \rangle}{\langle k_i \rangle} \right) = \frac{\langle k_i \rangle}{\langle k_i \rangle} = \eta_{k_i}^2, \quad \eta_{k_i}^2 = \langle k_i \rangle,
\]

(14)

\[
\phi_q^{AB}(t) = \frac{\langle \delta q^{(A)}(t) \delta q^{(B)}(0) \rangle}{\langle \delta q^{(A)}(0) \delta q^{(B)}(0) \rangle} = \frac{\langle \delta q^{(A)}(t) \delta q^{(A)}(0) \rangle}{\langle \delta q^{(A)}(0) \rangle} = \frac{\langle \delta q^{(B)}(t) \delta q^{(B)}(0) \rangle}{\langle \delta q^{(B)}(0) \rangle} = \phi_q(t), \quad q \in \{ \theta, k_{TX}, k_{TL}, \}
\]

(15)

and \( \chi_{k_i} C_k, \chi_{cm} p_m, \) and \( \chi_{cm} m_0 \) given in Eq. (H7) are exactly the same as \( \chi_{k_i}, \chi_{cm} m_p, \) and \( \chi_{cm} m_0 \) given in Eq. (D4), respectively. In this case, \( \rho_{\rho \theta} C_p (\equiv \rho_{\rho \theta} \chi_{cm} m_p) \), \( C_\theta \), \( C_{p,k} (\equiv \chi_{p,k} C_{k_1} + \chi_{p,k} C_{k_2} \chi_{k_2} C_{k_1}) \) on the right-hand side in Eq. (10) are the same as \( \rho_{\rho \theta} (\equiv \rho_{\rho \theta} \chi_{cm} m_0), \eta_\theta^2, \) and \( \eta_{p,k}^2 (\equiv \chi_{p,k} \eta_{p,k}^2), \) so that Eq. (10) reduces to

\[
(\eta_{\text{dual}}^2)^2 \equiv C_p = \rho_{\rho \theta} \eta_\theta^2 + \eta_{p,k}^2 = (\eta_{p,k}^2)^2.
\]

(16)
For the ideal, symmetric dual reporter system with perfectly correlated fluctuations in the environment-coupled parameters, the intrinsic noise defined in the dual reporter method becomes

\[
\langle \eta^{\text{int}}_{\text{dual}} \rangle^2 \equiv 2^{-1}(\eta^2_{\text{p}_A} + \eta^2_{\text{p}_B}) - \langle \eta \rangle^2 = \langle \eta^2 \rangle - \langle \eta \rangle^2. \tag{J7}
\]

Substituting Eqs. (10) and (J6) on the right-hand side of Eq. (J7), we obtain

\[
\langle \eta^{\text{int}}_{\text{dual}} \rangle^2 = \frac{1 + \alpha}{\langle \rho \rangle} = (\langle \rho \rangle)^2. \tag{J8}
\]

In general, \( \langle \eta^{\text{int}}_{\text{dual}} \rangle^2 \) and \( \langle \eta^{\text{ext}}_{\text{dual}} \rangle^2 \) defined in the dual reporter method would assume different values from \( \langle (\eta^{\text{int}}_{\text{p}_A})^2 + (\eta^{\text{int}}_{\text{p}_B})^2 \rangle / 2 \) and \( \langle (\eta^{\text{ext}}_{\text{p}_A})^2 + (\eta^{\text{ext}}_{\text{p}_B})^2 \rangle / 2 \) because the expression processes of the two genes, \( A \) and \( B \), are not exactly symmetric (see Table I) and also because the fluctuations of the environment-coupled parameters, \( \delta_q_A(t) \) and \( \delta_q_B(t) \), would not be perfectly correlated. Because \( C_q = \phi_q \equiv \eta^2_{\text{p}_A} \) even in the perfectly symmetric case, \( \langle (\eta^{\text{ext}}_{\text{p}_A})^2 \rangle \) or \( C_p \) given in Eqs. (H5) and (H6) is always smaller than \( \langle (\eta^{\text{int}}_{\text{p}_A})^2 + (\eta^{\text{int}}_{\text{p}_B})^2 \rangle / 2 \) with \( \langle (\eta^{\text{int}}_{\text{p}_A})^2 \rangle \) being the last two terms on the right-hand side of Eq. (6) for the expression noise of gene \( \iota \in \{A, B\} \), i.e.,

\[
\langle \eta^{\text{ext}}_{\text{dual}} \rangle^2 = C_p \leq \langle (\eta^{\text{int}}_{\text{p}_A})^2 + (\eta^{\text{int}}_{\text{p}_B})^2 \rangle / 2. \tag{J9}
\]

This means that the intrinsic noise defined in the dual reporter method is always greater than or equal to \( \langle (\eta^{\text{int}}_{\text{p}_A})^2 + (\eta^{\text{int}}_{\text{p}_B})^2 \rangle / 2 \), because

\[
\langle \eta^{\text{int}}_{\text{dual}} \rangle^2 \equiv 2^{-1}(\eta^2_{\text{p}_A} + \eta^2_{\text{p}_B}) - \langle \eta^{\text{int}}_{\text{dual}} \rangle^2 \\
= 2^{-1}[\langle (\eta^{\text{int}}_{\text{p}_A})^2 + (\eta^{\text{int}}_{\text{p}_B})^2 \rangle \\
+ \{2^{-1}[\langle (\eta^{\text{ext}}_{\text{p}_A})^2 + (\eta^{\text{ext}}_{\text{p}_B})^2 \rangle - C_p \} \\
\geq 2^{-1}[\langle (\eta^{\text{int}}_{\text{p}_A})^2 + (\eta^{\text{int}}_{\text{p}_B})^2 \rangle \equiv \langle \eta^2 \rangle. \tag{J10}
\]

For our system, the intrinsic and extrinsic noises estimated by the dual reporter method are found to be quite close to \( \langle (\eta^{\text{int}}_{\text{p}_A})^2 \rangle \) and \( \langle (\eta^{\text{int}}_{\text{p}_B})^2 \rangle \), and the former have qualitatively the same dependence on the mean and noise of RNAP level as the latter (Fig. 15 of the Supplemental Material [32]). It should be noted, at the same time, that the correlation among the expression levels of different genes can be produced not only by the global environmental fluctuations but also by regulatory interactions among the genes [63], which can be explained by employing suitable regulatory network models [31,39].

### APPENDIX K: ANALYTIC EXPRESSION FOR THE JOINT PROBABILITY DISTRIBUTION OF THE EXPRESSION OF DUAL REPORTER GENES

The analytic expression of the joint gamma distribution shown in Fig. 6(j) and in Fig. 16 of the Supplemental Material [32], in which the unit of the protein level fluctuation is the standard deviation of the protein level, is given by

\[
P(\xi_A, \xi_B) = P_V(p_A^* + \xi_A, p_B^* + \xi_B). \tag{K1}
\]

where \( P_V \) is given in Eq. (K8) and \( p_A^* \) is given by \( p_A^* = \langle p_A \rangle^{1/2} - a_i^{1/2} \), with \( a_i \) being given by \( a_i = \langle p_A \rangle / \sigma_i \). Other parameters, \( b_i \) and \( \phi_p \), required to evaluate \( P_V \) in Eq. (K8) can be calculated by \( b_i = a_i^{1/2} = \eta_i, \phi_p = C_p / (\eta_i \eta_{\text{p}_A}) \).

Following is a brief account of the joint gamma distribution. The two-dimensional Gaussian distribution shows the key feature of the joint distribution of the two reporter proteins near the most probable population state (see Fig. 16 of the Supplemental Material [32]). However, the marginal distribution of each protein level is non-Gaussian, but better described by gamma distribution (see Fig. 19 of the Supplemental Material [32]). There are various ways to construct bivariate gamma distributions [64]. Among them, we choose the method proposed by Moran in 1969 to model rainmaking experiments, by which the joint Gaussian near the most probable population state can be naturally transformed into a bivariate gamma distribution [65]. The transformation from the joint Gaussian to the bivariate gamma distribution can be done as follows.

Near the most probable populations, \( p_A^* \) and \( p_B^* \), any unimodal joint probability density of \( p_A \) and \( p_B \) could be approximated by the two-dimensional Gaussian (see Note 8 of the Supplemental Material [32]),

\[
P_G(\xi_A, \xi_B) = \frac{1}{2\pi \sqrt{1 - \phi_p^2}} \exp \left[ \frac{\xi_A^2 - 2\phi_p \xi_A \xi_B + \xi_B^2}{2(1 - \phi_p^2)} \right]. \tag{K2}
\]

where \( \xi_A = (p_A^* - p_A^*) / \sigma_A \), with \( \sigma_A \) being the standard deviation in the protein level \( p_A \). \( \phi_p \) denotes the standardized cross-correlation between \( p_A \) and \( p_B \) defined by \( \phi_p = (\delta p_A / \sigma_A)(\delta p_B / \sigma_B) = C_p / (\eta_A \eta_{\text{p}_A}) \). The one-dimensional probability density of \( \xi_A \) is given by the standard normal distribution, i.e., \( (2\pi)^{-1/2} \times \exp(-\xi_A^2 / 2) = \int_{-\infty}^{\infty} d\xi_A P_G(\xi_A, \xi_B) \).

The cumulative distribution of \( \xi_A \) defines a new random variable \( u_i \),
\[ u_i = (2\pi)^{-1/2} \int_{-\infty}^{\xi_i} d\xi e^{-\xi^2/2} = \frac{1}{2} \text{erfc} \left( \frac{1}{\sqrt{2} \xi_i} \right) \quad (i \in \{A, B\}), \]  

(K3)

where \( \text{erfc}(z) = (2/\sqrt{\pi}) \int_{z}^{\infty} d\xi e^{-\xi^2} \) denotes the complementary error function. Because the cumulative distribution function of any continuous one-dimensional random variable is a uniform distribution in the interval \((0, 1)\), \(u_i\) can also be defined as cumulative distributions of the gamma distributed stochastic variable \(p_i\),

\[ u_i = \frac{b_i - a_i}{\Gamma(a_i)} \int_{0}^{p_i} d\xi e^{-\xi/b_i} \Gamma(a_i) = 1 - \frac{\Gamma(a_i, p_i/b_i)}{\Gamma(a_i)} \quad (i \in \{A, B\}), \]  

(K4)

where \( \Gamma(z) = \int_{0}^{\infty} dt e^{-t} t^{z-1} \) and \( \Gamma(a, z) = \int_{0}^{\infty} dt e^{-t} t^{a-1} \) denote the gamma and incomplete gamma functions, respectively. \(a_i\) and \(b_i\) are the two parameters that characterize the gamma distribution,

\[ P_i(p_i) = p_i^{a_i-1} e^{-p_i/b_i} / [b_i a_i \Gamma(a_i)]. \]  

(K5)

From Eqs. (K3) and (K4), \(\xi_i\) can be expressed in terms of \(p_i\) as

\[ \xi_i = -\sqrt{2} \text{erfc}^{-1} \left[ 2 \left( 1 - \frac{\Gamma(a_i, p_i/b_i)}{\Gamma(a_i)} \right) \right] \quad (i \in \{A, B\}), \]  

(K6)

where \( \text{erfc}^{-1}(z) \) denotes the inverse complementary error function. Since we are looking for the joint gamma distribution \(P_\Gamma(p_A, p_B)\) defined by \(P_\Gamma(p_A, p_B) d\pi d\rho = P_G(\xi_A, \xi_B) d\xi_A d\xi_B\), the joint gamma distribution \(P_\Gamma(p_A, p_B)\) can be written as

\[ P_\Gamma(p_A, p_B) = P_G(\xi_A, \xi_B) \frac{\partial \xi_A d\xi_B}{\partial p_A d\rho_B}. \]  

(K7)

From Eq. (K6) and the definitions given in Eqs. (K3) and (K4), we obtain \((2\pi)^{-1/2} \exp(-\xi_i^2/2) d\xi_i = P_i(p_i) d\pi_i\quad (i \in \{A, B\}).\) Substituting the latter equation and Eq. (K2) into Eq. (K7), we obtain

\[ P_\Gamma(p_A, p_B) = \frac{1}{\sqrt{1 - \phi_p^2}} \times \exp \left[ -\frac{\left( \phi_p \xi_A \right)^2 - 2\phi_p \xi_A \xi_B + \left( \phi_p \xi_B \right)^2}{2(1 - \phi_p^2)} \right] \times P_A(p_A) P_B(p_B), \]  

(K8)

in which \(\xi_i\) is the function of \(p_i\) defined in Eq. (K6). Values of \(a_i\) and \(b_i\) specifying \(P_i(p_i)\) in Eq. (K5) can be obtained from the mean and the variance of the protein level, which are given by \(\langle p_i \rangle = a_i b_i\) and \(\sigma_i^2 = a_i b_i^2\quad (i \in \{A, B\})\), respectively, for gamma distributions. That is,

\[ a_i = \langle p_i \rangle^2 / \sigma_i^2 = (1/\eta_i^2), \]  

(K9)

\[ b_i = \sigma_i^2 / \langle p_i \rangle = (F_p). \]  

(K10)

We are ready to obtain the expression for the joint distribution \(P(\xi_A, \xi_B)\) of \(\xi_A = (p_A - p_A^0) / \sigma_A\) and \(\xi_B = (p_B - p_B^0) / \sigma_B\), which is shown in Fig. 6(j) and in Fig. 16 of the Supplemental Material [32]. \(P(\xi_A, \xi_B)\) can be calculated from \(P_\Gamma(p_A, p_B)\) in Eq. (K8) by

\[ P(\xi_A, \xi_B) = \sigma_A \sigma_B P_\Gamma(p_A^0 + \sigma_A \xi_A, p_B^0 + \sigma_B \xi_B), \]  

(K11)

with the following relationships: \(\sigma_i = a_i^{1/2} b_i\) and \(p_i^* = (a_i - 1) b_i\quad (i \in \{A, B\})\). In Fig. (6(j)), we choose the values of \(\sigma_A\) and \(\sigma_B\) as the units of the protein level fluctuations, \(p_A - p_A^0\) and \(p_B - p_B^0\), respectively. In the unit system, the theoretical curves for \(P(\xi_A, \xi_B)\) displayed in Fig. 6(j) and in Fig. 16 of the Supplemental Material [32] can be calculated by

\[ P(\xi_A, \xi_B) = P_\Gamma(p_A^0 + \xi_A, p_B^0 + \xi_B), \]  

(K12)

from the following relationships:

\[ P_\Gamma(p_A^0, p_B^0) = \frac{1}{2\pi \sqrt{1 - \phi_p^2}} \exp \left[ -\frac{\left( \frac{\xi_A}{\sigma_A} - 2\phi_p \xi_A \xi_B + \frac{\xi_B}{\sigma_B} \right)^2}{2(1 - \phi_p^2)} \right]. \]  

(L1)

The equally probable states \((\xi_A, \xi_B)\) satisfy \(\ln[P_G(\xi_A, \xi_B)] / P_G(0, 0) = -C^2\), with \(C\) being a constant. The equally probable states constitute a contour defined by \(\xi_A^2 - 2\phi_p \xi_A \xi_B + \xi_B^2 = 2C^2(1 - \phi_p^2)\). The contour is elongated along the diagonal direction when \(\phi_p\) is positive, but it is elongated along the negative diagonal direction when \(\phi_p\) is negative (Fig. 17 of the Supplemental Material [32]). For the contour, \(C\sqrt{1 + \phi_p^2}\) is the length of the projection onto the diagonal line \(\xi_B = \xi_A\), while the length of projection onto the negative diagonal line \(\xi_B = -\xi_A\) is \(C\sqrt{1 - \phi_p^2}\). The ratio of the former to the latter is given by
Note that the transformation from Gaussian given in Eq. (L1) onto the diagonal line, transformed into two normal components, $\xi_A$ and $\xi_B$, can be written as $\tilde{h}_p = \sqrt{2}\pi \exp \left[ -\frac{1}{2} \left( \frac{\xi_A^2}{(1 + \phi_p)} + \frac{\xi_B^2}{(1 - \phi_p)} \right) \right]$.  

Equation (L2) tells us that the dimensional Cartesian coordinate system by $\pi/4$ to obtain the new coordinate system. Equation (L2) tells us that the standard deviation $\sigma_\pm$ of $\xi_\pm$ is given by $\sqrt{1 \pm \phi_p}/\sigma_+$. $\sigma_+$ is the standard deviation of the projection of the two-dimensional Gaussian given in Eq. (L1) onto the diagonal line, $\xi_B = \xi_A$, whereas $\sigma_-$ is the standard deviation of the projection onto the negative diagonal line $\xi_B = -\xi_A$. Note also that $\sigma_+/\sigma_- = (1 + \phi_p)/(1 - \phi_p)$.  

In the ideally symmetric dual reporter system in which $\langle p_A \rangle$ and $\eta_{p_A}^2$ are exactly the same as $\langle p_B \rangle$ and $\eta_{p_B}^2$, $\sigma_+/\sigma_- = (1 + \phi_p)/(1 - \phi_p) = \sqrt{\frac{\eta_p^2 + C_p}{\eta_p^2 - C_p}}$ 

\begin{equation}
\sigma_+/\sigma_- = \sqrt{1 + 2(\eta_{ext}^2/\eta_{int}^2)}; \text{ i.e.,}
\end{equation}

\begin{equation}
\sigma_+/\sigma_- = \sqrt{\frac{\eta_p^2 + C_p}{\eta_p^2 - C_p}} = \sqrt{\frac{(\eta_{int}^2/\eta_{int}^2)^2 + 2(\eta_{ext}^2/\eta_{int}^2)^2}{(\eta_{int}^2/\eta_{int}^2)^2}} = \sqrt{1 + 2(\eta_{ext}^2/\eta_{int}^2)} > \eta_{ext}^2/\eta_{int}^2. \tag{L4}
\end{equation}

In an asymmetric dual reporter system, $\sigma_+/\sigma_-$ in Eq. (L3) can be written as $\sqrt{(\eta_{p_A}^2 + C_p)/(\eta_{p_A}^2 - C_p)}$ $\because\phi_p = C_p/(\eta_{p_A}^2)$. Noting that $(x + a)/(x - a)$ monotonically decreases with $x$ as long as $x > a$ and that $\eta_{p_A}^2 = (\eta_{p_A}^2 + \eta_{p_B}^2)/2$ is always greater than or equal to $\eta_{p_A}^2$ $\eta_{p_B}$, one obtains the following inequality:

\begin{align*}
\sqrt{\eta_p^2 + C_p}/(\eta_p^2 - C_p) & \leq \sqrt{(\eta_{p_A}^2 + C_p)/(\eta_{p_A}^2 - C_p)} = \sigma_+/\sigma_-.
\end{align*}

Because $C_p$ is defined as $(\eta_{ext}^2)^2$ and $\eta_p^2$ is the same as $(\eta_{ext}^2)^2 + (\eta_{ext}^2)^2$, the latter inequality reads as

\begin{equation}
\frac{\sigma_+}{\sigma_-} \geq \sqrt{\frac{(\eta_{ext}^2)^2 + 2(\eta_{ext}^2)^2}{(\eta_{int}^2)^2}} = \sqrt{1 + 2(\eta_{ext}^2)^2/\eta_{int}^2}. \tag{L5}
\end{equation}
the data obtained for the same set of *S. cerevisiae* genes but expressed in the gated *S. cerevisiae* cells with similar size and granularity. The yEGFP gene expression data shown in Fig. 5(e) are also obtained for the gated *S. cerevisiae* cells with similar size and shape, for which the extracted value of \( q \) is found to be quite small, 0.00 or 0.068. These results suggest that the reduction of fluctuation in the size and shape of *S. cerevisiae* cells diminishes the protein noise originating from the post-transcriptional or translation process much more than it does the protein noise originating from the RNAP-promoter association process. The relevance of cell size and shape fluctuation on the cellular control over the gene expression levels varies depending on the cell type. In *E. coli*, the protein noise was found to be not so sensitive to the fluctuation in the cell size and shape [16].

Since the parameter \( q \), the value of which can be controlled by the gate radius for *S. cerevisiae*, is one of the crucial factors determining the dependence of protein level Fano factor \( F_p(\langle \theta \rangle) \) on the mean RNAP occupancy \( \langle \theta \rangle \) of the promoter (Fig. 5), the shape of \( F_p(\langle \theta \rangle) \) should be dependent on the gate radius for *S. cerevisiae*. As discussed in Sec. II E, if \( q \) is less than 1/3, \( F_p(\langle \theta \rangle) \) is a nonmonotonic function of \( \langle \theta \rangle \). Otherwise, \( F_p(\langle \theta \rangle) \) is a monotonically increasing function of \( \langle \theta \rangle \). Therefore, we predict that the shape of \( F_p(\langle \theta \rangle) \) undergoes a transition from a nonmonotonic to a monotonic one, as the gate radius increases from a fully gated one to an ungated one, so that the value of \( q \) passes through 1/3.

By making the comparison between values of the parameters extracted at various values of gate radius, one could investigate which parameters are sensitive to the variation of the cell size fluctuation. By analyzing the relative shape of \( F_p(\langle \theta \rangle) \) on gate radius, one may be able to extract the value of \( \eta^2 \) as well because the relative shape of \( F_p(\langle \theta \rangle) \) depends on \( \eta^2 \) as well as \( q \) [see Fig. 11(b) of the Supplemental Material [32]]. \( \eta^2 \) is a quantitative measure of heterogeneity in the RNAP-promoter interaction strength. When the value of parameter \( q \) is far smaller than 1/3, \( \langle \theta \rangle \) at which the Fano factor reaches its maximum is quite sensitive to the value of \( \eta^2 \).

2. Prediction 2: Nonexponential time-correlation function of mRNA level

Our theory predicts that the time-correlation function \( \phi_m(t) \) of mRNA level fluctuation deviates from the simple exponential function, \( \exp(-\gamma m t) \), due to the effects of the transcription rate fluctuation [see Eq. (D5)], which has not been foreseen by any of the previously reported theories. According to Eq. (D5), even if the mRNA survival probability decays following the simple exponential function, \( \exp(-\gamma_m t) \) [26], the time-correlation function \( \phi_m(t) \) of mRNA level fluctuation deviates from the latter. The difference between the time-correlation function of mRNA level fluctuation and the mRNA survival probability results from the fluctuation in the transcription rate fluctuation, i.e.,

\[
\phi_m(t) = \exp(-\gamma m t) + \left( \frac{\eta^2}{m} \frac{\gamma_m}{\gamma_m} \right) f_{R_{tx}}(t),
\]

with \( f_{R_{tx}}(t) \) defined by Eq. (D8). By analyzing the nonexponential dependence of the time-correlation function of the mRNA level, one could extract the quantitative information about the dynamics of transcription rate fluctuation, or the time-correlation function of the transcription rate fluctuation, which would provide us with the relaxation time scale of the environment-coupled transcription rate fluctuation.

3. Application of the present formulation to other biological networks or dynamically heterogeneous reaction networks

In the present work, we propose a new theoretical approach to quantitative analyses of the chemical fluctuations produced by intracellular reaction networks interacting with hidden cell environments and demonstrate applications of our approach to the single gene expression and the dual gene expression networks shown in Figs. 3(a) and 6(a). Our theoretical approach is applicable to other intracellular networks or reaction networks coupled to hidden, dynamically heterogeneous environment. In the application, our approach requires an explicit modeling only for the dependence of the system reaction network on the experimental control parameter, but it does not require an explicit modeling of the hidden cell state dynamics and its coupling to the system network in taking into account the effects of the hidden cell environment on the chemical fluctuation produced by the system network. The latter fact is a great advantage of the present approach over the conventional one because it is difficult to construct an explicit and accurate model of hidden cell state dynamics and its coupling to the system network.

In the actual application of the present approach, one should first set up the vibrant reaction network model describing the experimental system and analyze the generalized master equation describing the vibrant reaction network, such as Eqs. (1), (3), and (9), to describe the stochastic dynamics of the system network of interest and hidden cell states. We will soon report a few more applications of the present approach to quantitative interpretation of the chemical fluctuation in living cells. For example, by a rather straightforward application of the present approach, one can provide an excellent quantitative explanation of the inducer concentration dependence of the steady-state mRNA level fluctuation in *E. coli* reported by Golding and co-workers [26].

As mentioned in the main text, we assume that the product decay process is a Poisson process. An extension of the present formulation is required to take into account the
effects of non-Poisson product decay on the product number fluctuation [41]. An extension of the present formulation for a general model of non-Poisson product decay processes will soon appear elsewhere. In the present work, we focus on the case where the product creation rate is independent of the number of product molecules. Extensions of the present formulation to biological networks with various topologies and regulatory interactions are under way. Through the extensions of the present theory, we will be able to establish a set of general rules or analytic results that are directly applicable to quantitative analysis of the chemical fluctuations produced by various types of biological networks.

4. Suggestion of new experiments

Below, we suggest new experimental observables that could provide us with new quantitative information about the stochastic gene expression in living cells.

a. Time-correlation function of mRNA and protein levels

It would be nice if one could accurately measure the time-correlation function (TCF) of the mRNA level by systematically controlling either the transcription rate fluctuation or the mRNA decay rate. The result could be directly analyzed by Eq. (M1). As predicted in Prediction 2, the time-correlation function of the mRNA level would deviate from the simple exponential function, and the quantitative analyses of the discrepancy between the time-correlation function and the survival probability of the mRNA with use of Eq. (M1) could provide us with quantitative information about the stochastic dynamics of the transcription process, given that the decay process of the mRNA level is a Poisson process [26]. Experimentally, it may be easier to obtain the TCF of the protein level than to obtain the TCF of the mRNA level. The experimental result for the TCF of the protein level could also be quantitatively analyzed by an extension of the present theory, which will be published elsewhere.

For a large number $N_C$ of cells, the TCF of the gene expression level $q$ can be estimated by

$$
\langle \delta q(t + t_0)\delta q(t_0) \rangle = N_C^{-1} \sum_{i=1}^{N_C} \delta q_i(t + t_0)\delta q_i(t_0), \quad (M2)
$$

where $\delta q_i(t)$ stands for the deviation of the gene expression level at time $t$ from the average $\langle q(t) \rangle$ defined by $\langle q(t) \rangle = N_C^{-1} \sum_{i=1}^{N_C} q_i(t)$. The variance $\sigma_q^2(t)$ in the gene expression level is the same as $\langle (\delta q(t))^2 \rangle$. When the gene expression process is a stationary process, $\langle \delta q(t + t_0)\delta q(t_0) \rangle$ is independent of $t_0$, and $\langle q(t) \rangle$ and $\sigma_q^2(t)$ are independent of $t$. The normalized TCF $\phi_q(t)$ of the gene expression level $q$ can be calculated by

$$
\phi_q(t) = \frac{\langle \delta q(t + t_0)\delta q(t_0) \rangle}{\sigma_q^2(t_0)}.
$$


For an ergodic system, Eq. (M2) calculated for an ensemble of a system is the same as the following TCF calculated from a long enough time trace of $q_i(t)$ for any single member of the ensemble:

$$
\langle \delta q(t)\delta q(0) \rangle_T = \lim_{t \to \infty} (T - t)^{-1} \int_0^{T-t} dt_0 \delta q_i(t + t_0)\delta q_i(t_0).
$$

(M3)

However, we expect that the living cell system is not an ergodic system so that the TCF of the gene expression level given in Eq. (M2) would be different from that given in Eq. (M3). It is because the lifetime of a cell is finite and the dynamics of a cell state is not fast enough to span the entire state phase space during the lifetime of the cell. Part of our future research efforts will also be directed to the non-ergodicity of biological systems and its consequence to the functions of biological systems.

b. Transcription event counting statistics

It would be wonderful if one could monitor the number of transcription events of a single gene or dual genes with the use of a single-molecule imaging technique, because the time dependence of transcription event counting statistics could provide us with detailed microscopic information about the stochastic transcription dynamics in living cells. The control parameters of the experiment would include the strength of the promoter, the length of the genes to be transcribed, and the type of cells.

The transcription event counting statistics is intimately related to the steady-state mRNA level fluctuation. By analyzing the dependence of the steady-state mRNA level fluctuation on the inducer concentration, we could make a prediction about the transcription event counting statistics, which will be published soon elsewhere.

c. Dependence of the gene expression statistics on the ribosome level fluctuation

Our experimental method can be extended to investigate the effects of the ribosome level fluctuations on the expression statistics of a single reporter gene or dual reporter genes. In this case, the ribosome level becomes our control parameter, so we should explicitly model the dependence of the translation rate on the ribosome level; on the other hand, we do not have to model the dependence of the transcription rate on the RNAP level because the latter is no longer our control variable. It is easy to extend the present theory to analyze the propagation of the ribosome level fluctuation to the gene expression statistics.

For an accurate interpretation of the experiment, it is desirable to investigate the possible dependence of the mRNA survival probability on the ribosome level. Because
the translation process is competing with the mRNA degradation process, the change in the ribosome level or the translation rate could induce a significant change in the decay rate of mRNA in cells.

d. Stochastic property of mRNA decay process and its effects on the cellular control over stochastic gene expression

It is now well known that the mRNA decay process is important in the cellular control over stochastic gene expression. However, to our knowledge, quantitative investigation on the stochastic dynamics of the mRNA decay process and its effects on the gene expression variability are still missing.

There exist several pathways in the mRNA decay process, which is catalyzed by various enzymes [66]. To quantitatively investigate the effects of the stochastic mRNA decay process on the gene expression variability, one needs to investigate how the survival probability of mRNA and the cellular levels of mRNA or protein depend on the mean and variance of the key enzyme that catalyzes the rate-determining step of the mRNA decay process.

It is possible to extend the present formulation to the case where the mRNA decay process is a general non-Poisson stochastic process. For the general model of the mRNA decay process, we obtain the exact analytic expressions for the protein noise, which will be reported elsewhere.
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