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A Balance Feedback Human Machine Interface for Humanoid Teleoperation in Dynamic Tasks

Joao Ramos¹, Albert Wang¹, and Sangbae Kim¹

Abstract — This paper introduces a novel Balance Feedback Interface (BFI) that addresses the problem of bilateral feedback for teleoperation of humanoid robots. With this new device we expect to enhance robot’s high force manipulation performance to a level comparable to humans by dynamically synchronizing master and slave. Through this Human-Machine Interface (HMI) we aim to achieve two goals: (i) have the human pilot learn from the robot’s dynamic behavior; and (ii) have the humanoid robotic platform learn from human’s motor skills. The eventual goal is to fuse the teleoperator’s commands and an autonomous controller for optimal performance. Initial results evaluate the stability of the robot while being teleoperated by a human pilot for a simple upright balancing task. During the experiment the user has no visual information about the robot’s state and is expected to compensate for unpredicted instabilities. The bilateral feedback system shows robustness to inertial variations and to external disturbances with the proposed human-in-the-loop control strategy offering valuable insight for future work.

I. INTRODUCTION

The largest nuclear catastrophe since Chernobyl, the reactor meltdown at the Fukushima Daichi power plant in March 2011 showed the robotics community the deficiency of robots for disaster response. It is estimated that if the cooling system could have been restarted within 24 hours of shutdown, the radiation leakage could have been greatly reduced or completely avoided. But due to the level of radiation after the disaster no human would be able to survive entering the facility. No humanoid or other legged robot was able to navigate such a challenging environment and interact with tools designed for humans [1]. This event clearly highlights the need of robots capable of operating physical work in unknown disaster environments.

After the catastrophe, the Defense Advanced Research Projects Agency (DARPA) identified a series of nine basic tasks a disaster response robot should be able to accomplish [2]. Although necessary, these tasks could be performed by quasi-static motions, as shown at the DARPA Robotics Challenge (DRC) trials held in December 2013. However, real disaster scenarios will also require robotic platforms to perform highly dynamic and coordinated tasks, such as hammering, axing, pushing or lifting heavy objects, jumping, and etc.

Such dynamic behaviors are essential for robots in human scale to perform tasks required to mitigate the disaster situation. An example of the current deficiency in legged robots is that none of them can perform relatively high force manipulation tasks, such as opening a spring-loaded door. This basic tasks that can be easily performed by any human is still a challenge the best platforms cannot successfully complete. On the other hand, even though some robots can generate far more mechanical power than humans, current controllers fail to coordinate many degrees of freedom (DOF) in order to achieve dynamic behaviors necessary for the most basic tasks. Unlike conventional “pick-and-place” type of tasks that are relatively independent from robot’s dynamics and small interaction forces, high-force manipulation tasks, which likely occur in disaster situations, require careful postural planning and whole-body coordination to deliver the momentum and recover stable balance.

Inspired by humans’ natural capacity for adaptation and coordination, many whole-body teleoperation strategies have been explored in order to allow the robot to achieve motor performance close to humans. However none can provide the necessary feedback that triggers the human operator’s awareness of complete whole-body synchronization. Common policies explore the use of Motion Capture Systems (MoCap) in order to track body posture and control the robotic platform [3], [4]. Other strategies focus on transmitting simple high-level commands that are translated into end-effector (hands, feet or limbs) coordinates [5]. Or even unconventional methodologies are adopted such as in [6], where a small scale marionette is manually manipulated by a human master. The joints orientation of this puppet are transmitted to the slave robot, which follows the position based-postural references. But none of these systems provide the human any feedback that informs the robot’s interaction with the environment. For instance, if the robot loses balance and starts to tilt, the user relies entirely on a camera input and human’s visual feedback system to compensate for the disturbance. Similarly if the robots is disturbed by the surroundings, the pilot is blind to this. Some teleoperation systems such as [7] provide haptic feedback in the tentative to immerse the human in the robot’s environment. But this solution provides only local force information, the pilot is still uninformed about the robot’s state of balance.
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All mobile legged systems must be able to perform one simple common task: balancing. Likewise, humans are extremely effective to accomplish this job, which is naturally realized by relying on three sensory feedback inputs: vestibular, visual and proprioceptive [8]. Visual feedback-based reaction time are inherently slower, about 150-250ms, while reflex-based reactions take about 50-100ms [9]. In order to exploit the teleoperator’s natural reflex we hypothesize that nonintrusive proprioceptive based information allows for fast corrective actions during whole-body teleoperation. Moreover, visual feedback is desired to be available for higher precision manipulation tasks and navigation.

This paper presents the introductory study of a novel framework to address the problem of bilateral feedback in humanoid teleoperation. The haptic force feedback applied to the human is based on the translation of the robot’s Center of Pressure (CoP), a direct measurement of balancing stability using the support polygon [10]. As the CoP of the humanoid robot translates during teleoperation and approaches the edge of the support polygon, the human is disturbed accordingly. With this strategy we expect the human can conform to the robot’s state and adapt the commanded posture in order to perform the ongoing task. This research aims to provide a new paradigm in human-robot interface. The solution can improve the situation awareness in supervisory control and reach a new level of synergy between man and machine.

This paper is organized as follows. First, a novel haptic feedback interface that informs to the human the robot’s dynamic behavior is presented in Section II. Section III covers a brief introduction to the lower body of HERMES, a disaster response robot capable of power manipulation based on the MIT Cheetah Robot developed at the Biomimetic Robotics Lab [11]. The whole Master-Slave teleoperation system implementation and interaction is presented in Section IV along with some experimental results. Finally, relevant conclusions and future directions about the system’s expansion are discussed on Section V and VI, respectively.

II. THE BALANCE FEEDBACK INTERFACE

A. Mechanical Design

The Balance Feedback Interface (BFI) is a planar mechanism that generates forces on the human transverse plane at waist level, near the center of mass (CoM) as shown in Fig. 1. We expect that the robot’s state of balance can be transmitted to the human using this minimal input, avoiding complexity and ambiguous information. In addition to that, it is required from the BFI to: (i) be transparent to the user (backdrivable and low inertia); (ii) be nonintrusive; (iii) be instinctive (reflex-based); and (iv) use no visual input.

To estimate the necessary maximum disturbance force to be applied to the human a simple empirical procedure was conducted. For a healthy average size and weight male that would act as the robot’s typical operator, a 50N force applied sideways at the waist was found to be enough to lift one foot off the ground while standing with parallel feet in an upright position. Thus, the BFI designed is able to generate this amount of force at any direction continuously anywhere inside its workspace. The disturbance applied to the human should be enough to trigger the situation awareness but cannot be so large that would compromise human’s ability to maintain balance.

When connected to the BFI, the user is constrained to two DOF planar hip translation (transverse plane). In order to achieve this requirement a scissor-like linkage mechanism is used. The rotational motions of the two motors, $\theta_1$ and $\theta_2$, are converted into planar translation of the end-effector, $\Delta x$ and $\Delta y$, by coupling the intermediate joints. Fig. 2 depicts the mentioned mechanism. By mapping the system planar Jacobian, $J$, the torques, $[\tau_1 \tau_2]^T$, necessary to generate the required forces, $[F_x F_y]^T$, at the end-effector can be calculated using

$$
[\tau_1 \tau_2]^T = J^T [F_x F_y]^T. \tag{1}
$$

This approximation can be used due to the low inertia of the linkages and transmission system. It is intended that the inertia of the operator inside of the device should dominate the dynamics.

The two degrees of freedom are actuated by two Maxon EC90 Flat 48V brushless motors with a 23:1 timing-belt reduction for minimum backlash. The motors are current controlled by Maxon ESCON 50/5 motor drivers for smooth torque tracking. Contactless Hall-Effect rotary sensors measure the motor angular position and two Transducer Techniques 25lb load cells mounted at 45° measures the actual force applied to the user.

B. Force Controller

The control law that generates the required force against the human is composed of two paths: (i) a feedforward path; and (ii) a feedback path that compensates for model errors and system losses. The block diagram for the proposed controller is shown in Fig. 3.
The force feedback interface is a scissor-like mechanism used to convert motor torque into planar force at the end-effector.

Figure 3 shows the block diagram representation of the implemented force controller. Notice the feedforward path and the proportional feedback path.

The force to be applied to the human is generated by a given reference (detailed in Section IV). This vector is mapped into torques to be command to the motors while a proportional feedback controller compensates for errors using the measurements from the load cells at the end-effector.

The controller is implemented in LabView using a National Instruments myRIO FPGA with a 2kHz control loop rate.

III. HERMES: Dynamic Humanoid Robot

HERMES is currently a 12 DOF 25kg biped robotic platform that shares the high torque density actuators technology with the MIT Cheetah Robot [12]. HERMES is designed to have anthropomorphic limbs and about 90% of the average human dimensions. We expect that this minimal size robot can naturally interact with tools and navigated environments originally designed for humans. Each foot has three built-in load cells that are responsible for measuring the ground reaction forces (GRF) and thus estimate the robot’s Center of Pressure (CoP).

Similar to humans, HERMES hip joint has three spherical DOF. The hip and knee sagittal plane actuation is performed by two coaxial high density torque brushless motors with low gear ratio (6:1); similar to those mounted on the MIT Cheetah Robot. The ankle joint two DOF are driven by a parallel mechanism actuated by two Dynamixel MX106 servo motors with 10Nm static torque capacity, see Fig. 4. All actuators are current controlled using custom drivers in order to achieve high performance torque tracking. Each leg has an outer plastic cosmetic shell with a carbon fiber square tube core. All the actuators are located on proximal configuration in order to reduce leg inertia and perform dynamic behavior. The platform is controlled by a xPC Target Real-Time Machine.

The HERMES lower body is a 12DOF (6DOF per leg) biped robotic platform.

Fig. 5 shows the geometry adopted for HERMES’ feet. The triangular foot is designed to always contact the flat ground at three known points \( F_{Ri} \) and \( F_{Li} \), \( i = 1,2,3 \). Three Futek LLB400 500lb load cells are used per foot. The measured ground reaction forces at these points are weighted in order to estimate the robot’s Center of Pressure. The support polygon of the robot is defined as the geometric figure that connects all points of contact under the robot’s feet [10]. HERMES’ support polygon for a single foot is a triangle, however for double support stance the geometric figure can have up to six edges.

IV. HUMAN-MACHINE EXPERIMENTS

In order to evaluate the dynamic performance of the teleoperated platform to external disturbances the following experimental procedure is implemented: (i) the human pilot generates a position-based reference that is followed by the slave robotic platform; (ii) as the robot moves and the CoP
translates, the BFI applies proper disturbance forces on the human. With this approach we expect that postural corrective actions executed by the human will be translated into robot disturbance rejection actions.

![Figure 6. Hip translation on x direction commanded by the operator during teleoperation. The robot follows a proportional reference.](image)

A. Master Reference Generation

The teleoperation command generated by the human is defined as simple hip translation. This translation is monitored by the BFI and this information is sent to the robot by a serial communication protocol. As shown on Fig. 6, as the human performs a hip lateral translation $\Delta x$, the robot follows the same motion scaled by a tunable parameter $\alpha$. A similar strategy is used to track the forward-back translation $\Delta y$.

B. Force Feedback Generation

As mentioned before, the teleoperated robotic platform follows the hip translation commanded by the human operator and the robot’s CoP translates inside the support polygon. In order to inform the user that the robot’s CoP point is approaching the edge of the support polygon a potential function is implemented as shown on Fig. 7.

Properly defined in [10], if the CoP of the robot is located at the boundary of the support polygon, the mechanism is either already tilting (loosing balance) or on the edge of doing so. During the balancing experimental tests described on the following subsection, these situations must be avoided in order to maintain balancing stability.

The force applied to the human is a function of the proximity of the robot’s CoP to the edge of the support polygon. This force will increase exponentially according to the potential function on Fig. 7. For stance, on the $x$ direction the force is defined as

$$F_x = \begin{cases} 0 & \text{, CoP}_x < 0 \\ a_1 b \cdot \text{CoP}_x + 1 & \text{, CoP}_x \geq 0 \end{cases}$$

Where $a_1$, $a_2$, and $b$ are constants to be calibrated; and $\text{CoP}_x$ is the $x$ position of the CoP inside the support polygon. An analogous expression is used for the force applied on the human on the $y$ direction.

![Figure 7. Potential function used for robot’s CoP translation. As the CoP approaches the edge of the support polygon the force applied to the human increases exponentially.](image)

C. Experimental Setup and Results

The experiment was conducted having the human operator and the robotic platform starting at an upright stance position with both feet parallel and with full contact with the ground. Human’s hip motion is measured by the BFI end-effector position and is mapped to robot hip translation and torso bowing motion. At all times, the robot’s CoP was measured by the feet load cells and this information was processed by the BFI to generate the proper force to be applied to the operator’s waist. Notice that the user had no visual information about the robot’s posture. Moreover, the pilot was also not aware of the timing or intensity of any of the disturbances.
While the robot follows position-based postural commands given by the human pilot, the robotic platform was repeatedly hit by a rubber hammer perpendicular to the frontal plane, as shown on Fig. 8 left. This disturbance translated the robot’s CoP backwards (-y direction) and closer to the edge of the support polygon, making the robot loose balance. As the CoP translates, the BFI applies a planar force on the human’s waist according to (2), see Fig. 8 right.

Fig. 9 shows the results for the described procedure. Notice the black line represents the translation of the CoP of the robot on the y direction when the human is on the loop. The red line represent the same measurement when the robot is just standing with a prescribed joint stiffness (no human input). The rubber hammer impact can be easily verified by the deep undershoot on the CoP position (as indicated by the arrows). The edge of the support polygon on the y direction is located at the -0.06m line represented by the green mark.

The red line shows that the robot upright stance is not open loop stable. As should be expected, the robot loses balance if disturbed by large and/or constant impacts.

As estimated, when the robot’s CoP crosses the edge of the support polygon the robot loses stability and falls backwards. As can be verified on Fig. 9, the human performs reflex-based postural corrections that drive the CoP of the robot to a safe zone.

Fig. 10 shows the force, $F_y$, exerted on the human as the robot’s CoP translates on the y direction. One can notice positive large disturbance on the human as the CoP oscillates undershoots.

The experiments in this study were conducted with the human as a position controller on the robot joints. Moreover, the BFI force controller coerced the operator to move to a posture that is mapped into a stable position for the robot CoP. The control structure is shown in Fig. 11.

In this work, the operator is asked to move in the direction the force is applied by the BFI in order to balance the robot. In this case the operator’s dynamics in the control loop act as a filter with an input delay (sensorimotor response time).

If, on the other hand, the force applied to the human is in the opposite direction as the motion necessary to balance the robot, we expect the human to act as a compensator. This strategy means that if the robot is about to lose balance, then the BFI attempts to pull the human out of balance as well. In this case, we hypothesize that the BFI is to trigger human’s natural response to disturbances. This strategy is to be explored on future work.

V. CONCLUSIONS

A simple control framework for bilateral feedback in biped robot teleoperation is presented. The methodology takes advantage of human’s natural reflex-based reactions in order to balance a bipedal humanoid platform during a simple standing task. The Balance Feedback Interface is a planar two DOF mechanism that is attached to user’s waist in order to inform the balancing stability of the robot. This is accomplished by applying a force that varies according to the CoP distance to the edge of the support polygon. The slave platform, HERMES, a biped robotic platform follows the
commanded postural references from the user with minimal information. To evaluate the proposed strategy, the CoP translation of the robot is evaluated under the impact disturbance of a rubber hammer. Results shows that the human operator can perform reflex-based reactions that drives the robot stability back to a safe region.

The control law adopted suggests to be very intuitive to the operator. The human pilot is able to balance the biped platform under unpredicted disturbance without prior knowledge of the robot dynamic behavior or any kind of visual input.

It is assumed that the human sensorimotor time delay plays a crucial role on the adopted strategy [13]. For quasi-static tasks the balancing stability can be easily achieved by the framework adopted. But it is still unclear how the whole system responds to highly dynamic motions and further investigation is necessary.

VI. FUTURE WORK

By no means the proposed controller intends to replace existing autonomous balancing controllers implemented on legged platforms. This study aims to push the limits of how much aid the human can provide as a reflex-based controller and teleoperator, provided the information about the robot’s state of balance. It is still unclear how far the user can synchronize his own motor actions with the robots motion. However it is known that humans are highly adaptive systems and we expect to reveal new possibilities on teleoperation by giving the human information about the robot’s interaction with the surroundings. The long term goal of this project is to merge human flexibility and adaptability capacity with an autonomous controller, taking advantage of the best of both methods.

Motivated by the results from this preliminary approach we are currently developing a six DOF (three actuated) parallel mechanism that offers no constraint to human’s hip motion. The device’s design is composed of three modular actuators as shown on Fig.12. In addition to that, a mechanical MoCap system is to be used in order to track human’s posture and transmit precise motion intentions to the robot.

Future works aims to integrate the robot’s upper limbs in the balance control strategy, adding robustness to disturbance rejection. The upper limbs are to be used in two different ways: (i) as a reaction inertia to cancel impulsive force to the torso [14], [15]; and (ii) to offer a last resort on stability if the robot is to fall (quadruped mode) [10].

Finally, we aim to characterize the whole system time delay effect on the teleoperation task. It is expected that the human response time delay and the computer communication/control rate should introduce undesired dynamics to the system [16].

Thus, it is necessary to classify the stability margin allowed for the robot to follow the user’s dynamic movements.

![Figure 12. The six DOF modular parallel mechanism for unconstraint human motion. Three actuators can redundantly generate force on the transverse plane.](image)

REFERENCES


