Implementation of general background electromagnetic fields on a periodic hypercubic lattice

The MIT Faculty has made this article openly available. Please share how this access benefits you. Your story matters.

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>As Published</td>
<td><a href="http://dx.doi.org/10.1103/PhysRevD.92.074506">http://dx.doi.org/10.1103/PhysRevD.92.074506</a></td>
</tr>
<tr>
<td>Publisher</td>
<td>American Physical Society</td>
</tr>
<tr>
<td>Version</td>
<td>Final published version</td>
</tr>
<tr>
<td>Accessed</td>
<td>Thu Feb 14 05:07:15 EST 2019</td>
</tr>
<tr>
<td>Citable Link</td>
<td><a href="http://hdl.handle.net/1721.1/99362">http://hdl.handle.net/1721.1/99362</a></td>
</tr>
<tr>
<td>Terms of Use</td>
<td>Article is made available in accordance with the publisher’s policy and may be subject to US copyright law. Please refer to the publisher’s site for terms of use.</td>
</tr>
<tr>
<td>Detailed Terms</td>
<td></td>
</tr>
</tbody>
</table>
Implementation of general background electromagnetic fields on a periodic hypercubic lattice

Zohreh Davoudi and William Detmold

Center for Theoretical Physics, Massachusetts Institute of Technology, Cambridge, Massachusetts 02139, USA
(Received 12 August 2015; published 19 October 2015)

Nonuniform background electromagnetic fields, once implemented in lattice quantum chromodynamics calculations of hadronic systems, provide a means to constrain a large class of electromagnetic properties of hadrons and nuclei, from their higher electromagnetic moments and charge radii to their electromagnetic form factors. We show how nonuniform fields can be constructed on a periodic hypercubic lattice under certain conditions and determine the precise form of the background U(1) gauge links that must be imposed on the quantum chromodynamics gauge-field configurations to maintain periodicity. Once supplemented by a set of quantization conditions on the background-field parameters, this construction guarantees that no nonuniformity occurs in the hadronic correlation functions across the boundary of the lattice. The special cases of uniform electric and magnetic fields, a nonuniform electric field that varies linearly in one spatial coordinate (relevant to the determination of quadruple moment and charge radii), nonuniform electric and magnetic fields with given temporal and spatial dependences (relevant to the determination of nucleon spin polarizabilities) and plane-wave electromagnetic fields (relevant to the determination of electromagnetic form factors) are discussed explicitly.

I. INTRODUCTION

The electromagnetic (EM) properties of hadrons and nuclei arise from the underlying interactions among their strongly interacting quark constituents and the photons. Consequently, any reliable theoretical approach that aims to elucidate the electromagnetic structure of hadronic systems must necessarily account for the nonperturbative nature of quantum chromodynamics (QCD). Lattice QCD, which is a Monte Carlo evaluation of the QCD path integral regulated through a finite discrete spacetime, is the only such method by which to perform first-principles calculations of hadronic systems. It relies on the fundamental degrees of freedom of QCD, i.e., quarks and gluons, and as input, only takes the QCD parameters, the mass of quarks and the strength of the coupling constant. To be compared with nature, the results of lattice QCD calculations must be systematically extrapolated to the continuum and infinite-volume limits. Quantum electrodynamics (QED) can be treated along with QCD in a similar fashion, although the computational cost associated with a Monte Carlo evaluation of the QCD and QED path integral is considerably higher; see Refs. [1–11] for recent progress in this direction. Alternatively, given that EM interactions are perturbatively small, one can constrain the EM structure of hadrons and nuclei, for example their EM form factors, by evaluating the matrix elements of current operators in the presence of solely QCD interactions. This approach has met with success in several cases, but is generally challenging (see Ref. [12] for a review of lattice QCD calculations of nucleon structure). It is therefore useful to consider further alternatives.

When interested in the response of hadronic systems to weak EM fields, which determines properties such as EM moments and polarizabilities, a powerful method is to introduce electromagnetism through a classical background field. In this approach, fixed U(1) gauge links are simply imposed on the QCD gauge links in the lattice formulation. Depending on the computational resources available and the type of quantities that are being considered, this imposition may be performed solely on the valence quark sector of QCD, where only the computation of quark propagators is influenced by the additional U(1) links, or on both the sea and valence quark sectors, where the U(1) gauge links are also incorporated in the generation of the QCD gauge configurations. The former is not a reliable approximation when there are sea-quark (disconnected) contributions to hadronic correlation functions in background fields. A low-energy (multi-)hadronic theory that describes the interaction of the hadron (or nucleus) with weak external EM fields can be matched onto appropriate lattice QCD correlation functions. This matching constrains those parameters of the hadronic theory that characterize the response of the hadron (nucleus) to the applied external fields [13–25]. While uniform background fields already provide a means to constrain a wealth of EM quantities such as the magnetic moment and the electric and magnetic polarizabilities (see Refs. [23,24,26–38] for recent progress in discerning EM properties of hadrons and light nuclei. 
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using lattice QCD with the background field method), more general background fields potentially provide sensitivity to many additional parameters of the low-energy theory. In particular, spin-dependent structure parameters beyond the magnetic moment can show up at low orders in the weak-field strength if one allows the spatial and/or temporal derivatives of the background fields to be nonvanishing. Among such quantities are spin polarizabilities of nucleons [23,39], and the quadrupole moment of hadrons and nuclei with spin, \( s \geq 1 \) [15]. Moreover, nonuniform background fields do not constrain one to the static limit of EM form factors, and by injecting energy and momentum into the system, provide a means to directly evaluate the corresponding off-forward hadronic matrix elements of the EM current from a response to the background fields [40], with different systematic uncertainties than other methods. Another application of such nonuniform background fields, as is recently proposed and implemented in Ref. [41], is to evaluate the hadronic vacuum polarization function (as the leading hadronic contribution to the muon anomalous magnetic moment) through evaluating the magnetic susceptibilities with a plane-wave background field.

In order to explore such possibilities, one first needs to properly implement the desired EM background fields in lattice QCD calculations. A class of nonuniform EM fields, for example, have been implemented in Refs. [42,43] to obtain some preliminary results for spin polarizabilities of the nucleon [43]. These studies do not consider background gauge potentials that are periodic at the boundary. Retaining the periodic boundary conditions (PBCs) that are imposed on the gauge fields in the majority of lattice QCD calculations requires a nontrivial implementation of the \( U(1) \) gauge links. However, such an implementation enforces smooth behavior of correlation functions across the boundary of the lattice and is a desired feature. Moreover, quantifying the behavior of the system in the hadronic theory is generally more straightforward in periodic EM potentials. Although nonperiodic implementations of uniform background fields have been pursued in some earlier lattice QCD studies (by placing hadronic sources away from the boundary effects) [26–31], quantifying uncertainties associated with these nonuniformities is difficult [24,44,45]. These issues can be prevented by explicitly modifying the naive \( U(1) \) gauge links, and imposing conditions on the background field parameters, such that when setting the value of the gauge links at one boundary of the lattice to its value on the opposite boundary, no nonuniformities occur in the value of the \( U(1) \) plaquettes. This guarantees smooth behavior of hadronic correlation functions across the boundaries. This paper presents in detail a procedure for the periodic implementation of background gauge fields, under certain conditions that are enumerated, along with several examples that follow from these general considerations.

A condition that supports periodic background \( U(1) \) gauge fields on a hypercubic lattice\(^1\) is well known for the case of uniform EM fields, namely the ‘t Hooft quantization condition (QC) [13,14,46–48], and has been commonly implemented in lattice QCD calculations with the use of background fields [23,24,32–38,49]. This condition requires the magnitude of the electric, \( \mathbf{E} \), or magnetic, \( \mathbf{B} \), field on a torus to be quantized, and follows from a simple argument: for a closed surface geometry, the net flux of the EM field through that surface is required to be quantized. The same condition can be obtained by imposing more general boundary conditions, namely electro/magneto-PBCs. These boundary conditions require the gauge and matter fields to be periodic up to a gauge transformation, and have been studied by ‘t Hooft for the case of Abelian and non-Abelian gauge theories, to explore the properties of the flux of the corresponding field strength tensors in the confinement regime [46,50,51]. When spacetime is discretized on a hypertorus, special care must be given to the implementation of the \( U(1) \) gauge links at each spacetime point (see, e.g., Refs. [49,52,53]) to guarantee that the values of the \( U(1) \) elementary plaquettes remain constant in uniform background fields.

To implement background EM fields with arbitrary spacetime dependences, a similar procedure must be undertaken to ensure that, despite the gauge links having been set to satisfy the PBCs at the boundary, the expected values of the \( U(1) \) elementary plaquettes are correctly produced adjacent to the boundaries. This requirement enables one to determine the modified links near the boundary, as well as the conditions that the parameters of the chosen background fields must satisfy. We first demonstrate this procedure for a rather special case of an electric field generated from a scalar gauge potential with an arbitrary dependence on only one spatial coordinate. This allows one to generalize, rather straightforwardly, to the case of background fields generated from more general gauge potentials, but also makes one appreciate the subtleties and limitations encountered in the general case. We use this special case to study in detail the examples of a uniform electric field and an electric field that varies linearly in one spatial coordinate. We verify the periodicity of the setup by numerically evaluating the correlation functions of neutral pions in these background fields. This special case, along with the examples, is presented in Sec. II. The general considerations are presented in Sec. III, where it is shown that a periodic implementation of gauge links in our framework is possible if the flux of the electric and

\(^1\)Although the words “hypercubic” and “hypertorus” are used throughout to refer to the lattice geometry, this paper considers the more general case of an anisotropic geometry where both the lattice spacing and the extent of the volume in temporal and spatial directions are different. In particular, the general result in Sec. III accounts for distinct lattice spacings and volume extents in all directions.
magnetic fields through each plane on the lattice is independent of the coordinates transverse to that plane, allowing the flux to be quantized. The same condition also arises from consideration of the functions introduced in the modified links adjacent to the boundary such that the expected value of plaquettes are produced in all planes on the lattice. We take advantage of our general results, as summarized in Eqs. (55)–(57) of this paper, to work out several phenomenologically interesting examples. These examples focus on the background fields that give access to some of the spin polarizabilities of nucleons as suggested in Ref. [23], as well as the case of plane-wave EM fields as proposed in Refs. [40,41]. These examples are presented in Sec. IV. We summarize our results and conclude in Sec. V.

The Appendix is devoted to demonstrating the connection between our results concerning background $U(1)$ gauge fields with PBCs and those obtained under the imposition of certain electro/magneto-PBCs.

II. A SPECIAL CASE: AN ELECTRIC FIELD ARISING FROM GAUGE POTENTIAL $A_\mu = (A_0(x_3),0)$

Let us choose a periodic $U(1)$ gauge field

$$A_\mu = (A_0(x_3),0) = \left( A_0 \left( x_3 - \left[ \frac{x_3}{L} \right] L, 0 \right) \right),$$

(1)

with an arbitrary dependence on the third component of the position three-vector, $x_3$, such that a periodic electric field is generated in the $x_3$ direction,

$$E = -\nabla A_0 = E \left( x_3 - \left[ \frac{x_3}{L} \right] L \right).$$

(2)

With the use of the floor function in the argument of the functions, the fields are made periodic in $x_3$ with periodicity $L$. As is seen, we have adopted a mostly negative signature for the Minkowski metric. Throughout this paper, we take any boldfaced letter to denote a three-vector. We leave the letters boldfaced even if they correspond to the components of a Minkowski four-vector, e.g., $x_i = -x_i$ for $x_\mu = (t,-\mathbf{x})$.

The background field is implemented in a lattice QCD calculation by multiplying the QCD gauge links by the $U(1)$ gauge links through a direct product. Explicitly, for the choice in Eq. (1),

$$U^{(\text{QCD})}_\mu(x) \rightarrow U^{(\text{QCD})}_\mu(x) \times e^{ieQ^2 \hat{A}_0(x_3 - \left[ \frac{x_3}{L} \right] L, 0) \times \hat{x}_3},$$

(3)

where $\hat{Q}$ denotes the electric charge operator. Here, in what follows, we define $a_s$ and $a_t$ to denote the lattice spacings along the spatial and temporal directions of the lattice, respectively. For a periodic lattice with spatial extent $L$ and temporal extent $T$, the value of the plaquette with $0 \leq x_3 < L - a_s$ and $0 \leq t < T - a_t$ in the $0$-$3$ plane is

$$\mathcal{P}_{(0,3)}(x_3, t) = U^{(\text{QCD})}_0(0, t) \times e^{ieQ^2 \hat{A}_0(x_3, t) \times \hat{x}_3} \times c^{(\text{QCD})}_0(x_3 + a_s, t)$$

(4)

where we have left implicit the dependence on the $x_1$ and $x_2$ coordinates. Note that in the continuum,

$$\Phi^{(E)}_{(0,3)}(x_3) \equiv \int_0^{x_3 + a_s} \int_0^{x_1 + a_t} E_3(x_3') d^3x'$$

(5)

is nothing but the total electric flux through the surface area of the elementary plaquette originated from the point $(x_3, t)$ in the $0$-$3$ plane. Therefore, the desired value of the plaquette is obtained in Eq. (4).

Since the lattice action depends upon links that originate from points $x_i = L - 1$ or $t = T - 1$ and end at points $x_i = L$ or $t = T$, one is required to specify the boundary conditions. By choosing PBCs, we demand that the $U(1)$ gauge link be periodic according to Eq. (1). Then the value of the link that originates from $x_3 = L$ is set equal to its value at the origin. As a result, one must examine more carefully the value of the plaquettes located at $x_3 = L - a_s$,

$$\mathcal{P}_{(0,3)}(L - a_s, t)$$

(6)

where $\tilde{A}_0$ is defined as the deperiodified counterpart of $A_0$, $\tilde{A}_0 = A_0(x_3 - \left[ \frac{x_3}{L} \right] L + \left[ \frac{x_3}{L} \right] L)$. Then the first phase factor correctly accounts for the total electric flux through a plaquette located at $x_3 = L - a_s$, while the last phase factor must be eliminated. To achieve this, we are free to introduce an additional link in the $x_3$ direction,

$$U^{(\text{QCD})}_\mu(x) \rightarrow U^{(\text{QCD})}_\mu(x) \times e^{ieQ^2 \hat{A}_0(x_3 - \left[ \frac{x_3}{L} \right] L, 0) \times \hat{x}_3} \times c^{(\text{QCD})}_0(x_3 - a_s, L - a_t),$$

(7)

such that the last phase is canceled from Eq. (6). Clearly, the additional link does not affect the value of the adjacent plaquettes.
Since the additional link introduced in Eq. (7) is $t$ dependent, and given that the gauge link is also required to be periodic with respect to the time variable, one must study the value of the plaquette located at $x_3 = L - a_s$, and $t = T - a_t$ more closely. For this plaquette, which is located at the far corner of the lattice,\(^2\)

$$\mathcal{P}_{(0,3)}(L - a_s, T - a_t)$$

$$= U^{(QCD)}_0(L - a_s, T - a_t) e^{ie\hat{Q}A_0(L - a_s)a_t} U^{(QCD)}_3(L - a_s, 0)$$

$$\times U^{(QCD)}_0(T, 0) e^{-ie\hat{Q}A_0(0)a_t}$$

$$\times U^{(QCD)}_3(L - a_s, T - a_t) e^{-ie\hat{Q}(A_0(0) - \tilde{A}_0)(T - a_t)}$$

$$= e^{ie\hat{Q}A_0(0) - \tilde{A}_0(L)/T} \mathcal{P}_{(0,3)}^{QCD}(T - a_t, 0)$$

$$\times e^{-ie\hat{Q}(A_0(0) - \tilde{A}_0(0))T}. \quad (8)$$

Although the first phase factor correctly accounts for the total flux through a plaquette located at $x_3 = L - a_s$, the last factor modifies the value of this plaquette away from the desired value. By demanding

$$e^{ie\hat{Q}A_0(0) - \tilde{A}_0(L)/T} = 1, \quad (9)$$

the value of this plaquette is fixed to its desired value. Equation (9) places a QC on the net flux of the electric field through the 0–3 plane on the lattice,

$$\Phi^{(E,\text{net})}_{(0,3)} = [A_0(0) - \tilde{A}_0(L)/T]$$

$$= e^{\hat{Q}} \int_0^T dt \int_0^L \mathbf{E}_3(x_3) dx_3 = 2\pi n, \quad (10)$$

where $n \in \mathbb{Z}$. This QC could indeed be deduced a priori by recalling that the 0–3 plane represents a closed surface area due to PBCs (the surface area of a torus), and the net flux through this surface must necessarily be quantized. Equations (7) and (10) are the main results of this section. Two particular cases of a uniform electric field and a linearly varying electric field along the $x_3$ direction can be readily worked out from this general result, and are presented in the following.

A. Example I: A constant electric field in the $x_3$ direction

An external periodic $U(1)$ gauge field

$$A_\mu = \left( -E \times \left( x_3 - R - \left[ \frac{x_3}{L} \right] L \right), 0 \right), \quad (11)$$

with constant $E$ and $R$, gives rise to a uniform electric field in the $x_3$ direction,

$$\mathbf{E} = E\mathbf{x}_3. \quad (12)$$

This electric field can be achieved by implementing the link,

$$U^{(QCD)}_\mu(x) \to U^{(QCD)}_\mu(x)$$

$$\times e^{-ie\hat{Q}Ea_t(x_3 = R - \left[ \frac{x_3}{L} \right] L) \times \delta_0 \times e^{ie\hat{Q}E(t - \left[ \frac{T}{L} \right] L) \times \delta_0 \times \delta_3 \times \delta_T \times a_t}}, \quad (13)$$

which gives rise to the desired value of the plaquette in the 0–3 plane

$$\mathcal{P}_{(0,3)}(x_3, t) = e^{ie\hat{Q}Ea_t(x_3) \mathcal{P}_{(0,3)}^{QCD}(x_3, t)}, \quad (14)$$

for $0 \leq x_3 \leq L - a_s$ and $0 \leq t \leq T - a_t$. In addition to the modification to the naive $U(1)$ links as presented in Eq. (13), the plaquettes at the boundary are correctly valued if the magnitude of the electric field is quantized,

$$E = \frac{2\pi n}{e\hat{Q}L}, \quad (15)$$

with $n \in \mathbb{Z}$, in agreement with previous works, e.g., Refs. [13,14,47,48,52,53].

We have numerically verified that, in contrast with the nonperiodic case where the additional link in the $x_3$ direction is not implemented, the choice of the background gauge field in Eq. (13), supplemented by the QC in Eq. (15), results in the periodicity of the correlation functions of neutral pions. The upper panel of Fig. 1 shows the pion correlation function (projected to zero transverse momentum), $C(x_3, \tau)$, as a function of $x_3 - x_{3}^{(\text{src})}$ at a fixed Euclidean time, $\tau/a_t = 18$ ($\tau = it$). Explicitly, this correlation function is defined as

$$C(x_3, \tau) \equiv C(x_3, \tau; x_3^{(\text{src})}, 0)|_{p_1 = p_2 = 0}$$

$$= \sum_{x_3 = 0}^{L - a_s} \sum_{x_3 = 0}^{L - a_s} C(x, \tau; x^{(\text{src})}, 0), \quad (16)$$

where

$$C(x, \tau; x^{(\text{src})}, 0) = \langle 0 | \mathcal{O}_\tau(x, \tau) \mathcal{O}_\tau^\dagger(x^{(\text{src})}, 0) | 0 \rangle_E. \quad (17)$$

$\mathcal{O}_\tau^\dagger(x^{(\text{src})})$ is a lattice interpolating operator that creates (annihilates) any hadronic states with the quantum numbers of the neutral pion. Subscript $E$ refers to the fact that the expectation value is evaluated in the background of an electric field, $\mathbf{E}$. The calculation only involves imposing the $U(1)$ gauge links on the QCD...
gauge links in the valence sector. $x^{(\text{src})}$ denotes the location of the source, which for the upper panel is taken to be $x^{(\text{src})} = (0, 0, 0)$. Since for a neutral pion in a uniform electric field, the finite-volume correlation function with PBC must be symmetric about the point $\frac{L}{2} + x^{(\text{src})}$, the deviation of the correlation function from symmetry for nonperiodic gauge-link choices, including those with the correct link structure but with nonquantized values of electric field, signals the breakdown of translational invariance in units of $L$ in the $x_3$ direction (this translational invariance is the analogue of the magnetic translation group discussed in Ref. [48] for a uniform magnetic field). Such breakdown is most evident in the quantity

$$M(x_3, \tau) \equiv \log \frac{C(x_3, \tau)}{C(x_3, \tau + 1)}, \tag{18}$$

as is plotted as a function of $x_3 - x^{(\text{src})}$ for $\tau/a_t = 18$ in the lower panel of Fig. 1. Here, the source is located $x^{(\text{src})} = (0, 0, 9a_t)$ and therefore the boundary point $x_3 = L \equiv 0$ corresponds to $x_3 - x^{(\text{src})} = 3a_t$ in these plots. Nonuniformities in $M(x_3, \tau)$ when crossing this
boundary (denoted by the dashed line) are observed in all the cases considered, except for the “Modified links—Quantized” case. This is again a signature of losing translational invariance in units of $L$ in the $x_3$ direction. In Refs. [24,44], a similar kinked feature was observed in the correlation function of neutral pions with nonperiodic implementations of a uniform electric field with the choice of a time-dependent gauge potential.

Alternatively for the neutral pions, the breakdown of periodicity can be examined by studying the dependence of the correlation functions on the location of the source. Since the correlation functions of neutral particles in uniform background fields are translationally invariant, as long as the implementation of background fields does not break translational invariance, they must be only a function of $x_3 - x'_3$ . As is plotted in Fig. 2, all the nonperiodic implementations indeed give rise to correlation functions that are not solely a function of the distance to the source, and vary as a function of $x'_3$. For the charged particles, correlation functions in uniform background fields are expected to depend upon a gauge-dependent, nontranslationally invariant phase (see, e.g., Refs. [15,38]). This phase must be factored out before comparing properties of correlation functions under translation with different implementations of background fields. For nonuniform background fields, the translational invariance is fully broken in the correlation functions [15], and the dependence on the source location does not provide much insight into the lack of periodicity of different implementations of background fields.

**B. Example II: A linearly varying electric field in the $x_3$ direction**

An external periodic $U(1)$ gauge field,

$$A_\mu = \left( -\frac{E_0}{2} \left( x_3 - R - \frac{x'_3}{L} \right)^2, 0 \right),$$

(19)
gives rise to a linearly varying electric field in the $x_3$ direction,

$$E = E_0 \times \left( x_3 - R - \frac{x'_3}{L} \right) \mathbf{\hat{x}}_3,$$

(20)

These nonuniformities may be quantified more precisely by evaluating (the finite-difference approximation to) the derivative of the functions with respect to $x_3$. As the continuum limit is approached, this (numerical) derivative diverges near the boundary as a result of nonperiodic implementations.
This electric field can be implemented in a lattice QCD calculation through the following links,

\[
U^{(QCD)}_{\mu}(x) \rightarrow U_{\mu}^{(QCD)}(x) \times e^{-i\hat{Q}E_0|\mu|/2} \times \delta_{\mu,0} \times e^{i\hat{Q}E_0 L \left( -\frac{R}{2} - \frac{x_3}{2} \right) \times \delta_{x_3,0} \times \delta_{\mu,3}},
\]

which gives rise to the following value for a plaquette in the 0–3 plane,

\[
\mathcal{P}_{(0,3)}(x_3, t) = e^{i e \hat{Q}E_0|\mu|/2} \mathcal{P}^{(QCD)}_{(0,3)}(x_3, t),
\]

for \(0 \leq x_3 \leq L - a_3\) and \(0 \leq t \leq T - a_t\). There exists a QC when \(R \neq \frac{L}{2}\) which constrains the value of the slope of the electric field to be quantized.
FIG. 5 (color online). A comparison of choices of background gauge fields that result in a linearly varying electric field in the \(x_3\) direction, as described in the caption of Fig. 4, but with the offset value being set to \(R = \frac{1}{2}\). The left panel shows the correlation function (projected to zero transverse momentum), \(C(x_3, \tau)\), as a function of \(x_3 - x_3^{(\text{src})}\) at a fixed Euclidean time, \(\tau/a_t = 18\), while the left panel depicts the dependence of the quantity \(M(x_3, \tau) \equiv \log_\pi(C(x_3, \tau))\) on \(x_3 - x_3^{(\text{src})}\) at \(\tau/a_t = 18\). The details of this numerical study are the same as in Fig. 1. The values of \(x_3\) and \(x_3^{(\text{src})}\) in the figure are in units of \(a_t\). The dashed lines denote the boundary of the lattice.

\[
E_0 = \frac{2\pi n}{\epsilon QTL(-R + \frac{1}{2})}, \tag{23}
\]

with \(n \in \mathbb{Z}\). When the offset value \(R\) is chosen to be \(\frac{1}{2}\), Eq. (9) trivially holds and no quantization constraint is placed on \(E_0\). Moreover, the additional link at point \(x_3 = L - a_t\) in Eq. (21) will be equal to unity.

We have implemented a linearly varying background electric field, with and without the additional links in the \(x_3\) direction [see Eq. (21)], for quantized and nonquantized values of the electric field slope [see Eq. (23)]. Figure 4 corresponds to the choices of electric field with the offset value \(R = 0\). Consequently, according to Eq. (23), a QC is necessary to guarantee the full periodicity. In the left panel of the figure, the neutral pion correlation function (projected to zero transverse momentum), \(C(x_3, \tau)\), is plotted as a function of \(x_3 - x_3^{(\text{src})}\) at a fixed Euclidean time, \(\tau/a_t = 18\).

For a neutral pion in an electric field that varies as a function of \(x_3\), the finite-volume correlation function with PBCs will no longer be symmetric about the point \(\frac{L}{2} + x_3^{(\text{src})}\) (see Ref. [15] and discussions associated with Fig. 5), a feature that is indeed observed in the left panel of the figure. However, by displacing the source to \(x_3^{(\text{src})} \neq 0\), the breakdown of translational invariance in units of \(L\) is again manifest through nonuniformities when crossing the boundary of the lattice. This feature, as is plotted in the right panel of the figure, is observed in quantity \(M(x_3, \tau)\) at a fixed time when crossing \(x_3 - x_3^{(\text{src})} = 3a_t\), with \(x_3^{(\text{src})} = 9a_t\), and is more prominent for implementations that do not use the modified values of the gauge links near the boundary.

According to Eq. (21), when the field offset value is set to \(R = \frac{1}{2}\), no additional link is needed to guarantee periodicity. As a result, our implementations of both cases are trivially identical as is shown in Fig. 5. However, a nontrivial check is to show that the periodicity of correlation functions is retained with arbitrary (nonquantized) values of the electric field slope. Although there exists no QC for this case, we have continued to label the choices of the electric field slope as in the case of \(R = 0\). Then, as is evident from the right panel of Fig. 5, the function \(M(x_3, \tau)\) smoothly crosses over the boundary of the lattice (up to the uncertainty of the data points), and correlation functions respect the

\[
\frac{x_3^{(\text{src})} = 0}{x_3^{(\text{src})} = 9}
\]
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periodicity of the fields. Additionally, the left panel of the figure suggests that the correlation function is approximately symmetric about the point \( \frac{L}{2} + x_3^{(sc)} \) when \( R = \frac{L}{2} \), in contrast with the case of \( R = 0 \). This feature is understood by recalling that for a neutral pion, the leading dependence of the correlation function on a nonuniform external field arises from its charge radius. The corresponding contribution then scales as \( \sim E_0 \) for the case of a linearly varying field in Eq. (12), which is constant. The next contribution results from the nonvanishing polarizability of the pion and scales as \( E^2 \).

Section III demonstrates that a periodic implementation of the \( U(1) \) gauge links can be achieved through modifying links adjacent to the boundary for a class of background fields that do not generate coordinate-dependent flux through any spacetime plane on the lattice (a closed surface on a torus).

III. A GENERAL CONSIDERATION: ELECTRIC AND MAGNETIC FIELDS ARISING FROM GAUGE POTENTIAL \( A_\mu = (A_0(x,t), -A(x,t)) \)

Having gained experience with the rather special case of an electric field generated from a scalar potential that only depended on a single space coordinate, we are ready to consider the case of a gauge potential with arbitrary dependences on all space and time coordinates. As will be demonstrated shortly, a periodic implementation of \( U(1) \) gauge links can be achieved through modifying links adjacent to the boundary for a class of background fields that do not generate coordinate-dependent flux through any spacetime plane on the lattice (a closed surface on a torus).

5 A similar scenario is suggested in Ref. [54] to avoid the requirement of the quantization of a uniform background field on a periodic lattice. This scenario involves implementing a background magnetic field whose direction changes in the middle of the lattice but is constant in magnitude everywhere. This gives rise to a zero magnetic flux through the lattice and evades the requirement of quantization; however, it leads to surface defects on the planes where a sharp change in the direction of the magnetic field occurs. Although such effects are suppressed in the large volume limit for bulk quantities that are studied in Ref. [54], they may be significant when one is interested in hadronic correlation functions, and must be quantified properly. As we have seen through the example of a linearly varying electric field with the offset value of \( R = \frac{L}{2} \), there exist choices of background fields that, while remaining smooth functions of coordinates, can result in a net zero flux through the lattice. Another freedom in implementing background fields, that is provided by gauge invariance, is the possibility to choose the constant shift in the gauge potential in such a way as to reduce the signal-to-noise ratio (see Refs. [54,55]), as well as to average over equivalent gauge choices to improve the statistics (see Ref. [38]).

In order to generate electric or magnetic fields with arbitrary dependences on space and time coordinates, one needs to consider a generic gauge potential with all four components being nonvanishing and having arbitrary spacetime dependences,

\[
A_\mu(x,t) = (A_0(x,t), -A(x,t)).
\]

The corresponding contribution then scales as \( \sim E_0 \) for the case of a linearly varying field in Eq. (12), which is constant. The next contribution results from the nonvanishing polarizability of the pion and scales as \( E^2 \). All the functions are to be understood to be periodified according to the floor-function prescription introduced in the previous section. Explicitly, all the \( x_i \) dependences of the functions must be understood as a dependence on \( x_i - \lfloor \frac{i}{C_1} \rfloor L \). Similarly, all the time dependences are to be replaced with \( (t - \lfloor \frac{t}{C_2} \rfloor T) \) dependences. As introduced above, once we periodify the functions in either space or time coordinates, we place a tilde over them. If \( 0 \leq x_i < L \) and/or \( 0 \leq t < T \), there is no difference between functions with and without the tilde, and in the following this distinction only makes a difference when the functions are to be evaluated at \( x_i = L \) and/or \( t = T \).

In the covariant formulation, the electric and magnetic fields are closely related and one does not need to distinguish the 0 and \( i \) components of vectors (where \( i = 1, 2, 3 \) refers to spatial indices). However, to carefully account for different lattice spacings and volume extents in temporal and spatial directions, the plaquettes in the \( 0 - \) and \( i - j \) planes, and consequently the cases of electric and magnetic fields, are studied separately. The goal is to generate the following electric and magnetic fields

\[
E(x,t) = -\frac{\partial A(x,t)}{\partial t} - \nabla A_0(x,t),
\]

\[
B(x,t) = \nabla \times A(x,t),
\]

in the continuum limit by imposing the \( U(1) \) gauge links on the QCD gauge links. Naively, one can start with the following links

\[
U_0^{(QCD)}(x,t) \rightarrow U_0^{(QCD)}(x,t) \times e^{i\epsilon \hat{Q}A_0(x,t)/a_i},
\]

\[
U_i^{(QCD)}(x,t) \rightarrow U_i^{(QCD)}(x,t) \times e^{i\epsilon \hat{Q}A_i(x,t)/a_i},
\]

which then must be supplemented by additional \( U(1) \) phase factors adjacent to the boundaries of the lattice to ensure periodicity of gauge-invariant quantities. To find these additional phase factors, it suffices to study the value of elementary plaquettes throughout the lattice. We first note that the naive implementation of the \( U(1) \) gauge links gives the correct value of plaquettes everywhere except at \( x_i = L - a_i \) and \( t = T - a_i \). Explicitly, for \( 0 \leq x_i < L - a_i \) and \( 0 \leq t < T - a_i \), the value of the plaquette in the \( 0 - i \) plane reads
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where we have dropped the $x_j$ and $x_k$ dependences of the functions for brevity as they are fixed in this expression. Here, and in the following, $i, j$ and $k$ assume distinct values. The $U(1)$ phase appearing in the value of the plaquette is clearly the expected value by noting that the electric flux through the corresponding surface area in the $0 - i$ plane is

$$\Phi^{(E)}_{(0,i)}(x_j, x_k) = \int_{x_i}^{x_i + a_i} dx'_i \int_t^{t + a_t} dt' E_i(x'_i, x_j, x_k, t')$$

$$= -[A_i(x_j, x_j, x_k, t) - A_i(x_j, x_j, x_k, t + a_t)] \alpha_s + [A_0(x_j, x_j, x_k, t) - A_0(x_i + a_s, x_j, x_k, t)] \alpha_t$$

$$+ O(\alpha^2_s, \alpha^2_t).$$

In the continuum limit, the flux per unit area, $\Phi^{(E)}_{(0,i)}/\alpha_s \alpha_t$, is finite and nonvanishing for any nonvanishing value of the electric field. As a result, the exponent of the $U(1)$ phase factor in Eq. (27) correctly accounts for the flux of electric field through the corresponding surface area in the continuum limit.

Since the value of the gauge links at the boundary will be set to their value at the origin due to the use of periodic dependences in Eq. (24), the value of the plaquettes adjacent to the boundary of the lattice will not necessarily produce their value as expected for the electric-field flux through these plaquettes. This can be easily seen by evaluating the value of plaquettes at $x_i = L - a_s$ and $0 \leq t < T - a_t$.

$$\mathcal{P}_{(0,i)}(x_i = L - a_s, t) = U_0^{(QCD)}(L - a_s, t) e^{-i \hat{Q} A_0(L - a_s, t) \alpha_s} U_i^{(QCD)}(L - a_s, t + a_t) e^{-i \hat{Q} A_i(L - a_s, t + a_t) \alpha_s}$$

$$\times U_0^{(QCD)\dagger}(0, t) e^{-i \hat{Q} A_0(0, t) \alpha_s} U_i^{(QCD)\dagger}(L - a_s, t) e^{-i \hat{Q} A_i(L - a_s, t) \alpha_s} \times \mathcal{P}_{(0,i)}^{(QCD)}(L - a_s, t) \times e^{i \hat{Q} \tilde{A}_0(L, t) - \tilde{A}_0(0, t) \alpha_s},$$

where again the $x_j$ and $x_k$ dependences of the functions are suppressed. One may now choose to modify the value of the link along either the 0 or the $i$ directions in such a way as to cancel out the extra phase in Eq. (29). However, it is easy to show that by modifying the link along the 0 direction, the values of all the adjacent plaquettes are affected. In particular, one cannot consistently make this modification throughout the lattice without shifting the value of another set of plaquettes from their desired values. However, one can make the modification along the $i$ direction without changing the value of adjacent plaquettes. This is exactly the case we considered in the previous section, Eq. (6) (upon setting $A_i = 0$ in the current case). However, in contrast to the case considered previously, the scalar potential that appears in Eq. (29) carries an arbitrary $t$ dependence. As a result, the prescription of Eq. (7) will not work and we need to find a more general modified link in the $i$ direction to cancel the last phase factor in Eq. (29). It is easy to see that the following modification to the $U_i$ link at $x_i = L - a_s$,

$$U_i^{(QCD)}(x_i, t) \rightarrow U_i^{(QCD)}(x_i, t) \times e^{i \hat{Q} \tilde{A}_0(x_i, t) \alpha_s} \times e^{i \hat{Q} [A_0(x_i = 0, x_j, x_k, t) - \tilde{A}_0(x_i = L, x_j, x_k, t) f_{i,0}(x_j, x_k, t)] \cdot \delta_{x_i, L - a_s},$$

achieves the desired result provided that the boundary function $f_{i,0}(x_j, x_k, t)$ introduced above satisfies the following relation,

$$[A_0(x_i = 0, x_j, x_k, t + a_t) - \tilde{A}_0(x_i = L, x_j, x_k, t + a_t)] f_{i,0}(x_j, x_k, t + a_t)$$

$$= [A_0(x_i = 0, x_j, x_k, t) - \tilde{A}_0(x_i = L, x_j, x_k, t)] f_{i,0}(x_j, x_k, t) + a_t.$$
Note that $x_j$ and $x_k$ denote coordinates that are transverse to the $0-i$ plane. In order for the function $f_{i,0}$ to not spoil the periodicity of gauge links in the temporal and spatial directions, its dependences upon space and time coordinates must be understood through the floor-function prescription. Equation (31) is a recursive relation, and once the initial value of the function, corresponding to $f_{i,0}(x_j, x_k, t = 0)$, is input, its value at every other point $t$, $f_{i,0}(x_j, x_k, t)$, can be obtained. For the special case of the previous section, $f_{i,0}$ is only a function of $t$ and satisfies a simple recursive relation, $f_{i,0}(t + a_i) = f_{i,0}(t) + a_i$. Once $f_{i,0}(0)$ is set to zero, the solution to this equation simply is $f_{i,0}(t) = t$, as already prescribed in Eq. (7). In general, if the function $f_{i,0}$ depends on $x_j$ and $x_k$ for the chosen gauge field, additional conditions must be placed on $f_{i,0}$. We will deduce these relations once we extend the above considerations to the plaquettes in other planes.

The $f_{i,0}$ function, as well as other gauge fields, has explicit time dependence and is periodic in this variable. As a result, fixing the value of plaquettes at $x_i = L - a_i$ may not necessarily guarantee that its desired value is produced at $x_i = L - a_i$ and $t = T - a_i$. However, before studying the value of this last plaquette, one needs to fix the value of all plaquettes located at $0 < x_i < L - a_i$ and $t = T - a_i$. These plaquettes evaluate to where we have suppressed the $x_j$ and $x_k$ dependences of the functions. To eliminate the unwanted phase factor, one can modify the value of the link along the 0 direction as follows:

$$
P_{(0,i)}(x, t) = U^{(QCD)}_0(x, t) \times \tilde{A}_0(x, t)_{\alpha} \times e^{i \tilde{A}_0(0, t)_{\alpha}} \times \delta_{\alpha},$$

where the boundary function $f_{0,i}(x_i)$ satisfies

$$[A_i(x_i + a_i, x_j, x_k, t = 0) - \tilde{A}_i(x_i + a_i, x_j, x_k, t = T)]_{\beta} = [A_i(x_i, t = 0) - \tilde{A}_i(x_i, t = T)]_{\beta} = f_{0,i}(x_i + a_i, x_j, x_k).$$

The dependence of the new functions $f_{0,i}$ on any coordinate variable $x_i$ must be realized through $[x_i - \frac{a_i}{T}]L$ as before. As will be shown shortly, this condition on $f_{0,i}$ guarantees that the expected values of plaquettes at $0 \leq x_i < L - a_i$ and $t = T - a_i$ are produced, it is not sufficient in general to ensure that the desired value of plaquettes is also produced in the $0-j$ plane with $j \neq i$ when $t = T - a_i$. We will return to this point below.

With the modifications of the $U_0$ and $U_i$ links according to Eqs. (30) and (33), we are ready to inspect the value of the plaquette located at the far corner of the lattice with $x_i = L - a_i$ and $t = T - a_i$. This plaquette evaluates to

$$\mathcal{P}_{(0,i)}(L - a_i, T - a_i) = U^{(QCD)}_i(L - a_i, T - a_i) \times \tilde{A}_i(L - a_i, T - a_i)_{\alpha} \times e^{i \tilde{A}_0(0, T - a_i)_{\alpha}} \times \delta_{\alpha},$$

where we have used Eqs. (31) and (34) to arrive at the final expression. As is required, the value of the plaquette is independent of the $f_{i,0}$ and $f_{0,i}$ functions. In order for this plaquette to have the desired value, one can impose the condition

$$\mathcal{P}_{(0,i)}(L, T) = \prod_{x_i = 0}^{L - a_i} e^{i \tilde{A}_0(x_i, L - a_i)_{\alpha}} \times \prod_{t = 0}^{T - a_i} e^{-i \tilde{A}_0(0, t)_{\alpha}} \times \mathcal{P}_{(0,i)}(L, T).$$
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to set the extra phase factors in Eq. (35) to unity. This condition and its implication for the allowed gauge field choices require further discussion. Let us first point out that Eq. (36) arises from adding up the value of the $U(1)$ plaquettes that are corrected by introducing modified links throughout the lattice in the $0-i$ plane.

\[
\prod_{x_i=0}^{L-a_i} \prod_{t=0}^{T-a_t} [e^{-ie\hat{Q}[\mathcal{A}(x_i,x_j,x_k,t)-\tilde{\mathcal{A}}(x_i,x_j,x_k,t)]}] [e^{ie\hat{Q}[\mathcal{A}(x_i=0,x_j,x_k,t)-\tilde{\mathcal{A}}(x_i=0,x_j,x_k,t)]}] = 1, \quad (36)
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which supplement the previous condition on modified links in Eq. (42), one arrives at the following conditions on

\[ U_i^{(QCD)}(x) \rightarrow U_i^{(QCD)}(x) \times e^{ie\tilde{Q}_{ij}(x_i,x)} \times e^{ie\tilde{Q}_{ij}(x_i,x)} \times \prod_{j \neq i} e^{ie\tilde{Q}_{ij}(x_i,x)} e^{ie\tilde{Q}_{ij}(x_i,x_j)} e^{ie\tilde{Q}_{ij}(x_i,x_j)} e^{ie\tilde{Q}_{ij}(x_i,x_j)} \]

(42)

where the boundary function \( f_{i,j}(x_j) \) must satisfy

\[ [A_j(x_i = 0, x_j + a_s, x_k, t) - \tilde{A}_j(x_i = L, x_j + a_s, x_k, t)] f_{i,j}(x_j + a_s, x_k, t) \]

\[ = [A_j(x_i = 0, x_j, x_k, t) - \tilde{A}_j(x_i = L, x_j, x_k, t)] f_{i,j}(x_j, x_k, t) + a_s, \]

(43)

\[ [A_j(x_i = 0, x_j, x_k + a_s, t) - \tilde{A}_j(x_i = L, x_j, x_k + a_s, t)] f_{i,j}(x_j, x_k + a_s, t) \]

\[ = [A_j(x_i = 0, x_j, x_k, t) - \tilde{A}_j(x_i = L, x_j, x_k, t)] f_{i,j}(x_j, x_k, t), \]

(44)

\[ [A_j(x_i = 0, x_j, x_k, t + a_t) - \tilde{A}_j(x_i = L, x_j, x_k, t + a_t)] f_{i,j}(x_j, x_k, t + a_t) \]

\[ = [A_j(x_i = 0, x_j, x_k, t) - \tilde{A}_j(x_i = L, x_j, x_k, t)] f_{i,j}(x_j, x_k, t). \]

(45)

While the first condition arises from requiring the plaquettes in the \( i-j \) plane to have their desired value when \( x_i = L - a_s \), the last two conditions arise from setting the value of plaquettes in the \( i-k \) and \( i-0 \) plane to their desired values. Furthermore, by studying carefully the value of the plaquettes in the \( i-j \) and \( i-k \) planes when \( x_i = L - a_s \), and given the modified links in Eq. (42), one arrives at the following conditions on \( f_{i,0} \):

\[ [A_0(x_i = 0, x_j + a_s, x_k, t) - \tilde{A}_0(x_i = L, x_j + a_s, x_k, t)] f_{i,0}(x_j + a_s, x_k, t) \]

\[ = [A_0(x_i = 0, x_j, x_k, t) - \tilde{A}_0(x_i = L, x_j, x_k, t)] f_{i,0}(x_j, x_k, t), \]

(46)

\[ [A_0(x_i = 0, x_j, x_k + a_s, t) - \tilde{A}_0(x_i = L, x_j, x_k + a_s, t)] f_{i,0}(x_j, x_k + a_s, t) \]

\[ = [A_0(x_i = 0, x_j, x_k, t) - \tilde{A}_0(x_i = L, x_j, x_k, t)] f_{i,0}(x_j, x_k, t). \]

(47)

These conditions add to the condition in Eq. (31) and must be satisfied simultaneously to obtain a consistent solution for \( f_{i,0} \). Similarly, if the values of the plaquette in the \( 0-j \) and \( 0-0 \) planes are considered when \( t = T - a_s \), one arrives at

\[ [A_j(x_i, x_j + a_s, x_k, t = 0) - \tilde{A}_j(x_i, x_j + a_s, x_k, t = T)] f_{0,0}(x_i, x_j + a_s, x_k) \]

\[ = [A_j(x_i, t = 0) - \tilde{A}_j(x_i, t = T)] f_{0,0}(x_i), \]

(48)

\[ [A_j(x_i, x_j, x_k + a_s, t = 0) - \tilde{A}_j(x_i, x_j, x_k + a_s, t = T)] f_{0,0}(x_i, x_j, x_k) \]

\[ = [A_j(x_i, t = 0) - \tilde{A}_j(x_i, t = T)] f_{0,0}(x_i), \]

(49)

which supplement the previous condition on \( f_{i,0} \) in Eq. (34).

With these modified links, one can see that, in addition to the three QCs in Eq. (36) for \( i = 1, 2, 3 \), three more QCs arise,

\[ \prod_{x_i=0}^{L-a_s} e^{-ie\tilde{Q}_{ij}(x_i,x_i=0,x_j,t)} \prod_{x_i=0}^{L-a_s} e^{-ie\tilde{Q}_{ij}(x_i,x_i=0,x_j,t)} \prod_{x_i=0}^{L-a_s} e^{-ie\tilde{Q}_{ij}(x_i,x_i=0,x_j,t)} \prod_{x_i=0}^{L-a_s} e^{-ie\tilde{Q}_{ij}(x_i,x_i=0,x_j,t)} = 1, \]

(50)
by requiring that the desired value of the plaquette located at \( x_i = L - a_i \) and \( x_j = L - a_j \) is generated. Equation (50) is the statement that the net flux of the magnetic field through the \( i - j \) plane must be quantized, \( \Phi_{(i,j)\text{net}}^{\text{net}}(x_k, t) = \frac{2\pi n}{eQ} \) with \( n \in \mathbb{Z} \). Therefore, if the flux is dependent on the \( x_k \) (\( k \neq i, j \)) and \( t \) coordinates, this condition cannot be satisfied in general.

Equations above for the \( f_{\mu,\nu} \) functions must be satisfied simultaneously to ensure that the proper values of the elementary plaquettes are produced throughout the lattice. However, it is not guaranteed that, for any given \( A \) field, these equations possess consistent solutions for each \( f_{\mu,\nu} \). To clarify this point, consider the \( f_{1,0} \) function which must be obtained recursively from Eqs. (31), (46) and (47). It is straightforward to see that these equations are consistent with one another only when \( A_0 \) depends solely on the \( x_i \) and \( t \) coordinates. In general, there exists a valid \( f_{\mu,\nu} \) only if \( A_\nu \) solely depends on \( x_\nu \) and \( x_\mu \) coordinates. Note that if \( A_\nu \) is independent of the \( x_\mu \) coordinate, no discontinuity occurs in the value of plaquette in the \( \mu - \nu \) plane when \( x_\mu = L_\mu - a_\mu \) (\( L_\mu = T \) and \( \mu = \nu = 0 \) while \( L_\mu = L \) and \( a_\mu = a_\nu \) for \( \mu = i \)). As a result no \( f_{\mu,\nu} \) needs to be introduced to guarantee periodicity. Interestingly, all such conditions on the spacetime dependence of \( A_\mu \) can be shown to be consistent with the statement that the net electric or magnetic flux through any plane on the four-dimensional lattice (a closed surface in the toroidal geometry) must be spacetime independent. This is exactly the condition we deduced by examining the QCs in Eqs. (36) and (50). In the next section, we present the setup for the implementation of several chosen background fields on a periodic lattice and will specify the corresponding QCs.

Before proceeding to the next section, it is worth mentioning that an alternative way to ensure that the desired values of the plaquettes are produced adjacent to the boundaries of the lattice is to enforce a set of micro-QCs. These QCs can be deduced by setting the extra factor in the value of plaquettes near the boundaries equal to 1 (without requiring any gauge link to be modified). For example, one can set the coordinate-dependent factors

\[
e^{iei\hat{Q}[\hat{A}_0(L,x_i,x_j,i)-\hat{A}_0(0,x_i,x_j,i)]a_i}
\]

in Eq. (29) and

\[
e^{-iei\hat{Q}[\hat{A}(s_i,x_j,0)-\hat{A}(s_i,x_j,0)]a_i}
\]

in Eq. (32) equal to 1, such that not only the correct values of plaquettes in the \( 0 - i \) plane at \( 0 \leq x_i < L - a_i, t = T - a_i \) and \( x_j = L - a_j, 0 \leq t < T - a_i \) are produced, but also the correct value of the plaquette at the far corner of the lattice, i.e., at \( x_i = L - a_i, t = T - a_i \) is produced, and that no extra phase factor as in Eq. (35) arises. Clearly, the extra factor in Eq. (35), which is a product of all the coordinate-dependent phase factors above, is automatically equal to 1 because of the micro-QCs. However, it is evident that due to the coordinate dependence of the new conditions, this procedure will not always work (note that even if the gauge fields are chosen to be independent of the transverse coordinate, the QCs still carry a longitudinal coordinate dependence). On the lattice, where space and time coordinates are discretized, gauge fields with simple rational dependences on the coordinates could allow such micro-QCs to be satisfied. However, such conditions are more restrictive on the background field parameters than the QC derived in this section on the total flux of the field, leading to large quanta of background fields that are not desired for most applications. As an example, consider the case of a uniform electric field generated by the gauge potential in Eq. (11). The only micro-QC is

\[
E = \frac{2\pi n}{eQLa_i},
\]

with \( n \) being an integer, which arises from setting the following phase factor equal to unity,

\[
e^{iei\hat{Q}[\hat{A}_0(L,x_i,x_j,i)-\hat{A}_0(0,x_i,x_j,i)]a_i}
\]

\[
= \frac{e^{-iei\hat{Q}[\hat{A}_0(L)-\hat{A}_0(0)]a_i}}{C_1} = e^{-iei\hat{Q}[\hat{A}_0(L)-\hat{A}_0(0)]a_i} = 1.
\]

This shows that once the micro-QC is satisfied, one does not need to introduce any additional link near the boundary as is done in Eq. (13). However, such QC requires large electric-field strengths which are usually not desired.

IV. EXAMPLES: PERIODIC IMPLEMENTATION OF SELECTED BACKGROUND FIELDS ON A HYPERCUBIC LATTICE DEDUCED FROM THE GENERAL CASE

The examples that follow provide a setup for the implementation of selected background electric and/or magnetic fields that preserves the periodicity of the lattice calculation. These are deduced from the general case of the previous section, the results of which will be summarized here for convenience. In order for the background \( U(1) \) gauge links to be implemented periodically, they must be introduced as

\[
U_{\mu}^{\text{QCD}}(x) \rightarrow U_{\mu}^{\text{QCD}}(x) \times \prod_{\nu \neq \mu} e^{iei\hat{Q}[\hat{A}_\nu(x_\nu=0,x_i,t)-\hat{A}_\nu(x_\nu=L_\mu,x_i,t)]f_{\mu,\nu}(x_\nu)\delta_{\mu,\nu}a_\nu},
\]

where \( \mu \) and \( \nu \) assume distinct values. If each \( A_\mu \) depends only on \( x_\mu \) and \( x_t \) coordinates, there exist functions \( f_{\mu,\nu} \) that satisfy the following recursive relation on the lattice,
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\[ [A_{\nu}(x_{\mu} = 0, x_{\nu} + a_{\nu}) - \tilde{A}_{\nu}(x_{\mu} = L_{\mu}, x_{\nu})]f_{\mu\nu}(x_{\nu} + a_{\nu}) = [A_{\nu}(x_{\mu} = 0, x_{\nu}) - \tilde{A}_{\nu}(x_{\mu} = L_{\mu}, x_{\nu})][f_{\mu\nu}(x_{\nu}) + a_{\nu}]. \]

(56)

\( f_{\mu\nu} \) is vanishing if \( A_{\nu} \) is independent of \( x_{\mu} \). Under the conditions specified, the net electric or magnetic flux through any plane in the continuum limit is constant and must be quantized. On the lattice these QCs read

\[ \left[ \prod_{x_{\mu}=0}^{L_{\mu}-a_{\mu}} e^{-ie\hat{Q}(A_{\nu}(x_{\mu}, x_{\nu}) - \tilde{A}_{\nu}(x_{\mu}, x_{\nu})]} \right] \times \left[ \prod_{x_{\nu}=0}^{L_{\nu}-a_{\nu}} e^{ie\hat{Q}(A_{\nu}(x_{\mu}, x_{\nu}) - \tilde{A}_{\nu}(x_{\mu}, x_{\nu})]} \right] = 1. \]

(57)

All the spacetime dependences in the following examples must be understood through the floor-function prescription of Sec. II.

A. Example I: A constant electric field in the \( x_3 \) direction

We have already discussed this case in Sec. II. Here we choose a different gauge than that taken in Sec. II,

\[ A_{\mu} = (A_0, -A) = (0, 0, 0, a_1 t), \]

(58)

which produces an electric field in the \( x_3 \) direction, \( E = a_1 \hat{x}_3 \). The nontrivial gauge links that produce this background field are

\[ U_0^{(QCD)} \rightarrow U_0^{(QCD)} \times e^{-ie\hat{Q}b_1(x_3) \times \delta_{x_3} a_1 t}, \]

\[ U_3^{(QCD)} \rightarrow U_3^{(QCD)} \times e^{ie\hat{Q}b_1 a_1 t}, \]

(59)

(60)

where \( f_{0,3} \) satisfies \( f_{0,3}(x_3 + a_3) = f_{0,3}(x_3) + a_3 \), with the solution \( f_{0,3}(x_3) = x_3 \) once one sets \( f_{0,3}(0) = 0 \).\(^8\) There is only one QC in this case,

\[ \prod_{x_3=0}^{L_3-a_3} e^{ie\hat{Q}b_1 a_1 t} = e^{ie\hat{Q}b_1 L_3} = 1, \]

(61)

which constrains the value of the field strength, \( a_1 \).

\(^7\)In cases where \( A_{\nu} \) does not depend on the \( x_3 \) coordinate, as is the case in most of the examples in this section, the \( f_{\mu\nu} \) satisfies the relation \( f_{\mu\nu}(x_{\mu} + a_{\mu}) = f_{\mu\nu}(x_{\mu}) + a_{\mu} \), with the solution \( f_{\mu\nu}(x_{\mu}) = x_{\mu} \) once one sets \( f_{\mu\nu}(0) = 0 \). If \( A_{\nu} \) depends on both \( x_{\mu} \) and \( x_{\nu} \) coordinates, it is possible to transform to a gauge where \( A_{\nu} \) does not depend on \( x_{\nu} \), as long as the condition \( \partial_{\mu}\partial_{\nu}F^{\mu\nu} = 0 \) is satisfied, where \( F^{\mu\nu} \) is the EM field strength tensor and no summation over \( \mu \) and \( \nu \) is assumed.

\(^8\)Note that the initial value of the function is arbitrary as it drops out of the value of plaquettes.

B. Example II: A constant magnetic field in the \( x_3 \) direction

One can pick the following gauge potential,

\[ A_{\mu} = (A_0, -A) = \left( 0, \frac{b_1}{2} x_2, -\frac{b_1}{2} x_1, 0 \right), \]

(63)

to generate a uniform magnetic field in the \( x_3 \) direction, \( B = b_1 \hat{x}_3 \). The nontrivial gauge links that are required to implement this background field are

\[ U_1^{(QCD)} \rightarrow U_1^{(QCD)} \times e^{ie\hat{Q}b_1 x_3 a_1 \times \delta_{x_3} b_1, a_1}, \]

\[ U_2^{(QCD)} \rightarrow U_2^{(QCD)} \times e^{ie\hat{Q}b_1 x_3 a_1 \times \delta_{x_3} b_1, a_1}, \]

(64)

(65)

The conditions on \( f_{1,2} \) and \( f_{2,1} \) are, respectively, \( f_{1,2}(x_2 + a_3) = f_{1,2}(x_2) + a_3 \) and \( f_{2,1}(x_1 + a_3) = f_{2,1}(x_1) + a_3 \), with the solutions \( f_{1,2}(x_2) = x_2 \) and \( f_{2,1}(x_1) = x_1 \), once the initial values of the functions are set to zero. There is one QC for this choice of the field,

\[ \prod_{x_1=0}^{L_1-a_1} e^{ie\hat{Q}b_1 a_1 t} \times \prod_{x_2=0}^{L_2-a_2} e^{ie\hat{Q}b_1 a_1 t} = \left[ e^{ie\hat{Q}b_1 a_1 t} \right]^\frac{1}{n} = e^{ie\hat{Q}b_1 L_3^2} = 1, \]

(66)

which constrains the strength of the magnetic field parameter,

\[ b_1 = \frac{2\pi n}{e\hat{Q}L_3^2}, \]

(67)

with \( n \in \mathbb{Z} \).

C. Example III: A space-dependent magnetic field and a constant electric field

When interested in extracting the spin polarizabilities of nucleons, one can choose the following gauge potential,

\[ A_{\mu} = (A_0, -A) = (0, b_2 x_1 x_2, 0, a_2 t), \]

(68)

to produce a space-dependent magnetic field, \( B = b_2 x_1 \hat{x}_3 \), as well as a constant electric field, \( E = a_2 \hat{x}_3 \). These background fields generate a nonvanishing interaction proportional to \( \frac{1}{4} \sigma_i (\nabla_j B_j + \nabla_j B_j) E_j \) (with \( \sigma_i \) denoting Pauli matrices) in the nonrelativistic Hamiltonian of the...
spin-$\frac{1}{2}$ hadron in external fields, which gives access to the $\gamma_{E,M}$ spin polarizability of the hadron; see Ref. [23]. To produce this electric field on a periodic lattice, the nontrivial gauge links to be implemented are

$$U_0^{(QCD)} \rightarrow U_0^{(QCD)} \times e^{-i e \tilde{Q} a_1 T_f f_0(x_1) \delta_{j,j'}}, \quad (69)$$

$$U_1^{(QCD)} \rightarrow U_1^{(QCD)} \times e^{i e \tilde{Q} b_2 x_2 a_1}, \quad (70)$$

$$U_2^{(QCD)} \rightarrow U_2^{(QCD)} \times e^{-i e \tilde{Q} b_2 x_2 f_2(x_1) \delta_{j,j'}}, \quad (71)$$

$$U_3^{(QCD)} \rightarrow U_3^{(QCD)} \times e^{i e \tilde{Q} a_1 a_2}. \quad (72)$$

The $f_{0,3}$ and $f_{2,1}$ functions satisfy recursive relations $f_{0,3}(x_3 + a_s) = f_{0,3}(x_3) + a_s$ and $f_{2,1}(x_3 + a_s) = \frac{1}{2} (x_3 + a_s)$, respectively, with solutions $f_{0,3}(x_1) = x_1$, and $f_{2,1}(x_1) = \frac{1}{2} x_1$ for $x_1 > 0$, once the initial values of the functions are set to zero. The only QCs are

$$\prod_{x_1=0}^{L-a_1} e^{i e \tilde{Q} b_2 x_2 a_1} = e^{i e \tilde{Q} b_2 L^2 (L-a_1)} = e^{i e \tilde{Q} b_2 L^2 (1 - \frac{a_1}{L})} = 1, \quad (73)$$

$$\prod_{x_1=0}^{L-a_1} e^{-i e \tilde{Q} a_1 T_f a_2} = \left[ e^{-i e \tilde{Q} a_1 T_f a_2} \right]^{\frac{1}{T_f}} = e^{-i e \tilde{Q} a_1 T_f} = 1, \quad (74)$$

and therefore

$$b_2 = \frac{4 \pi n}{e \tilde{Q} L^2 (1 - \frac{a_1}{L})}, \quad a_2 = \frac{2 \pi n'}{e \tilde{Q} T_f}, \quad (75)$$

with $n, n' \in \mathbb{Z}$. Note that if we had only quantized the flux of the magnetic field in the continuum limit, we would have introduced a deviation from periodicity on the lattice of $O(\frac{1}{L})$. To avoid such discretization errors one must quantize the fields according to Eq. (57), thereby respecting the lattice geometry.

D. Example IV: A time-dependent electric field

Another spin polarizability of the nucleon can be accessed via the background gauge potential

$$A_\mu = (A_0, -A) = \left( 0, \frac{1}{2} a_3 x_1 + a_4 t, 0 \right), \quad (76)$$

which produces a time-dependent electric field, $E = a_3 \hat{x}_1 + a_4 \hat{x}_2$.\(^9\) This background field generates a nonvanishing interaction proportional to $\sigma \cdot E \times \dot{E}$ in the nonrelativistic Hamiltonian of the spin-$\frac{1}{2}$ hadron in external fields, which gives access to the $\gamma_{E,M}$ spin polarizability of the hadron; see Ref. [23]. To produce this electric field on a periodic lattice, the nontrivial gauge links to be implemented are

$$U_0^{(QCD)} \rightarrow U_0^{(QCD)} \times e^{-i e \tilde{Q} a_1 T_f f_0(x_1) \delta_{j,j'}}, \quad (77)$$

$$U_1^{(QCD)} \rightarrow U_1^{(QCD)} \times e^{i e \tilde{Q} a_1 a_2}, \quad (78)$$

$$U_2^{(QCD)} \rightarrow U_2^{(QCD)} \times e^{i e \tilde{Q} a_1 a_2}. \quad (79)$$

The $f_{0,1}$ and $f_{0,2}$ functions satisfy recursive relations $f_{0,1}(x_1 + a_s) = f_{0,1}(x_1) + a_s$ and $f_{0,2}(x_2 + a_s) = f_{0,2}(x_2) + a_s$, respectively, with trivial solutions $f_{0,1}(x_1) = x_1$ and $f_{0,2}(x_2) = x_2$, once the initial values of the functions are set to zero. The only QCs are

$$\prod_{x_1=0}^{L-a_1} e^{i e \tilde{Q} a_1 T_f a_1} = \left[ e^{i e \tilde{Q} a_1 T_f a_1} \right]^{\frac{1}{T_f}} = e^{i e \tilde{Q} a_1 T_f} = 1, \quad (80)$$

$$\prod_{x_1=0}^{L-a_1} e^{i e \tilde{Q} a_1 T_f a_1} = \left[ e^{i e \tilde{Q} a_1 T_f a_1} \right]^{\frac{1}{T_f}} = e^{i e \tilde{Q} a_1 T_f} = 1, \quad (81)$$

and therefore

$$a_3 = \frac{4 \pi n}{e \tilde{Q} T^2 L}, \quad a_4 = \frac{2 \pi n'}{e \tilde{Q} T_f}, \quad (82)$$

with $n, n' \in \mathbb{Z}$.

E. Example V: A space-dependent electric field and a constant magnetic field

A third spin polarizability of the nucleon can be accessed with the following gauge potential,

$$A_\mu = (A_0, -A) = \left( -\frac{a_3}{2} x_2^2, 0, 0, b_3 x_1 \right), \quad (83)$$

which produces a space-dependent electric field, $E = a_3 x_2 \hat{x}_1 + a_4 x_2 \hat{x}_2$, and a constant magnetic field, $B = b_3 \hat{x}_2$. This background field generates a nonvanishing interaction proportional to $\frac{1}{2} \sigma_i (\nabla E_j + \nabla E_i) B_j$ in the nonrelativistic Hamiltonian of the spin-$\frac{1}{2}$ hadron in external fields, and so gives access to the $\gamma_{E,M}$ spin polarizability of the hadron; see Ref. [23]. To produce this electric field on a periodic lattice, the nontrivial gauge links to be implemented are
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\begin{align}
U_0^{(QCD)} & \to U_0^{(QCD)} \times e^{-i\hat{q}\cdot \hat{x}_3/\Lambda}, \\
U_1^{(QCD)} & \to U_1^{(QCD)} \times e^{-i\hat{q}\cdot \hat{x}_3 \times \delta_{x_1,L-a_3}}, \\
U_2^{(QCD)} & \to U_2^{(QCD)} \times e^{i\hat{q}\cdot \hat{x}_3 \times f_{20}(t) \times \delta_{x_2,L-a_3}}, \\
U_3^{(QCD)} & \to U_3^{(QCD)} \times e^{i\hat{q}\cdot \hat{x}_3 \times a_3}.
\end{align}

The \( f_{1,3} \) and \( f_{2,0} \) functions satisfy recursive relations
\( f_{1,3}(x_3+a_3)=f_{1,3}(x_3)+a_3 \) and \( f_{2,0}(t+a_3)=f_{2,0}(t)+a_3 \), respectively, with trivial solutions \( f_{1,3}(x_3)=x_3 \) and \( f_{2,0}(t)=t \), once the initial values of the functions are set to zero. The only QCs are

\begin{align}
T_{-\alpha_i} \prod_{t=0} e^{-i\hat{q}\cdot \hat{x}_3 L \cdot a_3} = \left[ e^{-i\hat{q}\cdot \hat{x}_3 L \cdot a_3} \right]^T e^{-i\hat{q}\cdot \hat{x}_3 L \cdot T} &= 1, \\
\prod_{x_1=0}^{L-a_3} e^{-i\hat{q}\cdot \hat{x}_3 L \cdot a_3} \delta_{x_1,0} = \left[ e^{-i\hat{q}\cdot \hat{x}_3 L \cdot a_3} \right]^{a_3} e^{-i\hat{q}\cdot \hat{x}_3 L} &= 1.
\end{align}

and therefore

\( a_3 = \frac{4\pi n}{eL^2T}, \quad b_3 = \frac{2\pi n'}{eL^2}. \)

with \( n, n' \in \mathbb{Z} \).

F. Example VI: A plane-wave electric field

As suggested in Ref. [40], background EM plane waves can be used to calculate the off-forward matrix elements of current operators between hadronic states, enabling an extraction of hadronic form factors. Additionally, a recent proposal in Ref. [41] demonstrates the advantage of a plane-wave background field in evaluating the hadronic vacuum polarization function with lattice QCD. This approach proceeds by constraining the polarization function using the susceptibilities with respect to the background magnetic field amplitude at specific momenta. Due to the condition on the spacetime dependence of the flux of the background field in each plane, our periodic implementation of EM plane waves will be limited to fields with certain Fourier modes. For example, an electric field of the form \( \mathbf{E} = e^{i\hat{q}\cdot \hat{x}_3} \) with \( q_i \neq 0 \) for all \( i = 1, 2, 3 \) will generate a coordinate-dependent flux. We can however generate an electric field of the form, e.g., \( \mathbf{E} = a_6 e^{i\hat{q}\cdot \hat{x}_3} \hat{x}_3 \), from the following gauge potential,

\( A_\mu = (A_0, -\mathbf{A}) = \left( \frac{i\hat{q}_6}{q_3} e^{i\hat{q}_3 \cdot \hat{x}_3}, 0, 0, 0 \right), \)

with a constant flux through the 0–3 plane. Since the form factors in the continuum (infinite-volume) limit are rotationally invariant, the constraints on the components of the momentum transfer vector in this setup will not prevent one from accessing the form factors at any \( q^2 \) values. The only limitation on the (magnitude) of the transferred momenta may arise from the implementation of fields on a periodic lattice as will be deduced below.

To produce the electric field chosen above on a periodic lattice, the nontrivial gauge links to be implemented are

\begin{align}
U_0^{(QCD)} & \to U_0^{(QCD)} \times e^{-i\hat{q}_3 \cdot \hat{x}_3}, \\
U_3^{(QCD)} & \to U_3^{(QCD)} \times e^{-i\hat{q}_3 \cdot \hat{x}_3 \times f_{3,0}(t) \times \delta_{x_1,L-a_3}}.
\end{align}

where \( f_{3,0} \) satisfies the recursive relation \( f_{3,0}(t+a_3) = f_{3,0}(t) + a_3 \) with trivial solution \( f_{3,0}(t)=t \), once the initial value of the function is set to zero. The only QC is

\begin{align}
\prod_{t=0}^{T-a_3} e^{-i\hat{q}_3 \cdot \hat{x}_3 \times f_{3,0}(t) \times \delta_{x_1,L-a_3}} = \left[ e^{-i\hat{q}_3 \cdot \hat{x}_3 \times f_{3,0}(t) \times \delta_{x_1,L-a_3}} \right]^T e^{-i\hat{q}_3 \cdot \hat{x}_3 \times \delta_{x_1,L-a_3}} &= 1.
\end{align}

For any arbitrary value of the field amplitude parameter, \( a_6 \), this QC can be satisfied with

\( q_3 = \frac{2\pi n}{L}. \)

with \( n \in \mathbb{Z} \). This constraint on \( q_3 \) means that the additional \( U(1) \) phase factor in Eq. (93) is equal to unity. It also means that with a background field method, the EM form factors can only be accessed at quantized values of momentum transfer, the situation which is also encountered when form factors are calculated through a direct evaluation of hadronic matrix elements on the lattice. However, one could allow for nonquantized \( q_3 \) values by placing conditions on the real part, \( a_6^{(r)} \), and imaginary part, \( a_6^{(i)} \), of \( a_6 \). Indeed, by requiring

\begin{align}
a_6^{(i)} &= \frac{\pi q_3 n'}{eQT}, \quad a_6^{(r)} = -\frac{\sin(q_3 L)}{1 - \cos(q_3 L)} a_6^{(i)}, \quad (96)
\end{align}
with \( n' \in \mathbb{Z} \) and \( q_3 \neq \frac{2\pi n}{L} \) for \( n \in \mathbb{Z} \), the QC in Eq. (94) is satisfied. As we already saw, for \( q_3 = \frac{2\pi n}{L} \) the QC in Eq. (94) trivially holds.\(^{11}\) The result of this latter case is indeed consistent with the periodic implementation of an oscillatory magnetic field (through sin and cos functions) in Ref. [41] in which the Fourier modes of the applied field are taken to be quantized.

V. CONCLUSION

The introduction of classical electromagnetic fields in lattice quantum chromodynamics calculations provides a powerful technique to obtain a variety of electromagnetic properties of hadrons and nuclei. To extend the utility of this technique, the current implementations of uniform background fields [23,24,26–37] have been extended in this paper to the case of background fields that have temporal and/or spatial nonuniformities. Such field configurations provide access to static and quasistatic properties of hadrons and nuclei, such as their higher EM moments and polarizabilities as well as their charge radii. They also provide means to directly extract EM form factors as energy and momentum are injected into the hadronic system immersed in appropriate external fields [40]. Such possibilities can be explored in upcoming lattice QCD calculations once the corresponding background fields required for each quantity are consistently implemented in lattice QCD calculations, and given that such boundary conditions typically result in a simpler hadronic theory in general to be matched to lattice QCD calculations, it is important to perform the background field calculation with the imposition of these boundary conditions. In this work, we have considered the most general spacetime-dependent \( U(1) \) gauge fields imposed on QCD gauge configurations, and have shown that under certain conditions on the spacetime dependence of the fields, a periodic implementation of background \( U(1) \) gauge fields is possible.

To make the discussions more transparent before getting into formalities of the general case, we have first presented the special case of an electric field generated through a scalar potential with an arbitrary dependence on one spatial coordinate. The necessary modifications to the naive \( U(1) \) links adjacent to the boundary of the lattice are obtained by ensuring that the expected values of the elementary plaquettes are produced throughout the lattice. These expected values are nothing but the \( U(1) \) phases corresponding to the flux of the electric field in the continuum limit through surface areas \( a_t \times a_s \) at each spacetime point on the lattice, where \( a_t \) and \( a_s \) refer to lattice spacings in temporal and spatial directions, respectively. Additionally, a quantization condition is obtained that ensures that the flux of the electric field is quantized. From this special case, two examples of a uniform, and a linearly varying electric field in space, are constructed. We have numerically confirmed that only the periodic implementation of gauge fields, according to the prescription proposed, gives rise to smooth correlation functions for neutral pions across the boundary of the lattice.

For the general case of gauge fields with arbitrary spacetime dependences, one can follow the same procedure as that of the special case above, except that obtaining the modified links near the boundary is more involved. This is simply because of the fact that when a component of the gauge field depends on more than one spacetime coordinate, fixing the values of plaquettes in one plane to their desired values (by modifying the links adjacent to the boundary) can potentially affect the values of the plaquettes in other planes. By carefully accounting for such possibilities, we have derived a set of equations for the functions that need to be introduced in the modified links and have discussed the conditions on classical fields that guarantee the existence of solutions for these equations. We have further shown that these conditions are equivalent to the statement that the flux of the electric and magnetic fields through each plane of the lattice must be coordinate independent and quantized. The latter is a condition that must be met to ensure the expected value of the plaquette at the far corner of the lattice in each plane is produced. In a parallel approach, we have shown with details in the Appendix that these conditions arise from a more general class of boundary conditions, namely electro/magneto-periodic boundary conditions [13,46–48,51–53,56], where one assumes that the gauge fields are only periodic up to a gauge transformation.

We have used our general construction to explicitly work out several examples relevant to the extraction of various EM moments, spin polarizabilities and form factors from future lattice QCD calculations. Within our construction, time-dependent magnetic fields cannot be studied in this framework, which limits access to the \( J_{M_iM_i} \) spin

\(^{11}\)A plane-wave background gauge field as in Eq. (91) has a nonvanishing imaginary piece. It therefore results in a non-Hermitian fermionic determinant (after integrating out the quark fields) which can hinder the probabilistic evaluation of the associated path integral (alogous to the effect of a nonvanishing chemical potential). For isovector quantities, one can avoid this sign problem imposed by such plane-wave gauge field by only implementing the background fields on the valence quarks. For isoscalar quantities, where there are disconnected contributions to the matrix elements of the EM current, contributions from a charged quark sea cannot be ignored. For these quantities, where a full imposition of the background fields on the valence and sea quarks is required, the computational cost associated with a non-Hermitian measure in the Monte Carlo sampling of the path integral can be controlled by tuning the amplitude of the gauge field to be small. Note that the amplitude of the field can be made arbitrarily small (but nonvanishing) only if \( q_3 \) is quantized according to Eq. (95). Alternatively, one can implement only real oscillatory functions, i.e. sin(\( q_1 x_1 \)) or cos(\( q_3 x_3 \)), to access the desired off-forward matrix elements.
polarizability of the nucleon. However, it is plausible that a more general construction will allow for this polarizability to be extracted. A rather interesting case is a plane-wave background EM field, which can be devised to be periodic on a lattice by properly choosing the Fourier modes of the fields. Through studying the corresponding QC, it is apparent that to require periodicity, either the Fourier modes in each direction must be quantized for arbitrary values of the field amplitude parameter (as implemented in Ref. [49]), or the Fourier modes can be chosen to be arbitrary while the amplitude parameter must be quantized. Our results have applications in upcoming lattice QCD calculations that aim to extract such quantities using the background field method.
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APPENDIX: ELECTRO/MAGNETO-PERIODIC BOUNDARY CONDITIONS AND THE ASSOCIATED CONDITIONS ON THE BACKGROUND FIELDS

The QCs obtained in this paper for the parameters of the background fields, and the conditions that allowed a periodic implementation of $U(1)$ gauge links on the lattice, can also be deduced from imposing more general boundary conditions, namely electro/magneto-PBCs. These boundary conditions require the gauge and matter fields to be periodic up to a gauge transformation so that all gauge-invariant quantities will be periodic. The electro/magneto-PBCs have been introduced, and extensively discussed, by ’t Hooft in Refs. [46,50,51] for the case of Abelian and non-Abelian gauge theories, and were later adopted to derive the QC for the case of uniform background fields implemented on a torus [13,47–49,52,53]. Here, we aim to make explicit the relation between ’t Hooft’s conditions and those presented in this work.12 In particular, we obtain those electro/magneto-PBCs that give rise to the same conditions on the $U(1)$ gauge fields that have been obtained in this paper with PBCs. It is shown that the conditions that are placed on the gauge functions when the electro/magneto-PBCs are imposed (see below) are equivalent to the conditions on the flux of the EM field when PBCs are imposed. The discussions presented in this section correspond to the continuum spacetime and so can only be compared with the continuum limit of the QCs presented in Eq. (57) (i.e., the conditions on the flux of the field strength tensor in the continuum limit). With a lattice geometry, one needs to use the results presented in earlier sections of this paper.

Consider a gauge field $A_\mu$ that depends on all spacetime coordinates, $A_\mu(x_\mu, x_\nu, x_\rho, x_\sigma)$, with all indices being distinct.13 For the moment, let us assume that only the $A_\mu$ component of the gauge field is nonzero. We demand that the field be periodic up to a gauge transformation at the boundary. Explicitly,

\begin{align}
A_\mu(L_\mu, x_\nu, x_\rho, x_\sigma) &= A_\mu(0, x_\nu, x_\rho, x_\sigma) + \partial_\mu \Omega^{[\mu\nu]}(x_\mu, x_\nu, x_\rho, x_\sigma), \\
A_\mu(x_\mu, L_\nu, x_\rho, x_\sigma) &= A_\mu(x_\mu, 0, x_\rho, x_\sigma) + \partial_\mu \Omega^{[\mu\nu]}(x_\mu, x_\nu, x_\rho, x_\sigma), \\
A_\mu(x_\mu, x_\nu, L_\rho, x_\sigma) &= A_\mu(x_\mu, x_\nu, 0, x_\sigma) + \partial_\mu \Omega^{[\mu\nu]}(x_\mu, x_\nu, x_\rho, x_\sigma), \\
A_\mu(x_\mu, x_\nu, x_\rho, L_\sigma) &= A_\mu(x_\mu, x_\nu, x_\rho, 0) + \partial_\mu \Omega^{[\mu\nu]}(x_\mu, x_\nu, x_\rho, x_\sigma). 
\end{align}

In order for the $\Omega$ functions to represent a gauge transformation, they must transform the matter field $\psi$ at the boundaries as well. Since the transformation of the matter fields depends on $\Omega$ (and not only the derivative of $\Omega$ with respect to $x_\mu$), relations (A1)–(A4) do not entirely fix the boundary conditions on the matter fields. We now show that the following choice of electro/magneto-PBCs on matter fields,

\begin{align}
\psi(L_\mu, x_\nu, x_\rho, x_\sigma) &= \psi(0, x_\nu, x_\rho, x_\sigma), \\
\psi(x_\mu, L_\nu, x_\rho, x_\sigma) &= e^{i\epsilon \Omega^{[\mu\nu]}(x_\mu, x_\nu, x_\rho, x_\sigma)} \psi(x_\mu, 0, x_\rho, x_\sigma), \\
\psi(x_\mu, x_\nu, L_\rho, x_\sigma) &= e^{i\epsilon \Omega^{[\mu\nu]}(x_\mu, x_\nu, x_\rho, x_\sigma)} \psi(x_\mu, x_\nu, 0, x_\sigma),
\end{align}

for another approach in elucidating the connection between these boundary conditions for the case of a uniform magnetic field on the lattice, see Ref. [49].

\footnotetext[12]{12For another approach in elucidating the connection between these boundary conditions for the case of a uniform magnetic field on the lattice, see Ref. [49].}

\footnotetext[13]{13The coordinate dependence of the functions in this appendix must not be realized through the floor-function prescription. In fact, all the functions are tilde functions as defined in the main text, but the tilde over functions is dropped to keep the notation cleaner.}
\[ \psi(x_\mu, x_\nu, x_\rho, L_\sigma) = e^{ieQ^{(x_\nu, x_\rho)}(x_\mu, x_\nu, x_\rho)} \psi(x_\mu, x_\nu, x_\rho, 0), \quad (A8) \]

along with the boundary conditions on the \(A_\mu\) fields above, gives rise to the same QCs on the background fields' flux as obtained in this paper by imposing PBCs. First note that the transformations in Eqs. (A1)–(A4) and (A5)–(A8) are consistent with the following solutions for the gauge functions,

\[ \Omega^{(\mu, \nu)}(x_\mu, x_\nu, x_\rho, x_\sigma) = x_\mu[A_\mu(L_\mu, x_\nu, x_\rho, x_\sigma) - A_\mu(0, x_\nu, x_\rho, x_\sigma)], \quad (A9) \]

\[ \Omega^{(\mu, \nu)}(x_\mu, x_\nu, x_\rho, x_\sigma) = \int_0^{L_\mu} dx'_\mu[A_\mu(x'_\mu, L_\mu, x_\nu, x_\rho, x_\sigma) - A_\mu(x'_\mu, 0, x_\nu, x_\rho, x_\sigma)], \quad (A10) \]

\[ \Omega^{(\mu, \sigma)}(x_\mu, x_\nu, x_\rho, x_\sigma) = \int_0^{L_\mu} dx'_\mu[A_\mu(x'_\mu, x_\nu, x_\rho, L_\sigma) - A_\mu(x'_\mu, x_\nu, x_\rho, 0)], \quad (A11) \]

\[ \Omega^{(\mu, \sigma)}(x_\mu, x_\nu, x_\rho, x_\sigma) = \int_0^{L_\mu} dx'_\mu[A_\mu(x'_\mu, x_\nu, x_\rho, L_\sigma) - A_\mu(x'_\mu, x_\nu, x_\rho, 0)]. \quad (A12) \]

Now consider the transformation of field \(\psi\) at the corner of the lattice in the \(\mu - \nu\) plane, i.e., at \(x_\mu = L_\mu\) and \(x_\nu = L_\nu\). One may first transform the \(\psi\) field with the \(\Omega^{(\mu, \nu)}\) function and then with the \(\Omega^{(\mu, \sigma)}\) function,

\[ \psi(L_\mu, L_\nu, x_\rho, x_\sigma) = e^{ieQ^{(0, x_\rho, x_\sigma)}(x_\mu, x_\nu)} \psi(0, 0, x_\rho, x_\sigma), \quad (A13) \]

or the other way around,

\[ \psi(L_\mu, L_\nu, x_\rho, x_\sigma) = e^{ieQ^{(x_\rho, x_\sigma)}(x_\mu, x_\nu)} \psi(0, 0, x_\rho, x_\sigma). \quad (A14) \]

These two relations are compatible if

\[ e^{ieQ^{(0, x_\rho, x_\sigma)}(x_\mu, x_\nu)} - e^{ieQ^{(x_\rho, x_\sigma)}(x_\mu, x_\nu)} = 1, \quad (A15) \]

which can only hold in general if \(\Omega^{(\mu, \sigma)}\) is independent of the \(x_\rho\) and \(x_\sigma\) coordinates. From Eqs. (A1) and (A2), these conditions should hold if \(A_\mu\) is independent of these coordinates. Now given that from Eq. (A10), \(\Omega^{(\mu, \nu)}(0, x_\rho, x_\sigma) = 0\) and \(\Omega^{(\mu, \sigma)}(L_\mu, x_\rho, x_\sigma)\) is the total flux of the EM field through the \(\mu - \nu\) plane on the lattice (recalling the assumption that only \(A_\mu\) is nonvanishing), the condition in Eq. (A15) is identical to the continuum QC as obtained in Sec. III,

\[ \int_0^{L_\mu} dx_\mu[A_\mu(x_\mu, L_\nu) - A_\mu(x_\mu, 0)] = \frac{2\pi n}{eQ}, \quad n \in \mathbb{Z}. \quad (A16) \]

It might seem that by alternatively considering the gauge-transformed field at the corner of the lattice in any other plane, one could arrive at the same condition which would be eliminating any spacetime dependence of the gauge field. However, it is easy to see that this is not the case. For example, by considering the gauge-transformed matter field in the corner of the lattice in the \(\rho - \sigma\) plane one arrives at

\[ \psi(x_\mu, x_\rho, L_\mu, L_\sigma) = e^{ieQ^{(x_\nu, x_\rho)}(x_\mu, x_\nu, x_\rho, 0)} e^{ieQ^{(x_\sigma, x_\rho)}(x_\mu, x_\sigma, x_\rho, 0)} \psi(x_\mu, x_\rho, 0, 0), \quad (A17) \]

as well as

\[ \psi(x_\mu, x_\rho, L_\mu, L_\sigma) = e^{ieQ^{(x_\nu, x_\rho)}(x_\mu, x_\nu, x_\rho, 0)} e^{ieQ^{(x_\sigma, x_\rho)}(x_\mu, x_\sigma, x_\rho, 0)} \psi(x_\mu, x_\rho, 0, 0), \quad (A18) \]

but it is not hard to see from Eqs. (A11) and (A12) that

\[ \Omega^{(\mu, \rho)}(x_\mu, x_\nu, 0) + \Omega^{(\mu, \rho)}(x_\mu, x_\nu, L_\sigma) = \Omega^{(\mu, \rho)}(x_\mu, x_\nu, 0) + \Omega^{(\mu, \rho)}(x_\mu, x_\nu, L_\rho). \quad (A19) \]
IMPLEMENTATION OF GENERAL BACKGROUND ...

As a result, the two transformations for \( \psi(x_\mu, x_\nu, L_\mu, L_\nu) \) are identical and no extra conditions must be placed on the
\( x_\mu \) and \( x_\nu \) dependences of the \( A_\mu \) field.

Now let us assume that a second component of the
gauge field, \( A_\nu \), is also nonvanishing. Then the same
equations as those in (A1)–(A3) and (A9)–(A12) can be
written for the gauge-transformed \( A_\nu \) field at the
boundaries, and for the corresponding solutions for the
gauge functions, respectively. The transformations of the \( \psi \) field
turn into

\[
\psi(L_\mu, x_\nu, x_\mu, x_\sigma) = e^{ie i\hat{Q}^{(\nu)}(\sigma, x_\mu, x_\nu)} \psi(0, x_\nu, x_\mu, x_\sigma),
\]

(A20)

\[
\psi(x_\mu, L_\nu, x_\mu, x_\sigma) = e^{ie i\hat{Q}^{(\nu)}(\mu, x_\mu, x_\nu)} \psi(x_\mu, 0, x_\mu, x_\sigma),
\]

(A21)

\[
\psi(x_\mu, x_\nu, L_\mu, x_\nu) = e^{ie i\hat{Q}^{(\nu)}(\sigma, x_\sigma, x_\mu)} e^{ie i\hat{Q}^{(\nu)}(\mu, x_\mu, x_\nu)} \psi(x_\mu, x_\nu, 0, x_\sigma),
\]

(A22)

\[
\psi(x_\mu, x_\nu, x_\mu, L_\nu) = e^{ie i\hat{Q}^{(\nu)}(\nu, x_\nu, x_\mu)} e^{ie i\hat{Q}^{(\nu)}(\mu, x_\mu, x_\nu)} \psi(x_\mu, x_\nu, 0, 0),
\]

(A23)

with our choice of boundary conditions on the matter
field. The same argument discussed above based on the
compatibility of the gauge transformations of the matter
fields at the corner of the lattice in each plane now leads
us to the condition

\[
e^{-ie i\hat{Q}^{(\nu)}(0, x_\nu, x_\mu) - \hat{Q}^{(\mu)}(L_\nu, x_\nu, x_\mu)} e^{ie i\hat{Q}^{(\nu)}(0, x_\nu, x_\mu) - \hat{Q}^{(\mu)}(L_\nu, x_\nu, x_\mu)}
\]

= 1,

(A24)

which requires both the \( A_\mu \) and \( A_\nu \) fields to be
independent of the \( x_\mu \) and \( x_\nu \) coordinates. Additionally,
it is easy to see that this condition implies that the
total flux of the EM field through the \( \mu - \nu \) plane is
quantized,

\[
\int_0^{L_\mu} dx_\mu [A_\mu(x_\mu, L_\nu) - A_\mu(x_\mu, 0)] - \int_0^{L_\nu} dx_\nu [A_\nu(L_\mu, x_\nu) - A_\nu(0, x_\nu)] = \frac{2\pi n}{eQ}, \quad n \in \mathbb{Z},
\]

(A25)

conditions that were all deduced in Sec. III by imposing
PBCs. In general, if any of the \( A_\mu \) component of the gauge
field with \( \mu = 0, 1, 2, 3 \) is nonvanishing, the compatibility
relations similar to the ones considered above must be
studied at the corner of the lattice in all planes, and they are
all satisfied if the flux of the field strength tensor through
each plane is coordinate independent and quantized.

We conclude this appendix with a remark. Note that the
boundary conditions in this section are defined by only
identifying the point \( L_\mu \) with the point 0 in the \( \mu \) direction, and
similarly in other directions. If one imposes more restrictive
conditions such that all points \( x_\mu + L_\mu \) are identified with
points \( x_\mu \), the QCs derived in this section for the flux of the
background field through the \( \mu - \nu \) plane will depend,
general, on the \( x_\mu \) and \( x_\nu \) coordinates and cannot be quantized.
This is in contrast with the case of uniform background fields
where both the PBCs and electro/magneto-PBCs can be
satisfied with a single space/time-independent QC. Such a
system possesses a translational invariance in units of \( L_\mu \)
(corresponding to the magnetic translational group in the
case of a uniform magnetic field; see Ref. [48]). With a
background EM field that is spacetime dependent, no trans-
lationally invariant exists prior to imposing the boundary
conditions. Therefore, the lack of discrete translational
invariance in units of \( L_\mu \) should not come as a surprise.
Given our choice of periodifying the functions with the use of
the floor function, we have however explicitly built up such
translational invariance in the setup presented in this paper.
One may however wonder whether this choice can be
distinguished from a choice for which only the point \( L_\mu \)
is identified with the point 0 on the lattice. This answer is that
with a lattice action that at most depends on the first derivative
of the gauge and matter fields, these two choices are identical
at the practical level. Explicitly, one only evaluates fields at
points \( 0 \leq x_\mu < L_\mu \), and only the values of the fields at \( L_\mu \)
must be specified through the boundary conditions.

[4] A. Portelli et al. (Budapest-Marseille-Wuppertal