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ABSTRACT

In land seismic data, scattering from surface and near-surface heterogeneities adds complexity to the recorded signal and masks weak primary reflections. To understand the effects of near-surface heterogeneities on seismic reflections, we simulated seismic-wave scattering from arbitrary-shaped, shallow, subsurface heterogeneities through the use of a perturbation method for elastic waves and finite-difference forward modeling. The near-surface scattered wavefield was modeled by looking at the difference between the calculated incident (i.e., in the absence of scatterers) and the total wavefields. Wave propagation was simulated for several earth models with different near-surface characteristics to isolate and quantify the influence of scattering on the quality of the seismic signal. The results indicated that the direct surface waves and the upgoing reflections were scattered by the near-surface heterogeneities. The scattering took place from body waves to surface waves and from surface waves to body waves. The scattered waves consisted mostly of body waves scattered to surface waves and were, generally, as large as, or larger than, the reflections. They often obscured weak primary reflections and could severely degrade the image quality. The results indicated that the scattered energy depended strongly on the properties of the shallow scatterers and increased with increasing impedance contrast, increasing size of the scatterers relative to the incident wavelength, decreasing depth of the scatterers, and increasing attenuation factor of the background medium. Also, sources deployed at depth generated weak surface waves, whereas deep receivers recorded weak surface and scattered body-to-surface waves. The analysis and quantified results helped in the understanding of the scattering mechanisms and, therefore, could lead to developing new acquisition and processing techniques to reduce the scattered surface wave and enhance the quality of the seismic image.

INTRODUCTION

In land seismic data acquisition, most of the seismic energy is scattered in the shallow subsurface layers by near-surface heterogeneities (e.g., wadis, large escarpments, dry river beds, and karst features) that are common in many arid regions such as the Arabian Peninsula and North Africa (Al-Husseini et al., 1981). When surface irregularities or volume heterogeneities are present (Figure 1), the data are contaminated with scattered surface-to-surface and body-to-surface waves (Levander, 1990), also known as scattered Rayleigh waves or ground roll. These unwanted coherent noise features can obscure weak body-wave reflections from deep structures. Direct surface-wave (Rayleigh-wave) scattering has been extensively studied in numerous previous studies (e.g., De Bremaecker, 1958; Knopoff and Gangi, 1960; Fuyuki and Matsumoto, 1980; Gélis et al., 2005). In exploration seismology, however, much less research has been done on the effects of near-surface heterogeneities on the upcoming reflections (Campman et al., 2005, 2006; Riyanti and Herman, 2005), especially in realistic cases of more complicated scatterers and background media. Therefore, the emphasis of this paper is more on the scattering of upcoming body waves.

Among all near-surface challenges, the signal-to-noise ratio (S/N) is most strongly affected by scattering and requires further investigation to obtain good seismic image quality. A field data example from Saudi Arabia (Figure 2) that was acquired in a desert environment shows the scattering phenomena. The scattered waves strongly affect the phase and amplitude of the recorded signal. They are usually neglected in most conventional imaging and interpretation schemes under simplified assumptions of the earth model
(e.g., acoustic and single scattering). They can greatly affect subsequent processes such as migration, full-waveform inversion, and amplitude critical steps such as amplitude variation with offset. To explore means that could remove or reduce the effects of near-surface heterogeneities, it is helpful to determine what aspects of the heterogeneities contribute most to degradation of data quality. The scattering mechanisms can be studied by forward modeling to simulate the interactions between different wave phenomena caused by near-surface heterogeneities.

In this paper, we present a modeling approach for simulating the effects of elastic-wave scattering by near-surface heterogeneities. Several previous studies have formulated and examined solutions of the forward (Hudson, 1977; Wu and Aki, 1985; Beylkin and Burridge, 1990; Sato et al., 2012) and inverse (Blonk et al., 1995; Blonk and Herman, 1996; Ernst et al., 2002) elastic scattering problems for modeling and imaging based on the perturbation method and single-scattering (Born) approximation. These methods have limitations when dealing with large and high-contrast heterogeneities that violate the single-scattering (Born) approximation. Even though the finite-difference-injection method (Robertsson and Chapman, 2000) is more efficient, it cannot handle the interaction of the scattered wavefield with the free surface and bedrock layers (e.g., second- or high-order long-range interactions). Herman et al. (2000) and Campman et al. (2005, 2006) image and suppress near-receiver scattered surface waves assuming that scattering takes place immediately under the receivers. Other methods based on solving integral equations using the method of moments can take into account multiple scattering and can handle strong contrast and large heterogeneities (Riyanti and Herman, 2005; Campman and Riyanti, 2007). However, these methods are limited to laterally homogeneous embedding consisting of horizontal layers. These assumptions are not satisfied in areas with complex overburden, which makes these methods unsuitable for this problem. Numerical forward modeling of elastic waves, as opposed to analytical methods, plays a key role in this study. Because we solve the full wave equation based on finite difference, our modeling can handle more complicated background media, large contrasts in density and Lamé parameters, and irregular features, and it can generate synthetic seismograms that are accurate over a wide range of scatterer to wavelength ratios.

Finite-difference schemes have been used extensively for elastic-wave propagation (Kelly et al., 1976; Virieux, 1986; Levander, 1988; Graves, 1996). Treatments of the irregular free-surface boundary condition have also been developed and discussed in the literature (Fornberg, 1988; Tessmer et al., 1992; Hestholm and Ruud, 1994; Robertsson, 1996; Ohminato and Chouet, 1997; Zhang and Chen, 2006; Appelö and Petersson, 2009; AlMuhaidib et al., 2011). In this study, we use an accurate implementation of the standard staggered-grid (SSG) finite-difference scheme (Virieux, 1986; Levander, 1988; Zhang, 2010) with the convolution perfectly matched layer absorbing boundary condition (Komatitsch and Martin, 2007; Martin and Komatitsch, 2009; Zhang and Shen, 2010) to fully model elastic waves in the presence of heterogeneity. The internal interfaces are represented by the so-called effective medium parameters (Moczo et al., 2002) to avoid spurious numerical diffractions caused by sharp material discontinuity due to the spatial grid. The density is calculated by arithmetic average, and the Lamé parameters are calculated by harmonic average. The SSG scheme is fourth-order accurate in space (including the free-surface boundary) and second-order accurate in time. The free-surface boundary is treated by adjusting the finite-difference approximations to the z-derivative close to the surface (Kristek et al., 2002), which provides fourth-order accuracy in space and minimizes numerical dispersion.

We compute numerical simulations in two dimensions for simple earth models with near-surface scatterers. We consider irregular interface and finite scatterers with contrasts in density and Lamé parameters that are embedded in the shallow subsurface to analyze and assess the effects of near-surface scattering mechanisms on recorded seismic waveforms. The perturbation method for elastic waves is used to separate the scattered wavefield from the total wavefield based on a perturbation of the wave equation with respect to medium parameters. The method decomposes the medium parameters into background and perturbation parts, and it allows us to model scattering from arbitrary shape scatterers and the interaction of the multiply scattered wavefield with the free surface. Modeling elastic seismic data through (1) a baseline model (i.e., background) and (2) a monitor model (i.e., background plus perturbation) is very common in the context of 4D seismic monitoring.
studies (Greaves and Fulp, 1987; Pullin et al., 1987; Lumley, 1995). However, the focus of this study is different because we are looking at the elastic-wave scattering phenomena due to near-surface heterogeneities instead of reflected phase and amplitude changes due to time-variant changes in reservoir conditions. In this study, we carry out extensive calculations to study the effects of the acquisition geometry (e.g., source and receiver depths), the quality factor of the background medium, and the elastic properties of shallow subsurface scatterers (e.g., size, depth, and impedance contrast) on the near-surface scattered wavefield.

MODELING OF ELASTIC-WAVE PROPAGATION AND SCATTERING WITH NEAR-SURFACE HETEROGENEITIES

In this section, we present the mathematical approach to explain elastic-wave scattering using the perturbation method. The general wave equation for the elastic isotropic medium is

$$\rho \ddot{u} - (\lambda + 2\mu) \nabla (\nabla \cdot u) + \mu \nabla \times (\nabla \times u) = f,$$

where $u$ is the displacement vector wavefield, $f$ is the body force term, and the medium is described by three parameters: the Lamé constants $\lambda(x)$ and $\mu(x)$, and density $\rho(x)$. Seismic P- and S-wave velocities are $c_p = \sqrt{\lambda + 2\mu}/\rho$ and $c_s = \sqrt{\mu}/\rho$. The perturbation theory decomposes the medium parameters into background and perturbation parts

$$\rho(x) = \rho_0 + \delta\rho(x),$$
$$\lambda(x) = \lambda_0 + \delta\lambda(x),$$
$$\mu(x) = \mu_0 + \delta\mu(x).$$

Figure 3. Synthetic earth model — a single layer over half a space with two circular scatterers embedded in the shallow layer. The two scatterers are located at $(x, z) = (360 \text{ m}, 15 \text{ m})$ and $(x, z) = (720 \text{ m}, 15 \text{ m})$, each has a 20-m diameter and an impedance contrast corresponding to 0.36. The P-wave, S-wave, and density values of the first layer are $1800 \text{ m/s}$, $1000 \text{ m/s}$, and $1750 \text{ kg/m}^3$, and for the half-space and scatterers, they are $3000 \text{ m/s}$, $1500 \text{ m/s}$, and $2250 \text{ kg/m}^3$, respectively. The source is located at $(x, z) = (150 \text{ m}, 10 \text{ m})$ as indicated by the red star. The receivers are located on the surface with 50-m near-offset and 5-m space intervals.

Figure 4. Snapshots of the total $(u)$ and scattered $(\dot{u})$ wavefields for the model in Figure 3: (a) the total field at 300 ms, (b) total field at 500 ms, and (c) the scattered field at 500 ms. The source of scattering is reflected or refracted body waves. The scatterers excite primary, shear, and also surface waves due to the proximity to the free surface. The source is located at $(x, z) = (150 \text{ m}, 10 \text{ m})$ and indicated by the black circle. The reflector is indicated by the dashed line at 200 m depth. Note that we do not show the scattered surface-to-surface waves in the scattered wavefield because it is much larger in amplitude compared to the scattered body-to-surface waves.
Figure 5. Finite-difference simulations ($v_z$-component) showing the scattering effects due to near-surface heterogeneities for the model in Figure 3 (a) shows the results including the direct surface wave and (b) with the direct surface wave removed: (left) incident wavefield simulated using the model without scatterers, (middle) total wavefield simulated using the model with scatterers, and (right) scattered wavefield (i.e., the difference between the total and incident wavefields). An explosive point source with a 30-Hz Ricker wavelet is used. The source is located at 10-m depth, and the receivers are located on the surface. Note the complexity due to scattering of the reflected arrivals. (Scatt and R indicate scattered and Rayleigh waves, respectively.)
We denote by $\delta$ and subscript 0 the perturbed and background (reference) medium parameters, respectively. The wavefield in the background medium is $u_0$, and it satisfies the elastic-wave equation

$$
\rho_0 \ddot{u}_0 - (\lambda_0 + 2\mu_0) \nabla \cdot \nabla u_0 + \mu_0 \nabla \times (\nabla \times u_0) = f. \quad (3)
$$

We consider the total wavefield $u$ in the heterogeneous medium as two parts: the incident wavefield $u_0$ in the background medium,
which is the wavefield in the absence of scatterers, and the scattered wavefield $\mathbf{u}$, which is the difference between the total and incident wavefields,

$$\mathbf{u}' = \mathbf{u} - \mathbf{u}_0. \tag{4}$$

The definition of the perturbation quantities leads to the derivation of a wave equation for the scattered wavefield $\mathbf{u}$. By subtracting equation 3 from 1, we obtain

$$\rho_0 \mathbf{u}' - (\lambda_0 + 2\mu_0) \nabla (\nabla \cdot \mathbf{u}) + \mu_0 \nabla \times (\nabla \times \mathbf{u}) = -[\delta \rho \mathbf{u}' - (\delta \lambda + 2\delta \mu) \nabla (\nabla \cdot \mathbf{u}) + \delta \mu \nabla \times (\nabla \times \mathbf{u})]. \tag{5}$$

The left side of equation 5 describes wavefield scattering in the background medium (i.e., reference medium parameters) that includes multiple scattering waves (the derivation is given in Appendix A). The right side is equivalent to an elastic source term that depends on the perturbations of the medium parameters and the Green’s function of the heterogeneous medium. Solving for the scattered wavefield $\mathbf{u}$ can be achieved by either solving equation 5 directly based on the perturbation method (Wu, 1989) or by solving equations 1 and 3 independently and then subtracting the incident from the total wavefield. In this paper, we follow the latter approach.

For numerical modeling, we use a 2D Cartesian system with the horizontal positive $x$-axis pointing to the right and the positive vertical $z$-axis pointing down. The basic governing equations (i.e., the system of first-order partial differential equations) that describe elastic-wave propagation in the velocity-stress formulation (Virieux, 1986) are

$$\rho \frac{\partial v_x}{\partial t} = \frac{\partial \sigma_{xx}}{\partial x} + \frac{\partial \sigma_{xz}}{\partial z},$$

$$\rho \frac{\partial v_z}{\partial t} = \frac{\partial \sigma_{xz}}{\partial x} + \frac{\partial \sigma_{zz}}{\partial z}. \tag{6}$$

The constitutive laws for an isotropic medium are

$$\frac{\partial \sigma_{xx}}{\partial t} = (\lambda + 2\mu) \frac{\partial v_x}{\partial x} + \lambda \frac{\partial v_z}{\partial z},$$

$$\frac{\partial \sigma_{zz}}{\partial t} = (\lambda + 2\mu) \frac{\partial v_z}{\partial z} + \lambda \frac{\partial v_x}{\partial x},$$

$$\frac{\partial \sigma_{xz}}{\partial t} = \mu \left( \frac{\partial v_z}{\partial x} - \frac{\partial v_x}{\partial z} \right). \tag{7}$$

where $v_x$ and $v_z$ are the velocity components, $\sigma_{ij}$ are the stresses, $\lambda$ and $\mu$ are the Lamé parameters, and $\rho$ is the density. The system of equations 6 and 7 is discretized and solved numerically using finite-difference schemes. The finite-difference scheme used in the numerical simulation can also handle viscoelastic materials by using the Emmerich and Korn (1987) model to include attenuation defined by $Q$ values. We assume $Q$ is constant with frequency.

**APPLICATIONS TO THE EARTH MODEL WITH NEAR-SURFACE HETEROGENEITIES**

To study the effects of near-surface heterogeneities on the recorded waveforms, we consider a simple earth model with a single layer over half a space and two circular scatterers embedded in the shallow layer (Figure 3). The two scatterers are located at $(x, z) = (360 \text{ m}, 15 \text{ m})$ and $(x, z) = (720 \text{ m}, 15 \text{ m})$, each has a 20-m diameter and an impedance contrast corresponding to 0.36. The P-wave, S-wave, and density values of the first layer are 1800 m/s, 1000 m/s, and 1750 kg/m$^3$, and for the half-space and scatterers, they are 3000 m/s, 1500 m/s, and 2250 kg/m$^3$, respectively. The domain has $N_x = 1001$ and $N_z = 501$ grid points with 1-m grid spacing (i.e., $\Delta x$ and $\Delta z$), that is, 500-m depth (along the $z$-axis) and 1000 m distance (along the $x$-axis). The time step is 0.2 ms. An explosive point source is used with a Ricker wavelet and 30-Hz dominant frequency (~75-Hz maximum frequency). The source is located at $(x, z) = (150 \text{ m}, 10 \text{ m})$. The receivers are located on the surface with 50-m near-offset and 5-m space intervals. In this paper, we consider only the vertical component of the particle velocity field ($v_z$). The scatterers are treated in the numerical scheme as a density and velocity perturbation. The grid size of the model is small enough to capture the shape of the scatterers. To avoid spurious numerical diffractions caused by material discontinuity due to the spatial grid, arithmetic, and harmonic averages (smoothing) (Moczo et al., 2002) are applied to the density and elastic constants at each grid point.

**Table 1. Summary of all the cases studied and their corresponding figure numbers.**

<table>
<thead>
<tr>
<th>Figure</th>
<th>Varying model parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>Source frequency</td>
</tr>
<tr>
<td>8</td>
<td>Source depth</td>
</tr>
<tr>
<td>9</td>
<td>Receiver depth</td>
</tr>
<tr>
<td>11</td>
<td>Contrast of scatterers</td>
</tr>
<tr>
<td>12</td>
<td>Size of scatterers</td>
</tr>
<tr>
<td>13</td>
<td>Depth of scatterers</td>
</tr>
<tr>
<td>14</td>
<td>Quality factor</td>
</tr>
<tr>
<td>18</td>
<td>Interface scattering</td>
</tr>
</tbody>
</table>

**Table 2. Material properties for models with different contrasts. The impedance contrasts are calculated for different material properties relative to layer 1.**

<table>
<thead>
<tr>
<th>Layer</th>
<th>$V_p$ (m/s)</th>
<th>$V_S$ (m/s)</th>
<th>Density (kg/m$^3$)</th>
<th>Impedance contrast</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>1800</td>
<td>1000</td>
<td>1750</td>
<td>0.36</td>
</tr>
<tr>
<td>II</td>
<td>3000</td>
<td>1500</td>
<td>2250</td>
<td>0.36</td>
</tr>
<tr>
<td>Scattering a</td>
<td>2400</td>
<td>1200</td>
<td>1800</td>
<td>0.16</td>
</tr>
<tr>
<td>Scattering b</td>
<td>2700</td>
<td>1350</td>
<td>2025</td>
<td>0.27</td>
</tr>
<tr>
<td>Scattering c</td>
<td>3000</td>
<td>1500</td>
<td>2250</td>
<td>0.36</td>
</tr>
</tbody>
</table>
Snapshots of the total and scattered wavefields that are governed by equations 1 and 5, respectively, are shown in Figure 4. Note that in this figure, we do not show the scattered surface-to-surface waves in the scattered wavefield because they are much larger in amplitude compared to the scattered body-to-surface waves. Removal of the direct surface waves is achieved by first computing the wavefield.

Figure 7. Simulated waveforms ($v_z$-component) for the model in Figure 3. An explosive point source is used with (a) 20-Hz and (b) 40-Hz dominant frequencies. The incident, total, and scattered wavefields are shown from left to right, respectively.
for a homogeneous full space with and without the scatterers. Then, we subtract the direct surface waves from the incident and total wavefields to look only at scattered body waves. The upcoming body P- and S-wave reflections, including multiples, impinge on the near-surface heterogeneities and scatter to weak P- and S-waves, acting as secondary sources. Because the scatterers, which are at

Figure 8. Finite-difference simulations ($v_z$-component) for the scattering model with different source depths (10, 20, and 40 m from left to right): (a) including the direct surface wave and (b) with the direct surface wave removed. An explosive point source with a 30-Hz Ricker wavelet is used. The receivers are located on the surface.
Figure 9. Finite-difference simulations ($v_z$-component) for the scattering model with different receiver depths (0, 20, and 40 m from left to right): (a) including the direct surface wave and (b) with the direct surface wave removed. A vertical source with a 30-Hz Ricker wavelet is located at the surface. Note the strong amplitudes of the shear-wave reflection and refraction as indicated by the yellow circles at mid- and far-offset traces due to the radiation pattern of the vertical source. At 40-m receiver depth, most of scattered waves appear to be body waves. Note also that the reflections are not as prominent as they are for surface receivers. At the surface, the amplitude doubles. At depth, upgoing and downgoing waves interfere.
15-m depth, are shallower than one-third of the wavelength ($\lambda_p = 60$ m), the body-wave reflections (incident wavefield) scatter to strong surface waves. These wave features are also shown in the shot gathers in Figure 5. The scattered surface waves are comparable in amplitude to the reflected signal. A few of these scatterers that are close to the free surface could mask the primary reflections by the scattered body-to-surface waves.

We also model a vertical source placed at the surface, which represents a more realistic vibrator-type field acquisition (Figure 6). We observe strong amplitudes of the shear-wave reflection and refraction at mid- and far-offset traces due to the radiation pattern of the vertical source. In all the cases we study in this paper (except for the source and receiver depth analysis), we consider an explosive point source at 10-m depth to minimize surface-wave energy relative to body-wave reflections (see the figure summary in Table 1).

**Effect of source frequency and source and receiver depths**

The seismic source frequency and source and receiver depths have significant impact on the recorded waveforms, especially on the strength of the surface-wave energy. To examine the effects of these factors, we simulate synthetic seismograms for the earth model in Figure 3 with different source frequencies (20, 30, and 40 Hz), source depths (10, 20, and 40 m), and receiver depths (0, 20, and 40 m), as shown in Figures 7–9, respectively.

The excitation of surface waves depends on the source depth and frequency. Direct surface-wave energy decreases with increasing source depth and increasing frequency at a given depth. At a depth of 10 m, sources with 20-Hz frequency ($\lambda_p = 90$ m) excite stronger surface waves (Figure 7) than those with 40-Hz frequency ($\lambda_p = 45$ m). For sources with 30-Hz dominant

---

**Figure 10.** The effects of source and receiver depths on the S/N due to near-surface heterogeneities: (a and b) source analysis and (c and d) receiver analysis. Note that sources at deeper depths generate less surface-wave energy and therefore improve the S/N as shown in (a), but the source depth has no effect on the scattered body-to-surface waves as shown in (b). Receivers at deeper depths, however, improve the S/N in both cases: (c) the surface waves and (d) scattered body waves to surface waves.
frequency ($\lambda_p = 60$ m), the excited surface-wave energy is strong for shallow sources at 10-m depth (Figure 8), whereas it is much weaker for deeper sources at 40 m ($>\lambda_p/3$).

To quantitatively assess the influence of near-surface heterogeneities, we assume that scattered waves are noise and calculate the S/N in decibels (dB):

![Simulated waveforms](image)

Figure 11. Simulated waveforms ($v_z$-component) for the scattering model with different impedance contrasts (0.16, 0.27, and 0.36) from left to right. The source (30 Hz) is located at 10-m depth, and the receivers are located on the surface: (a) the total wavefield simulated using the model with scatterers and (b) the scattered wavefield (i.e., the difference between the total and incident wavefields).
S/N(dB) = 10\log_{10} \frac{\sum_{i=1}^{N} \sum_{j=1}^{M} u_0(i, j)^2}{\sum_{i=1}^{N} \sum_{j=1}^{M} (u(i, j) - u_0(i, j))^2},  \quad (8)

where $u_0(i, j)$ are the sample values considered to be unaffected by noise (i.e., the incident wavefield propagated using the model with homogeneous near-surface layers), $u(i, j)$ are the data affected by

Figure 12. Simulated waveforms ($v_z$-component) for the scattering model with different scatterer sizes (10-, 20-, and 40-m diameter) from left to right, with the center of the scatterers at 10-, 15-, and 25-m depth, respectively. The top of the scatterers is at a 5-m depth below the free surface. The source (30 Hz) is located at a 10-m depth, and the receivers are located on the surface: (a) the total wavefield simulated using the model with scatterers and (b) the scattered wavefield (i.e., the difference between the total and incident wavefields).
noise (i.e., the total wavefield propagated using the model with near-surface heterogeneity), and $M$ and $N$ are the number of traces and time samples, respectively.

We study the effects of source and receiver depths on the S/N due to near-surface heterogeneities. The synthetic seismograms as functions of source and receiver depths are shown in Figures 8 and 9.

Figure 13. Simulated waveforms ($v_z$-component) for the scattering model with different scatterer depths (15, 30, and 45 m) from left to right. The source (30 Hz) is located at 10-m depth and the receivers are located on the surface: (a) the total wavefield simulated using the model with scatterers and (b) the scattered wavefield (i.e., the difference between the total and incident wavefields).
The corresponding S/Ns are shown in Figure 10. Seismic sources deployed at depth can minimize the amount of propagating direct surface-wave energy and, therefore, improve the S/N in the seismic records as the amplitude of surface waves decays exponentially with depth (Figure 10a). However, source depths have no effects on the scattered body-to-surface waves, mainly because scattered waves

Figure 14. Simulated waveforms ($v_z$-component) for the scattering model with different attenuation factors in the top layer ($Q = 100$, 60, and 30) from left to right. The source (30 Hz) is located at 10-m depth, and the receivers are located on the surface: (a) the total wavefield simulated using the model with scatterers and (b) the scattered wavefield (i.e., the difference between the total and incident wavefields).
are excited by the near-surface heterogeneities and are independent of the seismic source depth (Figure 10b). The maximum at ~10-m source depth in Figure 10b is most likely related to the constructive/destructive interference between the primary and ghost reflections from the free surface. However, the change in the S/N is very small compared to the other three cases. On the other hand, deploying receivers at depth (Figure 9) can improve the S/N as they sample the weaker energy of the direct and scattered surface waves (Figure 10c and 10d). A recent field data study by Bakulin et al. (2012) agrees with our numerical results and demonstrates the S/N improvement due to deploying the sources and receivers at depth. Bakulin et al. (2012) also look into using dual-sensor data (geophones and hydrophones) to reduce ghost reflections from the free surface to further improve the stacked section.

The effects of scatterers’ depth, size, impedance contrast, and attenuation

As discussed in the previous section, the seismic source wavelength and source and receiver depths have great effects on the recorded signal. Nevertheless, the characteristics of near-surface scatterers (e.g., impedance contrast, depth, size, and attenuation factor of the background medium) have similar, if not even greater, effects. These characteristics have direct impact on the phase and amplitude of scattered surface waves and body waves.

Recorded waveforms simulated using models similar to the ones shown in Figure 3 with varying scatterer impedances (Table 2) corresponding to reflection coefficients (0.16, 0.27, and 0.36), depths (15, 30, and 45 m), diameters (10, 20, and 40 m), and attenuation factor $Q$ of the background medium (30, 60, 100, and 200) are shown in Figures 11–14. We show all the figures with the same amplitude scale for ease of comparison. The impedance contrast is calculated as $R_0 = (Z_2 - Z_1)/(Z_2 + Z_1)$, where $Z_1$ and $Z_2$ are the impedances (i.e., velocity times density) of the top layer and the scatterers. In all the cases we study in this and remaining sections, we use an explosive point source at 10-m depth as the standard source.

The effects of the scatterer characteristics are demonstrated by showing the total wavefields, which include incident, multiple
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**Figure 15.** The effects of source depths on the S/N due to characteristics of near-surface heterogeneities (impedance contrast, depth, size, and quality factor) (a-d) including the direct surface waves, and (e-h) with the direct surface waves removed.

![Figure 16](image2.png)  
**Figure 16.** The effects of receiver depths on the S/N due to characteristics of near-surface heterogeneities (impedance contrast, depth, size, and quality factor) (a-d) including the direct surface waves and (e-h) with the direct surface waves removed.
scattering, and mode-converted waves. We quantitatively assess the effects of source and receiver depths and characteristics of near-surface heterogeneities, such as material properties, depths, and sizes, by calculating the S/Ns. The aim is to understand when the scattered waves have significant impact on the quality of the recorded data. As discussed previously, the scattered energy increases with increasing impedance contrast, increasing size of the scatterers relative to the source wavelength, decreasing depth, and increasing attenuation factor of the background medium.

In the first case shown in Figure 11, we vary the impedance contrast by changing the velocity and density of the scatterers, while keeping the properties of the embedding layer constant. The simulations demonstrate that the strength of the scattered energy increases with increasing the impedance contrast of the scatterers. This is explained mathematically by equation 5 in which the right side is equivalent to an elastic source that depends on the material property perturbations.

The frequency of scattered body-to-surface waves depends on the frequency of the total wavefield and the perturbations of the medium parameters. The wavefield scattering amplitude is frequency dependent, and, therefore, the size of the scatterers relative to the wavelength is indeed a controlling factor for the scattered energy. The dominant wavelength of the incident wavefield is 60 m, and the minimum wavelength is 24 m. We show the simulations for different scatterer sizes in Figure 12: 10-, 20-, and 40-m diameter. Scattered energy depends on the depth of the scatterers. When changing the scatterer size, the top edge of the scatterers is kept at 5-m depth from the free surface and the centers are located at 10, 15, and 25 m, respectively. Thus, the frequency of scattered waves is either low or high depending on whether the size of the scatterers is small or large relative to the wavelength of the incident waves (Figure 12). Similar to increasing the impedance contrast, larger scatterers cause more scattered energy that is lower in frequency compared to small scatterers.

The effects of attenuation are studied by using constant $Q$ models and recalculating some models that were run with no attenuation. We included attenuation only at the top layer of the model shown in Figure 3 with ($Q = 100, 60, 30$). The scatterers and the half-space are assumed to be perfectly elastic ($Q = \infty$) materials. The results in Figure 14 demonstrate that the scattered, and also the reflected, wave amplitudes decrease due to attenuation.

The results of different simulations with varying properties are summarized in Figures 15 and 16 as expressed by S/Ns. The S/N increases with decreasing impedance contrast, decreasing size of the scatterers relative to the source wavelength, increasing depth, and decreasing attenuation factor of the background medium. As discussed in the previous section, deeper receivers improve the S/N as they record weaker direct and scattered surface waves, whereas deeper sources improve the S/N only because they excite weaker direct surface waves. The same relationships hold for different impedance contrast (Figures 15a, 16a, and 16e), sizes of the scatterers (Figures 15b, 16b, and 16f), and attenuation factors (Figures 15d, 16d, and 16h). Note, however, that the deeper source has no effect on the scattered body-to-surface waves as indicated by the narrow range of S/N values for different source depths in Figure 15e–15h. These relations hold only when the heterogeneities are shallow (e.g., 15-m depth) and excite significant scattered-surface-wave energy. In the case in which the scatterers are close to the free surface, the scattered energy is dominated by body-to-surface-wave scattering (Figure 13). When the scatterers are deeper than one-third of the wavelength (e.g., 20 m), weak or no scattered surface waves are generated and, therefore, there is no S/N improvement due to deploying the receivers below the free surface.

**SCATTERING DUE TO BEDROCK TOPOGRAPHY**

* (INTERFACE SCATTERING)

In the previous sections, we showed the examples of scattering from isolated individual scatterers. Bedrock topography (e.g., subsurface irregular interface) can also cause scattering and could have pronounced effects on the quality of recorded waveforms. The irregular interface not only causes time shifts (as assumed by static corrections) but also causes complicated scattering. We model a case when the top of the interface layer is not a plane but irregular.

We consider an earth model with an irregular (Gaussian) surface below a homogeneous surface layer, as shown in Figure 17. The irregular interface is modeled using a set of uncorrelated random numbers drawn from a Gaussian distribution with zero mean and a standard deviation of 15 m (rms height). The generated random numbers (surface) are then correlated by the use of a running average filter with a Gaussian operator that has 5-m correlation length (Ogilvy and Merklinger, 1991). The corresponding material

---

**Table 3. Material properties (P-wave velocity, S-wave velocity, and density) of the model shown in Figure 17.**

<table>
<thead>
<tr>
<th>Layer no.</th>
<th>$V_P$ (m/s)</th>
<th>$V_S$ (m/s)</th>
<th>Density (kg/m$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>1800</td>
<td>1000</td>
<td>1750</td>
</tr>
<tr>
<td>II</td>
<td>3000</td>
<td>1500</td>
<td>2250</td>
</tr>
<tr>
<td>III</td>
<td>5000</td>
<td>2250</td>
<td>2750</td>
</tr>
</tbody>
</table>
properties are given in Table 3. An explosive point source at 10-m depth is used with a Ricker wavelet and 30-Hz central frequency. The receivers are located on the surface with 50-m near offset and 5-m space intervals. Simulated waveforms recorded at surface for an irregular interface at 15- and 45-m depths are shown in Figure 18.

Figure 18. Finite-difference simulations ($x_z$-component) for the irregular (Gaussian) interface at different depths: (a-c) 15 m, and (d-f) 45 m. The incident wavefield (a and d) simulated using the model with plane shallow interface, (b and e) total wavefield simulated using the model with Gaussian shallow interface, and (c and f) scattered wavefield (i.e., the difference between the total and incident wavefields). Note the strong dispersive character of the surface wave due to the thin layer (a-c). Also, note that the amplitudes of scattered (reflected and refracted) body waves to surface waves decrease rapidly as the interface depth increases. Overall, scattering from the irregular near-surface interface is more complex and exhibits more diffusive-type scattering compared to localized scatterers.
The influence of the irregular interface is clearly demonstrated because it acts as a continuous line of sources that adds to the complexity of the recorded waveforms, compared to the localized scatterers discussed in the previous section. Scattering from irregular interface exhibits diffusive-type scattering compared to individual scattering. The wavelength of Rayleigh waves propagating along the free surface is \((\lambda_R \sim 930 \text{ ms/30 Hz} = 31 \text{ m})\). At a 15-m interface depth, we observe a strong surface-wave dispersion due to the thin layer (Figure 18a–18c). Because the surface-wave amplitude at a depth deeper than one-third of the wavelength is very small, scattering and dispersion of direct surface waves are very minimal for the interface at 45-m depth (Figure 18d–18f).

The irregular interface also causes the upgoing reflections and refracted waves to scatter to P- and S-waves. Because the irregular interface is shallow, upgoing body waves and refracted waves, which travel along the irregular interface boundary, scatter to surface waves that can mask the data entirely. The energy of scattered surface waves decreases as the depth of the irregular interface increases, mainly because the interface irregularities act as a source of scattered waves. The scattered energy is dominated by body-to-interface or bedrock topography. Similar to scattering from near-surface and scattered body-to-surface waves.

The scattered energy is dominated by body-to-interface is shallow, upgoing body waves and refracted waves, which travel along the irregular interface boundary, scatter to surface waves that can mask the data entirely. The energy of scattered surface waves decreases as the depth of the irregular interface increases, mainly because the interface irregularities act as a source of scattered waves. The scattered energy is dominated by body-to-interface or bedrock topography. Similar to scattering from near-surface and scattered body-to-surface waves.

The results show that the scattered energy depends strongly on the properties of the shallow scatterers and increases with increasing impedance contrast, increasing size of the scatterers relative to the incident wavelength, decreasing depth of scatterers, and increasing the attenuation factor of the background medium. Additionally, sources deployed at depths below one-third of the wavelength excite weak surface waves and, therefore, improve the S/N due to the reduced surface-wave scattering. However, source depth does not affect the scattering of reflected body waves. On the other hand, receivers deployed at depth improve the S/N as they record weak surface and scattered body-to-surface waves.

In addition to showing the effects of volume scatterers, we also examine the effects of scattering from a near-surface irregular interface or bedrock topography. Similar to scattering from near-surface inclusions, the energy of scattered body-to-surface waves decreases as the depth of the irregular interface increases. The irregular interface acts as a continuous line of sources for scattered (reflected and refracted) body waves to surface waves, and therefore, the scattered amplitudes decrease as the depth to the interface increases. Compared to scattering from finite scatterers, scattering from an irregular interface exhibits diffusive-type scattering.

The analysis and quantified results help explain the scattering mechanisms and, therefore, could lead to developing new acquisition and processing techniques to reduce the noise and enhance the quality of the subsurface image. For computational efficiencies, we consider only 2D models, but the same method can be applied to 3D modeling. In 3D, however, the computational cost will be much larger, but with current advances in multicore parallel programming and the existence of large clusters, computations with tens of billions of cells are feasible.
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**APPENDIX A**

**PERTURBATION OF THE ELASTIC-WAVE EQUATION**

The derivation of a wave equation for the scattered wavefield \(\mathbf{u}\) based on the perturbation quantities is obtained by subtracting equation 3 from 1

\[
[\rho \ddot{\mathbf{u}} - (\lambda + 2\mu) \nabla (\nabla \cdot \mathbf{u}) + \mu \nabla \times (\nabla \times \mathbf{u})] - [\rho_{0} \ddot{\mathbf{u}}_{0} - (\lambda_{0} + 2\mu_{0}) \nabla (\nabla \cdot \mathbf{u}_{0}) + \mu_{0} \nabla \times (\nabla \times \mathbf{u}_{0})] = 0, \quad (A-1)
\]

by expanding and collecting like terms

\[
[\rho \ddot{\mathbf{u}} - \rho_{0} \ddot{\mathbf{u}}_{0}] + [-(\lambda + 2\mu) \nabla (\nabla \cdot \mathbf{u}) + (\lambda_{0} + 2\mu_{0}) \nabla (\nabla \cdot \mathbf{u}_{0})] + [\mu \nabla \times (\nabla \times \mathbf{u}) - \mu_{0} \nabla \times (\nabla \times \mathbf{u}_{0})] = 0, \quad (A-2)
\]

\[
[\rho \ddot{\mathbf{u}} - \rho_{0} \ddot{\mathbf{u}}_{0} + \rho \ddot{\mathbf{u}} - \rho_{0} \ddot{\mathbf{u}}] + \left[(-\lambda_{0} + 2\mu_{0}) \nabla (\nabla \cdot \mathbf{u}) + (\lambda_{0} + 2\mu_{0}) \nabla (\nabla \cdot \mathbf{u}_{0})
- (\lambda + 2\mu) \nabla (\nabla \cdot \mathbf{u}) + (\lambda_{0} + 2\mu_{0}) \nabla (\nabla \cdot \mathbf{u}_{0})
+ \mu_{0} \nabla \times (\nabla \times \mathbf{u}) - \mu \nabla \times (\nabla \times \mathbf{u}_{0}) + \mu \nabla \times (\nabla \times \mathbf{u}) - \mu_{0} \nabla \times (\nabla \times \mathbf{u}_{0})\right] = 0, \quad (A-3)
\]

\[
[\rho_{0} (\ddot{\mathbf{u}} - \ddot{\mathbf{u}}_{0}) + (\rho - \rho_{0}) \ddot{\mathbf{u}}] - [(\lambda_{0} + 2\mu_{0}) \nabla (\nabla \cdot (\mathbf{u} - \mathbf{u}_{0}))
+ ((\lambda - \lambda_{0}) + 2(\mu - \mu_{0})) \nabla (\nabla \cdot \mathbf{u})
+ \mu \nabla \times (\nabla \times (\mathbf{u} - \mathbf{u}_{0})) + (\mu - \mu_{0}) \nabla \times (\nabla \times \mathbf{u})] = 0, \quad (A-4)
\]

substituting equations 2 and 4

\[
[\rho \ddot{\mathbf{u}} + \delta \rho \ddot{\mathbf{u}}] - [(\lambda_{0} + 2\mu_{0}) \nabla (\nabla \cdot \mathbf{u}) + (\delta \lambda + 2\delta \mu) \nabla (\nabla \cdot \mathbf{u})] + \mu \nabla \times (\nabla \times \mathbf{u}) + \delta \mu \nabla \times (\nabla \times \mathbf{u}) = 0, \quad (A-5)
\]
and rearranging the terms

\[
\rho_0 \ddot{u} - (\lambda_0 + 2\mu_0) \nabla (\nabla \cdot \ddot{u}) + \rho_0 \nabla \times (\nabla \times \ddot{u}) = -\delta \rho \ddot{u} - (\lambda + 2\mu) \nabla (\nabla \cdot u) + \delta \rho \nabla \times (\nabla \times u). \tag{A-6}
\]
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