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Abstract This article presents two methods for computing interval bounds on the so-
lutions of nonlinear, semi-explicit, index-one differential-algebraic equations (DAEs).
Part 1 presents theoretical developments, while Part 2 discusses implementation and
numerical examples. The primary theoretical contributions are (1) an interval inclu-
sion test for existence and uniqueness of a solution, and (2)sufficient conditions, in
terms of differential inequalities, for two functions to describe componentwise upper
and lower bounds on this solution, point-wise in the independent variable. The first
proposed method applies these results sequentially in a two-phase algorithm analo-
gous to validated integration methods for ordinary differential equations (ODEs). The
second method unifies these steps to characterize bounds as the solutions of an auxil-
iary system of DAEs. Efficient implementations of both are described using interval
computations and demonstrated on numerical examples.

Keywords Differential-algebraic equations· Reachable set· Differential inequali-
ties · Validated numerical integration· Interval Newton method
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1 Introduction

This work explores the computation of interval bounds on thesolutions of nonlinear,
semi-explicit index-one differential-algebraic equations (DAEs) subject to a given set
of initial conditions and model parameters. These parameters may represent uncer-
tain constants in the model, as well as parametrized controlinputs or disturbances.
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Computing enclosures of the reachable sets of dynamic systems is a classical prob-
lem with a wide variety of applications, including propagating uncertainty through
dynamic models [7,33,26,27], solving state and parameter estimation problems [34,
13,25,11], safety verification and fault detection in dynamic systems [10,15], global
optimization of dynamic systems [35,3,14,24], validated numerical integration [21],
controller design and synthesis [23,16], and verification of continuous and hybrid
systems [38,4,6]. However, nearly all available methods apply only to systems of
explicit ordinary differential equations (ODEs). On the other hand, many dynamic
systems encountered in applications are best modeled by DAEs [2,17].

For nonlinear ODEs, much work has been done on methods which compute a
time-varying interval enclosure of the reachable set. These methods are primarily of
two types. Taylor methods [21] use Taylor expansions and various interval techniques
to approximate the ODE solutions and rigorously bound the approximation error. A
key feature of these methods is that they producevalidatedenclosures, meaning that
the enclosures are guaranteed even when computed on a finite precision machine.
Some Taylor methods can be implemented very efficiently, but often produce ex-
tremely conservative enclosures. This conservatism can begreatly mitigated by using
high-order Taylor expansions, or by using more sophisticated inclusion algebras, such
as Taylor model arithmetic [1]. Unfortunately, these measures dramatically increase
the computational cost, which in the latter case scales exponentially in the number of
uncertain initial conditions and parameters. Methods of the second type use differen-
tial inequalities [40] and interval arithmetic to derive ODEs describing bounding tra-
jectories, which are then integrated numerically [7,33,30,26,27,31]. These methods
also suffer from potentially large overestimation [33], but are typically more efficient
than Taylor methods, because state-of-the-art numerical integration software can be
used. Moreover, it has recently been shown that overestimation in these methods can
be dramatically reduced by exploiting simple solution invariants, without compro-
mising efficiency [33,30,31]. While the enclosures produced by these methods are
mathematically guaranteed, they are not validated. Therefore, they are inappropriate
for investigating long-time behavior of unstable or oscillatory systems. Given the ac-
curacy of modern numerical integration codes, however, these methods are effective
for stable systems over modest integration times, especially when the reachable set is
large compared to the expected numerical error owing to large parameter ranges.

In this article, we present two approaches for computing interval bounds on the
solutions of semi-explicit index-one DAEs. The fact that such DAEs are equivalent to
an explicit system of ODEs, the so-called underlying ODEs (see Remark 3.1), sug-
gests that methods for ODEs could be applied directly. Unfortunately, this turns out
to be unworkable, because ODE methods require explicit algebraic expressions for
the right-hand side functions. For underlying ODEs, this necessitates an explicit ex-
pression for the inverse of the Jacobian of the algebraic equations, which would be
very difficult to obtain in general (this requires the construction ofthe cofactor ma-
trix, which has a factorial number of terms [36]). Moreover,the theoretical reduction
to explicit ODEs is only valid locally around a given solution trajectory. This proves
problematic for ODE methods, because the computed enclosures may come to con-
tain regions of state space on which this reduction is invalid. For these reasons, it is
necessary to develop a dedicated theory.
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Part 1 of this article presents the major theoretical developments leading to the
proposed bounding methods for DAEs, while Part 2 discusses the required compu-
tations. The first theoretical contribution is an interval inclusion test that verifies the
existence and uniqueness of a DAE solution within a given interval. This test com-
bines a well-known interval inclusion test for solutions ofODEs (used in standard
Taylor methods) with an interval inclusion test for solutions of a system of non-
linear algebraic equations from the literature on intervalNewton methods [22]. The
second theoretical contribution is a pair of results using differential inequalities to de-
rive bounding trajectories corresponding to the differential state variables; i.e., those
state variables whose time derivatives are given explicitly by the DAE equations.
Together, these contributions lead to the first bounding method proposed in Part 2.
The final theoretical contribution is a result combining differential inequalities and
interval Newton methods to compute bounds on both the differential and algebraic
variables simultaneously. This result leads to the second method described in Part 2.
Owing to the use of standard numerical integration codes in our implementation, the
proposed methods produce enclosures that are mathematically guaranteed, but not
validated. However, the existence and uniqueness test described above can be imple-
mented in a validated manner, thus providing a key step towards validated bounding
methods for DAEs.

A previous method for bounding the solutions of semi-explicit DAEs was pro-
posed in [28]. This method is not based on differential inequalities, but it does involve
an existence and uniqueness test based on an interval Newtonmethod (the interval
Krawczyk method). However, rather than combining the interval Krawczyk inclusion
test with an interval inclusion tests for ODE solutions, as is done this work, the au-
thors apply the interval Krawczyk inclusion test to the system of nonlinear integral
equations obtained by replacing each instance of the differential variables in the orig-
inal DAEs by the integrals of their time derivatives. The validity of this approach is
unclear, since no justification is given for applying an inclusion test for real-valued
solutions of algebraic equations to a system of functional equations defined on a
function space.

The article [9] presents an algorithm for computing interval bounds on the solu-
tions of implicit ODEs using Taylor models, which can be extended to treat DAEs as
well. This method first computes a high-order polynomial approximation of the ODE
solution, and then attempts to find a rigorous error bound by satisfying an inclusion
test. Satisfying this inclusion test, which uses Taylor models rather than intervals,
implies existence and uniqueness of an ODE solution near thepolynomial approx-
imation, i.e., within the validated error bound. This algorithm appears capable of
computing very tight bounds, but requires the computation of a potentially very large
number of Taylor coefficients. This method does not make use of differential inequal-
ities. Furthermore, in addition to the use of Taylor models in place of intervals, the
existence and uniqueness test proven in [9] is fundamentally different from the one
presented here (and the one used in [28]) because it is derived through direct re-
arrangement of the implicit ODE equations into fixed-point form, rather than through
application of the mean-value theorem, as is done in all interval Newton methods (see
Remark 4.2).
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Finally, in [5], a method for approximating the reachable sets of semi-explicit
index-one DAEs is proposed, based on level set methods for ODEs [38]. Methods
of this type are designed to provide an accurate approximation of the reachable set,
rather than a rigorous enclosure of it. Accordingly, these methods are not appropriate
for many applications of interest [34,25,10,15,35,3].

The remainder of this article is organized as follows. Notation and relevant back-
ground material is presented in Section 2. Section 3 formally describes the DAEs
considered in this work and presents basic results. In Section 4, an interval test for
existence and uniqueness of solutions is described. Section 5 proves three results
using differential inequalities to characterize bounding trajectories. Computational
implementation of these results and case studies are presented in Part 2.

2 Preliminaries

2.1 Basic notation

Throughout this article, vector quantities are denoted in bold, while scalar quantities
are written without emphasis. For anyv ∈ Rn, the standardp-norms are denoted by

‖v‖p =
(∑n

i=1 |vi |p
)1/p

, 1≤ p<∞, and‖v‖∞ =maxi |vi |. Suppose thatw,u ∈Rn as well.
The order relationsv ≤ w andv < w denote that these relations hold componentwise.
Similarly, min(v,w) and max(v,w) denote the vectors with components min(vi ,wi)
and max(vi ,wi), respectively, and mid(v,w,u) denotes the vector where each compo-
nent is the middle value ofvi , wi andui . ForV ⊂ Rn, the interior and boundary ofV
are denoted by int(V) and∂V, respectively.

2.2 Intervals and natural interval extensions

If a set inRn may be expressed as the Cartesian product ofn intervals inR, it is
referred to as ann-dimensional interval or simply an interval. Forv,w ∈ Rn, the no-
tation [v,w] denotes then-dimensional interval [v1,w1] × . . . × [vn,wn]. The set of
all nonempty compact interval subsets ofRn is denotedIRn. The set of all nonempty
compactn×m interval matrices is denotedIRn×m and defined analogously;A∈ IRn×m

has elementsAi j ∈ IR, for all i ∈ {1, . . . ,n} and j ∈ {1, . . . ,m}, and, for anyA ∈ Rn×m

with elementsai j , A ∈ A if ai j ∈ Ai j for all indicesi and j. For anyD ⊂ Rn, let ID
denote the set{Z ∈ IRn : Z ⊂ D}. This notation is also used forD ⊂ Rn×m.

ForZ≡ [zL,zU ] ∈ IRn, letm(Z) denote themidpointof Z, m(Z) ≡ zL+ (zU −zL)/2.
For A ∈ IRn×m, m(A) is a real-valued matrix defined analogously.

Let D ⊂ Rn andf : D→ Rm. An interval extensionof f is a mapping[f ] : ID→
IRm such that, for any degenerate interval (i.e. singleton) [x,x] ∈ ID, [f ] ([x,x]) =
[f (x), f (x)]. For anyX ∈ ID, the notation [f ]L(X) and [f ]U(X) is used to denote the
lower and upper bounds of [f ](X), respectively. An interval extension isinclusion
monotonicif, for any X,X′ ∈ ID, X′ ⊂ X implies that [f ](X′) ⊂ [f ](X). It is easily veri-
fied that inclusion monotonic interval extensions satisfyf (X)⊂ [f ](X),∀X∈ ID, where
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f (X) denotes the image ofX underf . This image bounding property is fundamental
to the use of interval extensions in this article.

Inclusion monotonic interval extensions are known for binary addition, subtrac-
tion, multiplication and division, and many common univariate functions including
scalar multiplication, integer and fractional powers, logarithm, exponential, trigono-
metrics, etc. Throughout this work, the interval counterparts of the standard arith-
metic operations{+,−,×, /} are implied; i.e., forA,B ∈ IR, AB denotes interval mul-
tiplication. Arithmetic operations between real numbers and intervals are carried out
using interval arithmetic with real numbers identified withthe corresponding degen-
erate interval inIR. If f is defined by a computational graph, that is, by the recur-
sive application of additions, subtractions, multiplications, divisions and composi-
tions with common univariate functions, then it is referredto as afactorablefunction
[18,32], and each of these basic operations is called afactor of f . For any factorable
function f , one can compute a particular interval extension called thenatural inter-
val extensionby recursively applying the known interval extensions of the factors of
f . That is, each operation in the definition off is replaced by its interval counter-
part. Natural interval extensions are inclusion monotonicand thus satisfy the image
bounding property of [f ] discussed above. The reader is referred to [19] and [22] for
further details on interval analysis.

2.3 Absolutely continuous and continuously differentiable functions

Let I = [t0, t f ]. Recall that an absolutely continuous functionφ : I → R is differen-
tiable at almost every (a.e.)t ∈ I . The results in§5 involve some standard facts about
absolutely continuous functions which are not reviewed here but can be found in
[39]. Because it is central to many of the results in this work, we recall one standard
monotonicity result below.

Theorem 2.1 If φ : I → R is absolutely continuous andφ′(t) ≤ 0 for a.e. t∈ I, thenφ
is non-increasing on I.

Proof See Theorem 3.1 in [37]. ⊓⊔

For any openD ⊂ Rn, Ck(D,Rm) denotes the set ofk-times continuously differen-
tiable mappings fromD into Rm. For a generalD ⊂ Rn, φ ∈Ck(D,Rm) if there exists
an open set̃D ⊃ D and a functioñφ ∈Ck(D̃,Rm) such that̃φ|D = φ.
Lemma 2.1 Let D⊂Rn andφ ∈C1(D,Rm). Then, for any compact K⊂ D, ∃LK ∈ R+
such that‖φ(z)−φ(ẑ)‖1 ≤ LK‖z− ẑ‖1, ∀(z, ẑ) ∈ K ×K.

Let Ds ⊂ Rns, Dr ⊂ Rnr , and ℓ ∈ Ck(Ds× Dr ,R
nr ) with k ≥ 1. For any (̂s, r̂ ) ∈

Ds×Dr , the Jacobian matrix of the mappingℓ(ŝ, ·) at r̂ is denoted by∂ℓ
∂r (ŝ, r̂ ). The

implicit function theorem is required below and stated herefor reference.

Theorem 2.2 (Implicit Function Theorem) Let Ds ⊂ Rns and Dr ⊂ Rnr be open,
and letℓ ∈Ck(Ds×Dr ,R

nr ). Suppose that(s0, r0) ∈ Ds×Dr satisfiesℓ(s0, r0) = 0 and
det∂ℓ

∂r (s0, r0) , 0. Then there exists an open ball arounds0, V0 ⊂ Ds, an open ball
aroundr0, Q0 ⊂ Dr , andh ∈Ck(V0,Q0) satisfying
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1. h(s0) = r0,
2. For anys∈V0, the vectorr = h(s) is the unique element of Q0 satisfyingℓ(s, r )= 0,
3. det∂ℓ

∂r (s, r ) , 0, ∀(s, r ) ∈ V0×Q0.

Proof See Theorem 9.2 in [20] and Theorem 9.28 in [29]. ⊓⊔

3 Problem Statement

In this section, the system of DAEs under consideration is defined and the problem
of computing interval bounds is stated formally. Because weare interested in com-
puting interval enclosures of the possible solutions of this system, it is necessary to
have clear statements of the existence and uniqueness properties of these solutions.
The basic local existence result is well-known [12] and is not proven here. On the
other hand, certain arguments in this work require very particular properties related
to uniqueness, so the relevant analysis is provided. In order to move quickly to the
primary problem of computing interval bounds, detailed proofs are relegated to Ap-
pendix A.

3.1 Semi-explicit DAEs

Let Dt ⊂ R, Dp ⊂ Rnp, Dx ⊂ Rnx andDy ⊂ Rny be open sets, and letf : Dt ×Dp×Dx×
Dy→ Rnx, g : Dt ×Dp×Dx×Dy→ Rny andx0 : Dp→ Dx be C1 functions. Given
somet0 ∈ Dt, consider the initial value problem in semi-explicit differential-algebraic
equations

ẋ(t,p) = f (t,p,x(t,p),y(t,p))
0 = g(t,p,x(t,p),y(t,p))

}
, (1a)

x(t0,p) = x0(p), (1b)

wheret is the independent variable,p is a vector of problem parameters,ẋ(t,p) de-
notes the derivative ofx(·,p) at t, andx0 specifies the parametric initial conditions. A
solution of (1) is defined below.

Definition 3.1 Define the sets

G ≡ {(t,p,zx,zy) ∈ Dt ×Dp×Dx×Dy : g(t,p,zx,zy) = 0},
G0 ≡ {(t,p,zx,zy) ∈ G : x0(p) = zx},

GR≡
{

(t,p,zx,zy) ∈ Dt ×Dp×Dx×Dy : det
∂g
∂y

(t,p,zx,zy) , 0

}
.

Definition 3.2 Let I ⊂ Dt be connected, and letP ⊂ Dp. A function (x,y) ∈ C1(I ×
P,Dx)×C1(I ×P,Dy) is called asolution of(1a)on I×P if (1a) holds for all (t,p) ∈ I ×
P. If in addition (t,p,x(t,p),y(t,p)) ∈ GR, ∀(t,p) ∈ I ×P, then (x,y) is calledregular.
Whent0 ∈ I is specified andx also satisfies (1b), (x,y) it is called a (regular) solution
of (1) on I ×P.
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Remark 3.1In this work, the assumption that (1) has differential index 1 is not stated
directly, but rather implied by restricting our results toregular solutions, as defined
above. Indeed, these notions are identical in this case, since, for any regular solu-
tion of (1) on I × P, a single differentiation of the algebraic equationsg gives the
underlying ODEs

ẋ(t,p) = f (t,p,x(t,p),y(t,p)), (2)

ẏ(t,p) = −
(
∂g
∂y

)−1 (
∂g
∂x

f (t,p,x(t,p),y(t,p))+
∂g
∂t

)
, (3)

for all (t,p) ∈ I×P, where all partial derivatives ofgare evaluated at (t,p,x(t,p),y(t,p)).

3.2 Existence and uniqueness

Existence of a solution of (1) can of course only be guaranteed locally. The main
result is stated in terms of local solutions, defined as follows.

Definition 3.3 For any (t0, p̂, x̂0, ŷ0) ∈ G0, a mapping (x,y) ∈C1(I ′×P′,Dx)×C1(I ′×
P′,Dy) is called asolution of (1) local to (t0, p̂, x̂0, ŷ0) if I ′ and P′ are open balls
containingt0 andp̂, respectively,x andy satisfy (1) onI ′×P′, andy(t0, p̂) = ŷ0. If in
additionx andy satisfy (t,p,x(t,p),y(t,p)) ∈ GR, ∀(t,p) ∈ I ′ ×P′, then (x,y) is called
regular.

Theorem 3.1 Let (t0, p̂, x̂0, ŷ0) ∈ G0∩GR. There exists a regular solution of(1) local
to (t0, p̂, x̂0, ŷ0).

Proof See Theorems 4.13 and 4.18 in [12]. ⊓⊔

For any (x,y) ∈C1(I ′×P′,Dx)×C1(I ′×P′,Dy) satisfying (1), the initial value of
y must obviously satisfyg(t0,p,x(t0,p),y(t0,p)) = 0 for eachp ∈ P′. Therefore, these
values cannot be specified arbitrarily. On the other hand, this equation may have
multiple solutions inDy, so that in general more information (in addition to (1)) is
required to specify a solution uniquely. As will be shown below, uniqueness of regular
local solutions follows from the additional conditiony(t0, p̂) = ŷ0 in Definition 3.3.
The following example demonstrates that uniqueness is not guaranteed in the absence
of this condition.

Example 3.1Let I ≡ [0, δ] ⊂ Dt = R, Dp = ∅, Dx = Dy = R, and defineg(t,zx,zy) =
z2
y −zx. With fixed initial conditionx0 = 1 at t0 = 0, there are two possible values for

y(t0) satisfyingg(t0, x(t0),y(t0)) = 0; y(t0) = 1 andy(t0) = −1. Letting f (t,zx,zy) = 1,
clearly x(t) = 1+ t satisfies ˙x(t) = 1= f (t, x(t),y(t)) for anyy : I → R. However, both
y(t)=

√
1+ t andy(t)=−

√
1+ t result ing(t, x(t),y(t))= (y(t))2−x(t)= 0. In particular,

y(t) =
√

1+ t is a solution of (1) local to (t0, x̂0, ŷ0) = (0,1,1), whiley(t) = −
√

1+ t is
a solution of (1) local to (t0, x̂0, ŷ0) = (0,1,−1).

A detailed analysis of the uniqueness properties of solutions of (1) is given in
Appendix A. The most relevant conclusion is the following.
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Corollary 3.1 Let (x,y) ∈C1(I ×P,Dx)×C1(I ×P,Dy) and(x∗,y∗) ∈C1(Ĩ × P̃,Dx)×
C1(Ĩ × P̃,Dy) be solutions of(1) on I×P andĨ × P̃, respectively, with some t0 ∈ I ∩ Ĩ,
and suppose that(x,y) is regular. If P̂ ⊂ P∩ P̃ is connected and∃p̂ ∈ P̂ such that
y(t0, p̂) = y∗(t0, p̂), thenx(t,p) = x∗(t,p) andy(t,p) = y∗(t,p), ∀(t,p) ∈ (I ∩ Ĩ )× P̂.

Proof See Appendix A. ⊓⊔

3.3 Interval bounds

The primary aim of this article is to compute interval boundsfor the solutions of (1).
Let I = [t0, t f ] ⊂ Dt andP⊂ Dp be intervals, and suppose that (x,y) ∈C1(I ×P,Dx)×
C1(I ×P,Dy) is a regular solution of (1) onI ×P. Then, our objective is to compute
functionsxL,xU : I → Rnx andyL,yU : I → Rny such that

xL(t) ≤ x(t,p) ≤ xU (t) and yL(t) ≤ y(t,p) ≤ yU (t), ∀(t,p) ∈ I ×P.

Recall that (1) may have multiple regular solutions onI × P corresponding to
different solution branches of the algebraic equations (see Example 3.1). In the meth-
ods of this article, a single solution is specified for bounding through an interval,
either provided as input or computed, which, for eachp ∈ P, contains exactly one
initial condition fory which is consistent withx0(p) (see Theorem 4.2). This interval
specifies which solution branch definesy at t0, and hence the solution is uniquely
determined onI ×P (Corollary 3.1). In principle, Theorem 5.1 provides boundsvalid
for all regular solutions of (1), but we do not pursue a methodfor computing such
bounds.

4 An Interval Inclusion Test for DAE Solutions

This section presents an interval inclusion test which can computationally guarantee
the existence and uniqueness of a solution of (1) over intervals I ′ andP′ satisfying
the test. When successful, the test provides intervals whichare guaranteed to enclose
the solutionsx andy on I ′×P′. This test is very similar to the Phase 1 step of standard
Taylor methods for ODEs [21]. The complicating factor here is of course the presence
of the algebraic variablesy and the fact that they are defined implicitly. To overcome
this obstacle, a well-known interval inclusion test for existence and uniqueness of
solutions of systems of nonlinear algebraic equations is used. This inclusion test is
based on the interval Hansen-Sengupta method [22]. This method is described below,
and its application to DAEs is discussed in§4.2.

4.1 The Interval Hansen-Sengupta Method

Let Ds ⊂ Rns and Dr ⊂ Rnr be open, and letℓ ∈ Ck(Ds×Dr ,R
nr ). Given intervals

S ⊂ Ds andR⊂ Dr , we are concerned with (i) determining if there exist pointsr ∈ R
such thatℓ(s, r ) = 0 for somes∈S, and (ii) computing a refined intervalR′ ⊂Rwhich
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contains all suchr . Conceptually, this is done by using the mean value theorem to
characterize the zeros ofℓ. For any (s, r ) ∈ S×Rsuch thatℓ(s, r ) = 0, anyr̃ ∈R, r̃ , r ,
and any indexi, the mean value theorem states that∃ξ[i] ∈Rsuch thatξ[i] = r̃ +λ(r − r̃ )
for someλ ∈ (0,1), and

∂ℓi

∂r
(s,ξ[i])

(
r − r̃

)
= −ℓi(s, r̃ ). (4)

Noting thatξ[i] ∈Rbecauseξ[i] = r̃ +λ(r − r̃ ) andr , r̃ ∈R, consider the interval linear
equations

[
∂ℓi

∂r

]
(S,R)

(
r − r̃

)
= − [ℓi ] (S, r̃ ), (5)

which can be written in matrix form, preconditioned by anyC ∈ Rnr×nr , as

C
[
∂ℓ

∂r

]
(S,R)

(
r − r̃

)
= −C [ℓ] (S, r̃ ). (6)

The solution set of (6) is the set of allρ ∈ Rnr such thatAρ = b for someA ∈
C

[
∂ℓ
∂r

]
(S,R) andb ∈ −C [ℓ] (S, r̃ ). Clearly, anyr ∈ R satisfyingℓ(s, r ) = 0 for some

s ∈ S must correspond to an element (r − r̃ ) = ρ of this solution set. Thus, we are
interested in computing an interval enclosure of the solution set of (6).

For Q⊂ R, let hull(Q) denote theinterval hullof Q; i.e, the smallest interval con-
tainingQ. To state the Hansen-Sengupta method formally, the following definition is
useful.

Definition 4.1 For all A,B,Z ∈ IR, let

Γ(A,B,Z) ≡ hull ({z∈ Z : az= b for some (a,b) ∈ A×B}) .

The following lemma provides a way to evaluateΓ computationally.

Lemma 4.1 For all A,B,Z ∈ IR,

Γ(A,B,Z) =



B/A∩Z if 0 < A
hull

(
Z\int([bL/aL,bL/aU ])

)
if 0 ∈ A andbL > 0

hull
(
Z\int([bU/aU ,bU/aL])

)
if 0 ∈ A andbU < 0

Z if 0 ∈ A and 0∈ B

, (7)

where B/A denotes interval division,

B/A= [min(bL/aL,bU/aL,bL/aU ,bU/aU ),max(bL/aL,bU/aL,bL/aU ,bU/aU )].

Proof See Proposition 4.3.1 in [22]. ⊓⊔

For anyA,B,Z ∈ IR, eitherΓ(A,B,Z) ∈ IR or Γ(A,B,Z) = ∅. For convenience, the
definition ofΓ is extended so thatΓ(A,B,Z) = ∅ when any ofA, B, orZ is empty. Fur-
thermore, we adopt the convention that any arithmetic operation between an element
of IR and∅ returns∅, and any Cartesian product involving∅ is equivalent to∅. The
following definition generalizesΓ for application ton dimensional linear systems.
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Definition 4.2 For A ∈ IRn×n, B,Z ∈ IRn, let

Wi ≡ Γ

Aii ,Bi −
∑

j<i

Ai j Wj −
∑

j>i

Ai j Z j ,Zi

 ,

for all i = 1, . . . ,n. DefineΓ(A,B,Z) ≡W1× . . .×Wn.

Applying Γ to (6) gives the following variant of the well-known result Theorem
5.1.8 in [22].

Theorem 4.1 Let S∈ IDs, R∈ IDr , r̃ ∈ R,C ∈ Rnr×nr , and let

H(S,R, r̃ ,C) ≡ r̃ +Γ
(
C

[
∂ℓ

∂r

]
(S,R),−C [ℓ] (S, r̃ ), (R− r̃ )

)
.

With R′ ≡H(S,R, r̃ ,C), the following conclusions hold:

1. If (s, r ) ∈ S×R satisfiesℓ(s, r ) = 0, thenr ∈ R′.
2. If R′ = ∅, then∄(s, r ) ∈ S×R such thatℓ(s, r ) = 0.
3. If r̃ ∈ int(R) and∅ , R′ ⊂ int(R), then∃H ∈ Ck(S,R′) such that, for everys∈ S ,

r = H(s) is the unique element of R satisfyingℓ(s, r ) = 0. Moreover, the interval
matrix C

[
∂ℓ
∂r

]
(S,R) does not contain a singular matrix and does not contain zero

in any of its diagonal elements.

Proof Suppose first thatS is a singleton,S ≡ [s,s], for somes ∈ Ds. Then, noting
that [ℓ]([s,s], r̃ ) = ℓ(s, r̃ ) by the definition of an interval extension, applying Corol-
lary 5.1.5 and Theorem 5.1.8 in [22] to the functionℓ(s, ·) proves the theorem (the
properties ofC

[
∂ℓ
∂r

]
(S,R) in Conclusion 3 result from Theorem 4.4.5 (ii) in [22]).

Next, suppose thatS is not a singleton. Fix anys ∈ S and suppose thatr ∈ R sat-
isfies ℓ(s, r ) = 0. Since the theorem holds for [s,s] as shown above, we must have
r ∈ H([s,s],R, r̃ ,C). But, by the inclusion monotonicity of natural interval exten-
sions,C

[
∂ℓ
∂r

]
([s,s],R) ⊂ C

[
∂ℓ
∂r

]
(S,R) and−C[ℓ]([s,s], r̃ ) ⊂ −C [ℓ] (S, r̃ ). Then Propo-

sition 4.3.4 in [22] gives

H([s,s],R, r̃ ,C) = r̃ +Γ
(
C

[
∂ℓ

∂r

]
([s,s],R),−C [ℓ] ([s,s], r̃ ), (R− r̃ )

)
, (8)

⊂ r̃ +Γ
(
C

[
∂ℓ

∂r

]
(S,R),−C [ℓ] (S, r̃ ), (R− r̃ )

)
, (9)

=H(S,R, r̃ ,C). (10)

Therefore,r ∈ R′, which proves 1, and 2 is an immediate consequence.
To prove Conclusion 3, suppose thatr̃ ∈ int(R), and∅,R′ ⊂ int(R). Theorem 4.4.5

(ii) in [22] again establishes the properties ofC
[
∂ℓ
∂r

]
(S,R). By Theorem 5.5.1 in [22]

(see also Corollary 5.1.5), there exists a continuous function H : S→Rsuch that, for
everys∈ S, r = H(s) is the unique element ofR satisfyingℓ(s, r ) = 0. By Conclusion
1 of the present theorem,H : S→ R′. It only remains to show thatH ∈Ck(S,R′).

Choosing anŷs∈ S, Theorem 2.2 can be applied at the point (ŝ,H(ŝ)) to conclude
that there exists an open ball aroundŝ, Vŝ⊂Ds, an open ball aroundH(ŝ), Qŝ, andhŝ∈
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Ck(Vŝ,Qŝ) such thathŝ(ŝ) =H(ŝ) and, for everys∈ Vŝ, r = hŝ(s) is the unique element
of Qŝ satisfyingℓ(s, r )= 0. By continuity ofH, it is possible to choose an open ballUŝ
aroundŝsmall enough thatH mapsUŝ∩S into Qŝ. Then, by the uniqueness property
of hŝ in Qŝ, H = hŝ on Uŝ∩S. The fact thatH ∈Ck(S,R′) now follows from Lemma
23.1 in [20].

Remark 4.1Theorem 4.1 does not require that the preconditionerC is nonsingular.
However, singular preconditioners are not useful in the sense that the inclusion test
∅ , R′ ⊂ int(R) in Conclusion 3 will never be satisfied ifC is singular. Nonetheless,
we will often chooseC as the value of∂ℓ

∂r at a point inS×R, and it is convenient that
we do not need to check invertibility before applying Theorem 4.1. If the inclusion
test in Conclusion 3 is satisfied, invertibility follows.

Remark 4.2The interval inclusion test given in part 3 of Theorem 4.1 is based on a
characterization of the zeros ofℓ derived from the mean-value theorem. Alternatively,
an inclusion test can be derived from Brouwer’s fixed point theorem without using
the mean value theorem. This requires deriving a fixed point equation,r = φ(s, r ),
with the same solutions as the original equations. For example, assuming that

(
∂ℓ
∂r

)
is

nonsingular onS×R, let

φ(s, r ) ≡ r −
(
∂ℓ

∂r

)−1

(s, r )ℓ(s, r ). (11)

Brouwer’s fixed point theorem can be used to show that the inclusion [φ](S,R) ⊂
R guarantees the existence ofH : S → R satisfyingH(s) = φ(s,H(s)), and hence
ℓ(s,H(s)) = 0, for all s∈ S. However, it is easily demonstrated that this inclusion will
almost never be satisfied when the natural interval extension of φ is used. Denoting
the natural interval extension of the second term on the right-hand side of (11) over
S×R by M, the natural interval extension ofφ is computed as [φ](S,R) := R−M. If
∃(s, r ) ∈S×Rsatisfyingℓ(s, r )= 0, then we must have0∈M, and hence [φ](S,R)⊃R.
Therefore, the desired inclusion will only hold when [φ](S,R) = R. This requires
M = [0,0], which can only occur in trivial cases.

4.2 An interval existence and uniqueness test for DAEs

Applying Theorem 4.1 to the algebraic equations in (1) givesthe following corollary.

Corollary 4.1 Let (I ,P,Zx,Zy) ∈ IDt× IDp× IDx× IDy, z̃y ∈ Zy, C ∈Rny×ny and define

H(I ,P,Zx,Zy, z̃y,C) ≡ z̃y+Γ

(
C

[
∂g
∂y

]
(I ,P,Zx,Zy),−C

[
g
]
(I ,P,Zx, z̃y), (Zy− z̃y)

)
.

With Z′y ≡H(I ,P,Zx,Zy, z̃y,C), the following conclusions hold:

1. If (t,p,zx,zy) ∈ I ×P×Zx×Zy satisfiesg(t,p,zx,zy) = 0, thenzy ∈ Z′y.
2. If Z′y = ∅, then∄(t,p,zx,zy) ∈ I ×P×Zx×Zy such thatg(t,p,zx,zy) = 0.
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3. If z̃y ∈ int(Zy) and ∅ , Z′y ⊂ int(Zy), then∃H ∈ C1(I × P×Zx,Z′y) such that, for
every(t,p,zx) ∈ I ×P×Zx, zy = H(t,p,zx) is the unique element of Zy satisfying

g(t,p,zx,zy) = 0. Moreover, the interval matrixC
[
∂g
∂y

]
(I ,P,Zx,Zy) does not con-

tain a singular matrix and does not contain zero in any of its diagonal elements.

Proof The result follows immediately from Theorem 4.1. ⊓⊔

The following theorem is the main result of this section.

Theorem 4.2 Let (I ,P,Zx,Zy) ∈ IDt× IDp× IDx× IDy, z̃y ∈ Zy, C ∈Rny×ny, and define
H(I ,P,Zx,Zy, z̃y,C) as in Corollary 4.1. Furthermore, let X0 ∈ IRnx satisfyx0(P)⊂ X0

and denote I= [t0, t f ]. If the inclusions

z̃y ∈ int(Zy), (12)

∅ , Z′y ≡H(I ,P,Zx,Zy, z̃y,C) ⊂ int(Zy), (13)

X0+ [0, t f − t0] [f ] (I ,P,Zx,Z
′
y) ⊂ Zx, (14)

hold, then there exists a regular solution of(1) on I×P satisfying(x(t,p),y(t,p)) ∈
Zx× Z′y for all (t,p) ∈ I ×P. Furthermore, for any connected̃I ⊂ I containing t0, any

connected̃P⊂ P, and any solution(x∗,y∗) of (1) on Ĩ × P̃, either(x∗,y∗) = (x,y) on
Ĩ × P̃, or y∗(t0,p) < Zy, ∀p ∈ P̃.

Proof By Conclusion 3 of Corollary 4.1,C
[
∂g
∂y

]
(I ,P,Zx,Zy) contains no singular ma-

trix and∃H ∈C1(I ×P×Zx,Z′y) such that, for every (t,p,zx) ∈ I ×P×Zx, zy=H(t,p,zx)
is the unique element ofZy satisfyingg(t,p,zx,zy) = 0.

Choose anyx0 ∈C1(I ×P,Zx) and define the sequence{xk} by

xk+1(t,p) = x0(p)+
∫ t

t0

f (s,p,xk(s,p),H(s,p,xk(s,p)))ds, ∀(t,p) ∈ I ×P. (15)

If xk ∈C1(I ×P,Zx), which is true fork= 0, thenxk+1 is well-defined and

xk+1(t,p) ∈ X0+ [0, t f − t0] [f ] (I ,P,Zx,Z
′
y) ⊂ Zx, ∀(t,p) ∈ I ×P. (16)

Then, by induction,xk ∈C1(I ×P,Zx), ∀k ∈ N.
Noting that bothf andH are continuously differentiable, the mapping (t,p,zx) 7→

f (t,p,zx,H(t,p,zx)) is Lipschitz onI ×P×Zx by Lemma 2.1. Then, a standard induc-
tive argument (see [8], Ch. II, Thm. 1.1) shows that{xk} converges uniformly onI ×P
to a continuous limit function, denotedx, andx satisfies

ẋ(t,p) = f (t,p,x(t,p),H(t,p,x(t,p))), x(t0,p) = x0(p), ∀(t,p) ∈ I ×P. (17)

Sinceẋ is continuous onI ×P, x ∈C1(I ×P,Zx). Then, we may definey : I ×P→ Dy

by y(t,p) ≡ H(t,p,x(t,p)). With this definition,y ∈C1(I ×P,Z′y) and

g(t,p,x(t,p),y(t,p)) = g
(
t,p,x(t,p),H (t,p,x(t,p))

)
= 0, ∀(t,p) ∈ I ×P. (18)
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Therefore, (x,y) is a solution of (1) onI × P. SinceC
[
∂g
∂y

]
(I ,P,Zx,Zy), and hence[

∂g
∂y

]
(I ,P,Zx,Zy), contains no singular matrix, (x,y) must be regular.

Now consider any connected̃I ⊂ I containingt0, any connected̃P ⊂ P, and any
solution (x∗,y∗) of (1) on Ĩ × P̃. If y∗(t0,p) ∈ Zy for somep ∈ P̃, then the fact that
H(t0,p,x0(p)) satisfiesg(t0,p,x0(p),H(t0,p,x0(p))) = 0 uniquely among elements of
Zy implies thaty∗(t0,p) = H(t0,p,x0(p)) = y(t0,p). Then the fact that (x,y) = (x∗,y∗)
on Ĩ × P̃ follows from Corollary 3.1. ⊓⊔

By checking some relatively simple inclusions, Theorem 4.2provides a computa-
tional means to verify existence and uniqueness of a solution of (1) on given intervals
I ×P, and provides a valid interval enclosure of this solution. In Part 2 of this article,
an efficient numerical procedure for satisfying these inclusionsis presented. In the
following section, this result is used to develop computationally useful characteriza-
tions of bounding trajectories for the solutions of (1).

5 Bounding DAE Solutions using Differential Inequalities

This section presents three comparison theorems which provide sufficient conditions,
in terms of differential inequalities, for mappingsv,w : I → Rnx to satisfy

v(t) ≤ x(t,p) ≤ w(t), ∀(t,p) ∈ I ×P, (19)

for some solution of (1) onI ×P. The first such theorem (Theorem 5.1) is very gen-
eral, but does not suggest a complete computational bounding procedure for reasons
discussed below. The remaining two results are modifications of Theorem 5.1 that
address these issues. Since these results are proven by similar methods, three lemmas
are first proven to minimize repeated arguments.

Lemma 5.1 Let I = [t0, t f ] ⊂ Dt and P⊂ Dp be intervals and let(x,y) be a regular
solution of (1) on I×P. Choose any continuousv,w : I → Rnx and anyp̂ ∈ P and
define

x̄(t, p̂) ≡mid(v(t),w(t),x(t, p̂)). (20)

For any t1 ∈ [t0, t f ) such thatx̄(t1, p̂) = x(t1, p̂), there exists t4 ∈ (t1, t f ], L > 0, and a
continuous function̄y : [t1, t4] ×P→ Rny such that

(x̄(t, p̂), ȳ(t, p̂)) ∈ Dx×Dy, (21)

g(t, p̂, x̄(t, p̂), ȳ(t, p̂)) = 0, (22)

‖y(t, p̂)− ȳ(t, p̂)‖∞ ≤ L‖x(t, p̂)− x̄(t, p̂)‖∞, (23)

‖ẋ(t, p̂)− f (t, p̂, x̄(t, p̂), ȳ(t, p̂))‖∞ ≤ L‖x(t, p̂)− x̄(t, p̂)‖∞, (24)

for all t ∈ [t1, t4].
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Proof Since (x,y) is regular, Theorem 2.2 may be applied to conclude that their exists
an open ball around (t1, p̂,x(t1, p̂)), V1 ⊂ Dt ×Dp×Dx, and a functionh ∈C1(V1,Dy)
such thaty(t1, p̂) = h(t1, p̂,x(t1, p̂)) and

g(t,p,zx,h(t,p,zx)) = 0, ∀(t,p,zx) ∈ V1. (25)

Moreover, Lemma A.2 shows that there exists an open ball around (t1, p̂), U1 ⊂ Dt ×
Dp, such that (t,p,x(t,p)) ∈ V1 andy(t,p) = h(t,p,x(t,p)), ∀(t,p) ∈U1∩ (I ×P). Since
x̄(·, p̂) is continuous and (t1, p̂, x̄(t1, p̂)) = (t1, p̂,x(t1, p̂)) ∈ V1, U1 may be chosen small
enough that in addition (t,p, x̄(t, p̂)) ∈ V1, ∀(t,p) ∈U1∩ (I ×P). Choosingt4 > t1 such
that [t1, t4] × {p̂} ⊂ U1∩ (I ×P), defineȳ(t, p̂) ≡ h(t, p̂, x̄(t, p̂)), ∀t ∈ [t1, t4]. Equation
(21) now follows sinceh maps intoDy, and (22) follows from (25).

Since bothf andh are continuously differentiable, the mappings

(t,p,zx) 7→ h(t,p,zx),

(t,p,zx) 7→ f (t,p,zx,h(t,p,zx)),

are Lipschitz on any compactK ⊂ V1 by Lemma 2.1. LetK ≡ {(t,p,zx) ∈ V1 : t ∈
[t1, t4], p = p̂, zx = x(t, p̂) or zx = x̄(t, p̂)}. Letting L be the maximum of the corre-
sponding Lipschitz constants, we arrive at (23) and (24). ⊓⊔
Lemma 5.2 Let I = [t0, t f ] ⊂ R. Given anyǫ,L > 0, there existsρ ∈ C1(I ,R) non-
decreasing and satisfying

0< ρ(t) ≤ ǫ and ρ′(t) > Lρ(t), ∀t ∈ I . (26)

Proof Choosing anyγ > 0, the required properties are easily checked forρ(t) =
ǫe(L+γ)(t−t f ). ⊓⊔
Lemma 5.3 Let I = [t0, t f ] ⊂ Dt and P⊂ Dp be intervals, let(x,y) be a regular solu-
tion of (1) on I×P, and letv,w : I → Rnx be continuous and satisfy

(EX): v(t) ≤ w(t), ∀t ∈ I.
(IC): v(t0) ≤ x0(p) ≤ w(t0), ∀p ∈ P.

Suppose∃(t, p̂) ∈ I ×P such thatx(t, p̂) < [v(t),w(t)] and define

t1 ≡ inf {t ∈ I : x(t, p̂) < [v(t),w(t)]}. (27)

Then t0 ≤ t1 < t f and

x(t, p̂) ∈ [v(t),w(t)], ∀t ∈ [t0, t1]. (28)

Moreover, given any t4 ∈ (t1, t f ] and anyǫ,L > 0, there exists an index i∈ {1, . . . ,nx},
a non-decreasing functionρ ∈ C1([t1, t4],R) satisfying(26) on [t1, t4], and numbers
t2, t3 ∈ [t1, t4] with t2 < t3 such that

v(t)−1ρ(t) < x(t, p̂) < w(t)+1ρ(t), ∀t ∈ [t2, t3) (29)

and

xi(t2, p̂) = vi(t2), xi(t3, p̂) = vi(t3)−ρ(t3), and xi(t, p̂) < vi(t), (30)
(

or xi(t2, p̂) = wi(t2), xi(t3, p̂) = wi(t3)+ρ(t3), and xi(t, p̂) > wi(t),
)

(31)

for all t ∈ (t2, t3).
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Proof By the definition of the infimum, we havex(t, p̂) ∈ [v(t),w(t)] for all t ∈ I such
that t < t1. If t1 > t0, then continuity ensures that this inclusion also holds att1, so
that (28) holds. Ift1 = t0, then (28) holds by Hypothesis (IC). By the assumption that
x(t, p̂) < [v(t),w(t)] for somet ∈ I , it follows thatt1 < t f .

Choose anyǫ,L > 0 and anyt4 ∈ (t1, t f ] and define

m≡ max
t∈[t1,t4]

‖x(t, p̂)−mid(x(t, p̂),v(t),w(t))‖∞ . (32)

There must existt ∈ (t1, t4) such thatx(t, p̂) < [v(t),w(t)], since otherwiset1 would
not satisfy (27). It follows thatm> 0. Applying Lemma 5.2, we now chooseρ ∈
C1([t1, t4],R) such that

0< ρ(t) ≤min
(m

2
, ǫ

)
, and ρ′(t) > Lρ(t), ∀t ∈ [t1, t4]. (33)

Now define

t3 ≡ inf {t ∈ [t1, t4] : x(t, p̂) < int ([v(t)−1ρ(t),w(t)+1ρ(t)])}. (34)

Becauseρ <m, this set in nonempty, andt3 > t1 by (28) and positivity ofρ. Becauset3
is a lower bound, (29) holds. Becauset3 is the greatest lower bound, eitherxi(t3, p̂) =
vi(t3)− ρ(t3) or xi(t3, p̂) = wi(t3)+ ρ(t3) for some indexi. Suppose the former (the
proof in the latter case is analogous) and define

t2 ≡ sup{t ∈ [t1, t3] : xi(t, p̂) ≥ vi(t)}. (35)

By (28), this set is nonempty, and the fact thatxi(t3, p̂) = vi(t3)− ρ(t3) ensures that
t1 ≤ t2 < t3. Becauset2 is an upper bound,xi(t) < vi(t), ∀t ∈ (t2, t3), andxi(t2) = vi(t2)
holds because it is the least upper bound. ⊓⊔

Theorem 5.1 below is the first of the three bounding results proven in this section.
Its statement requires the following definition.

Definition 5.1 (BL/U
i ) Let BL

i ,BU
i : IRnx → IRnx be defined byBL

i ([v,w]) = {z ∈
[v,w] : zi = vi} andBU

i ([v,w]) = {z ∈ [v,w] : zi = wi}, for everyi = 1, . . . ,nx.

Note that the computation ofBL/U
i is trivial. For example,BL

i (v,w) = [v,w′], where
w′i = vi andw′j = w j , ∀ j , i.

Theorem 5.1 Let I = [t0, t f ] ⊂ Dt and P⊂ Dp be intervals and letv,w : I → Rnx be
absolutely continuous functions satisfying

(EX): v(t) ≤ w(t), ∀t ∈ I.
(IC): v(t0) ≤ x0(p) ≤ w(t0), ∀p ∈ P.
(RHS): For a.e. t∈ I and each index i,

1. v̇i(t) ≤ fi(t,p,zx,zy) for all (p,zx,zy) ∈ P×Dx×Dy such that
zx ∈ BL

i ([v(t),w(t)]) andg(t,p,zx,zy) = 0,
2. ẇi(t) ≥ fi(t,p,zx,zy) for all (p,zx,zy) ∈ P×Dx×Dy such that

zx ∈ BU
i ([v(t),w(t)]) andg(t,p,zx,zy) = 0.

Then every regular solution of(1) on I×P satisfiesx(t,p) ∈ [v(t),w(t)], ∀(t,p) ∈ I ×P.
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Proof Let (x,y) be any regular solution of (1) onI ×P. Choose anŷp ∈ P and suppose
that there existst ∈ I such thatx(t, p̂) < [v(t),w(t)]. It will be shown that this results in
a contradiction.

Definet1 as in (27) and definēx as in (20). Noting that the hypotheses of Lemma
5.3 are satisfied, (28) implies thatx̄(t1, p̂) = x(t1, p̂). Then, the hypotheses of Lemma
5.1 are verified, so that there existst4 ∈ (t1, t f ], L > 0 and ȳ satisfying (21)-(24).
Applying Lemma 5.3 witht4, L and arbitraryǫ > 0 yields an indexi ∈ {1, . . . ,nx},
a non-decreasing functionρ ∈ C1([t1, t4],R) satisfying (26) on [t1, t4], and numbers
t2, t3 ∈ [t1, t4] with t2 < t3 such that (29) and (30) hold (the proof is analogous if
instead (31) holds).

It will now be shown that ˙vi(t)− ρ′(t) ≤ ẋi(t, p̂) for a.e. t ∈ [t2, t3]. Choose any
t ∈ (t2, t3). By (30) and Hypothesis (EX), we havexi(t, p̂) < vi(t) ≤ wi(t). By defi-
nition, this implies that̄x(t, p̂) ∈ BL

i ([v(t),w(t)]). Then, by (21) and (22), the point
(p̂, x̄(t, p̂), ȳ(t, p̂)) satisfies all of the of conditions of Hypothesis (RHS).1. Combining
this with (24) gives

v̇i(t) ≤ fi(t, p̂, x̄(t, p̂), ȳ(t, p̂)) ≤ ẋi(t, p̂)+L‖x(t, p̂)− x̄(t, p̂)‖∞, (36)

for a.e.t ∈ [t2, t3]. By (29), ‖x(t, p̂)− x̄(t, p̂)‖∞ is bounded byρ(t) for all t ∈ [t2, t3).
Then, sinceρ′(t) > Lρ(t) for a.e.t ∈ [t1, t4],

v̇i(t)−ρ′(t) ≤ ẋi(t, p̂)+Lρ(t)−ρ′(t) < ẋi(t, p̂), (37)

for a.e.t ∈ [t2, t3].
Applying Theorem 2.1, the functionvi − ρ− xi(·, p̂) is non-increasing on (t2, t3),

so that in particular,

vi(t3)−ρ(t3)− xi(t3, p̂) ≤ vi(t2)−ρ(t2)− xi(t2, p̂). (38)

Using (30), this implies that 0≤ −ρ(t2), which is a contradiction becauseρ(t) > 0 for
all t ∈ [t2, t3]. Thus, we must havex(t, p̂) ∈ [v(t),w(t)], ∀t ∈ I . In fact, sincêp ∈ P was
chosen arbitrarily, we havex(t,p) ∈ [v(t),w(t)], ∀(t,p) ∈ I ×P. ⊓⊔

Theorem 5.1 is very similar to existing results for boundingthe solutions of ex-
plicit ODEs [40,7,33]. In [7] it was shown that interval arithmetic can be used to
derive an auxiliary system of ODEs whose solutions satisfy conditions analogous
to (IC) and (RHS) in Theorem 5.1, and these ODEs can be solved efficiently us-
ing a state-of-the-art numerical integrator to provide bounds. We present similar ap-
proaches for DAEs in Part 2 of this article. However, there isa problem with using
Theorem 5.1 directly. Using interval methods to satisfy (RHS) would require some
procedure for computing bounds on the zeros ofg(t,p,zx, ·) with (t,p,zx) restricted
to a given interval. Using the interval Hansen-Sengupta method, it is only possible to
refine such an enclosure when provided with a guaranteeda priori enclosure.

A further complication is that Theorem 5.1 produces bounds that encloseall reg-
ular solutions of (1) onI ×P. However, in applications it is very likely that there will
be a particular solution of interest, specified by a consistent initial conditiony(t0, p̂)
for somep̂ ∈ P (see Corollary 3.1). Theorem 5.1 provides no mechanism for restrict-
ing v andw based on this information because (RHS) requires that ˙vi andẇi bound
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fi(t,p,zx,zy) for all zy satisfyingg(t,p,zx,zy) = 0. The following theorem shows that
both of these problems can be avoided by modifying (RHS) in the case where inter-
vals satisfying the conditions of Theorem 4.2 are available.

Theorem 5.2 Let (I ,P,Zx,Zy,Z′y) ∈ IDt × IDp× IDx× IDy× IDy, I = [t0, t f ] and Z′y ⊂
Zy, and let(x,y) ∈ C1(I ×P,Zx)×C1(I ×P,Z′y) be a regular solution of(1) on I×P.
Suppose further that∃H ∈C1(I ×P×Zx,Z′y) such that, for every(t,p,zx) ∈ I ×P×Zx,
zy = H(t,p,zx) is the unique element of Zy satisfyingg(t,p,zx,zy) = 0. Let v,w : I →
Rnx be absolutely continuous functions satisfying

(EX): v(t) ≤ w(t) and Zx∩ [v(t),w(t)] , ∅, ∀t ∈ I.
(IC): v(t0) ≤ x0(p) ≤ w(t0), ∀p ∈ P.
(RHS): For a.e. t∈ I and each index i,

1. v̇i(t) ≤ fi(t,p,zx,zy) for all (p,zx,zy) ∈ P×Zx×Z′y such that
zx ∈ BL

i (Zx∩ [v(t),w(t)]) andg(t,p,zx,zy) = 0,
2. ẇi(t) ≥ fi(t,p,zx,zy) for all (p,zx,zy) ∈ P×Zx×Z′y such that

zx ∈ BU
i (Zx∩ [v(t),w(t)]) andg(t,p,zx,zy) = 0.

Thenx(t,p) ∈ [v(t),w(t)] for all (t,p) ∈ I ×P.

Proof Choose anŷp ∈Pand suppose that there existst ∈ I such thatx(t, p̂) < [v(t),w(t)].
It will be shown that this results in a contradiction.

Define x̄(t, p̂) as in (20). Clearly,̄x(t, p̂) ∈ [v(t),w(t)], ∀t ∈ I . Let [zL
x ,z

U
x ] ≡ Zx.

Sincex j(t, p̂) ∈ [zL
x, j ,z

U
x, j ] by definition, it follows that ¯x j(t, p̂) ∈ [zL

x, j ,z
U
x, j ] for any in-

dex j such thatx j(t, p̂) = x̄ j(t, p̂). Alternatively, for anyj such thatx j(t, p̂) , x̄ j(t, p̂),
we havex j(t, p̂) < v j(t) (or x j(t, p̂) > w j(t)), which, combined with the fact thatZx∩
[v(t),w(t)] is nonempty by hypothesis, gives

zL
x, j ≤ x j(t, p̂) < v j(t) =mid(v j(t),w j(t), x j(t, p̂)) = x̄ j(t, p̂) ≤ zU

x, j (39)
(
or zU

x, j ≥ x j(t, p̂) > w j(t) =mid(v j(t),w j(t), x j(t, p̂)) = x̄ j(t, p̂) ≥ zL
x, j

)
. (40)

Thereforex̄(t, p̂) ∈ Zx.
Definet1 as in (27), definet4 ≡ t f , and definēy(t, p̂)≡H(t, p̂, x̄(t, p̂)), ∀t ∈ I . By the

definition ofH, it follows thatȳ(t, p̂) ∈ Z′y for all t ∈ [t1, t4] and (22) holds. Moreover,
it can be shown that (24) holds by noting that the function

(t,p,zx) 7→ f (t,p,zx,H(t,p,zx)),

is Lipschitz on compact subsets ofI × P× Zx, exactly as in Lemma 5.1. Apply-
ing Lemma 5.3 witht4, L and arbitraryǫ > 0 yields an indexi ∈ {1, . . . ,nx}, a non-
decreasing functionρ ∈ C1([t1, t4],R) satisfying (26) on [t1, t4], and numberst2, t3 ∈
[t1, t4] with t2 < t3 such that (29) and (30) hold (the proof is analogous if instead (31)
holds).

It will now be shown that (36) holds for a.e.t ∈ [t2, t3]. Choose anyt ∈ (t2, t3).
It was argued above that̄x(t, p̂) ∈ Zx∩ [v(t),w(t)] and ȳ(t, p̂) ∈ Z′y. By (30) and Hy-
pothesis (EX), we havezL

x,i ≤ xi(t, p̂) < vi(t) = mid(vi(t),wi(t), xi(t, p̂)) = x̄i(t, p̂), and

thereforex̄(t, p̂) ∈ BL
i (Zx∩ [v(t),w(t)]). Then, by (22), the point (̂p, x̄(t, p̂), ȳ(t, p̂)) sat-

isfies all of the conditions of Hypothesis (RHS).1. Combining this with (24) proves
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(36), and the remainder of the proof follows exactly as is theproof of Theorem 5.1.
⊓⊔

The final result below shows that the complications with Theorem 5.1 can also be
avoided without having to first satisfy the conditions of Theorem 4.2, as in Theorem
5.2. Instead, we require satisfaction of (13) pointwise along the bounding trajectories
v andw, as in the following Hypothesis.

Hypothesis 5.1Let (I ,P) ∈ IDt × IDp, C : I → Rny×ny and z̃y : I → Rny. Suppose that
zL

y ,z
U
y : I → Rny andv,w : I → Rnx are continuous and satisfy

(EX): v(t) ≤ w(t) andzL
y (t) ≤ zU

y (t), ∀t ∈ I.
(ALG): For all t ∈ I,

([v(t),w(t)],Zy(t)) ∈ IDx× IDy, (41)

z̃y(t) ∈ int(Zy(t)), (42)

∅ , Z′y(t) ≡H([t, t],P, [v(t),w(t)],Zy(t), z̃y(t),C(t)) ⊂ int(Zy(t)), (43)

where Zy(t) ≡ [zL
y (t),zU

y (t)] andH is defined as in Corollary 4.1.

Lemma 5.4 Suppose Hypothesis 5.1 holds and define

V ≡ {(t,p,zx) ∈ I ×P×Dx : zx ∈ [v(t),w(t)]}. (44)

There existsH ∈ C1(V,Dy) such that, for every(t,p,zx) ∈ V, zy = H(t,p,zx) is an
element of Z′y(t) and satisfiesg(t,p,zx,zy) = 0 uniquely among elements of Zy(t).

Proof Choose anyt ∈ I and defineVt ≡ [t, t] × P× [v(t),w(t)]. By Hypothesis 5.1
and Conclusion 3 of Corollary 4.1, there existsHt ∈C1(Vt,Z′y(t)) such that, for every
(t,p,zx) ∈Vt, zy=Ht(t,p,zx) is the unique element ofZy(t) satisfyingg(t,p,zx,zy)= 0.
DefineH : V→ Dy by H(t,p,zx) = Ht(t,p,zx). By the properties of eachHt above, it
only remains to show thatH ∈C1(V,Dy).

By Lemma 23.1 in [20], it suffices to show that, for every (t̂, p̂, ẑx) ∈V, there exists
an open ballÛ and a function̂h ∈C1(Û,Dy) that agrees withH onÛ∩V. Choose any
such point and let̂zy =H(t̂, p̂, ẑx). Applying Theorem 2.2 at the point (t̂, p̂, ẑx, ẑy) gives
an open ball around (t̂, p̂, ẑx), V̂ ⊂ Dt ×Dp×Dx, an open ball around̂zy, Q̂⊂ Dy, and
ĥ ∈C1(V̂, Q̂) such that̂h(t̂, p̂, ẑx) = ẑy and, for every (t,p,zx) ∈ V̂, zy = ĥ(t,p,zx) is the
unique element of̂Q satisfyingg(t,p,zx) = 0. Noting thatẑy = H(t̂, p̂, ẑx) is in Z′y(t̂),
and hence in int(Zy(t̂)) by (43), choose an open ballQ̂′ aroundẑy such that its closure
is contained in int(Zy(t̂)). By continuity ofzL

y andzU
y , ∃δ > 0 such thatQ̂′ ⊂ int(Zy(t)),

for all t ∈ I with |t− t̂|< δ. By continuity ofĥ, there exists an open ball around (t̂, p̂, ẑx),
Û ⊂ V̂, so small that any (t,p,zx) ∈ Û ∩V has|t− t̂| < δ andĥ(t,p,zx) ∈ Q̂′. Then, for
any (t,p,zx) ∈ Û ∩V, both ĥ(t,p,zx) andH(t,p,zx) are zeros ofg(t,p,zx, ·) in Zy(t),
and hencêh(t,p,zx) = H(t,p,zx). ⊓⊔

Lemma 5.5 Suppose Hypothesis 5.1 holds and let(x,y) be a solution of(1) on I×P.
For any I′ ≡ [t′, t′′] ⊂ I andp′ ∈ P, the following implication holds:

x(t,p) ∈ [v(t),w(t)], ∀(t,p) ∈ I ′×P
y(t′,p′) ∈ Zy(t′)

}
=⇒ y(t,p) ∈ Z′y(t),

∀(t,p) ∈ I ′×P
(45)
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Proof First, it is shown that the implication

(x(t,p),y(t,p)) ∈ [v(t),w(t)] ×Zy(t) =⇒ y(t,p) ∈ Z′y(t) (46)

holds for any (t,p) ∈ I ×P. Let V andH be as in Lemma 5.4 and suppose that the hy-
pothesis of (46) holds. By definitionH(t,p,x(t,p)) is the unique zero ofg(t,p,x(t,p), ·)
in Zy(t). Buty(t,p) is a zero ofg(t,p,x(t,p), ·) in Zy(t), and hencey(t,p)=H(t,p,x(t,p)).
Noting thatH maps intoZ′y(t), (46) is established.

Under the hypotheses of (45), (46) implies thaty(t′,p′) ∈ Z′y(t
′). If the conclusion

of (45) fails, then there must exist (t2,p2) ∈ (t′, t′′] × P such thaty(t2,p2) < Z′y(t2).
Furthermore, this point must satisfyy(t2,p2) < Zy(t2), since otherwise (46) provides
a contradiction. Continuity ofy, zL

y andzU
y then imply that∃(t1,p1) ∈ (t′, t′′]×P such

thaty(t1,p1) is an element of the boundary ofZy(t1), and hence ofZy(t1), but not an
element ofZ′y(t1) ⊂ int(Zy(t1)). Again, (46) provides a contradiction. ⊓⊔
Theorem 5.3 Suppose Hypothesis 5.1 holds. Additionally, letv,w be absolutely con-
tinuous and satisfy

(IC): v(t0) ≤ x0(p) ≤ w(t0), ∀p ∈ P.
(RHS): For a.e. t∈ I and each index i,

1. v̇i(t) ≤ fi(t,p,zx,zy) for all (p,zx,zy) ∈ P× Dx × Z′y(t) such thatzx ∈
BL

i ([v(t),w(t)]) andg(t,p,zx,zy) = 0,
2. ẇi(t) ≥ fi(t,p,zx,zy) for all (p,zx,zy) ∈ P× Dx × Z′y(t) such thatzx ∈
BU

i ([v(t),w(t)]) andg(t,p,zx,zy) = 0.

Then every regular solution of(1) on I×P withy(t0, p̃) ∈ Zy(t0) for at least onẽp ∈ P
must satisfy(x(t,p),y(t,p)) ∈ [v(t),w(t)] ×Z′y(t) for all (t,p) ∈ I ×P.

Proof Let (x,y) be a regular solution of (1) onI ×P satisfyingy(t0, p̃) ∈ Zy(t0) for
somẽp ∈ P. Choose anŷp ∈ P and suppose that there existst ∈ I such thatx(t, p̂) <
[v(t),w(t)]. It will be shown that this results in a contradiction.

Definet1 as in (27). Noting that the hypotheses of Lemma 5.3 are satisfied, (28)
holds and (45) implies thaty(t, p̂) ∈ Z′y(t), ∀t ∈ [t0, t1]. Define x̄ as in Lemma 5.1.
Noting thatx̄(t1, p̂) = x(t1, p̂) by (28), Lemma 5.1 furnishest4 ∈ (t1, t f ], L > 0 andȳ
satisfying (21)-(24). By (23) and (43),̄y(t1, p̂) = y(t1, p̂) ∈ int(Zy(t1)). By continuity
of ȳ, zL

y , zU
y , it is possible to restrictt4 so that

ȳ(t, p̂) ∈ Zy(t), ∀t ∈ [t1, t4]. (47)

We now apply Lemma 5.3 witht4, L and arbitraryǫ > 0. This yields an index
i ∈ {1, . . . ,nx}, a non-decreasing functionρ ∈ C1([t1, t4],R) satisfying (26) on [t1, t4],
and numberst2, t3 ∈ [t1, t4] with t2 < t3 such that (29) and (30) hold (the proof is
analogous if instead (31) holds).

It will now be shown that (36) holds for a.e.t ∈ [t2, t3]. Choose anyt ∈ (t2, t3).
By (30) and Hypothesis 5.1 (EX), we havexi(t, p̂) < vi(t) ≤ wi(t). By definition, this
implies thatx̄(t, p̂) ∈ BL

i ([v(t),w(t)]). Since x̄(t, p̂) ∈ [v(t),w(t)] and ȳ(t, p̂) is a zero
of g(t, p̂, x̄(t, p̂), ·) by (22), Equation (47) and Corollary 4.1 show thatȳ(t, p̂) ∈ Z′y(t).
Then, by (21) and (22), the point (p̂, x̄(t, p̂), ȳ(t, p̂)) satisfies all of the conditions of
(RHS).1. Combining this with (24) proves (36) and, exactly as is the proof of The-
orem 5.1, we conclude thatx(t,p) ∈ [v(t),w(t)], ∀(t,p) ∈ I × P. The theorem now
follows from (45). ⊓⊔
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6 Conclusions

We have presented a detailed analysis characterizing interval enclosures of the solu-
tions of semi-explicit, index-one DAEs subject to uncertain initial conditions and pa-
rameters. The primary contributions are (1) a set of conditions guaranteeing existence
and uniqueness of a solution and providing a crude enclosure, and (2) three theorems
giving sufficient conditions for some functions to describe bounds on one or all so-
lutions pointwise in the independent variable. What remainsis to develop methods
for satisfying these conditions computationally, thus leading to efficient, constructive
procedures for computing bounds. We take up this task in Part2.

A Uniqueness Proofs

Lemma A.1 Let E⊂ Rn be connected and letψ : E→ R be continuous. If the set{ξ ∈ E : ψ(ξ) = 0} is
nonempty and open with respect to E, thenψ(ξ) = 0, ∀ξ ∈ E.

Proof Let E1 = {ξ ∈ E : ψ(ξ) = 0} andE2 = {ξ ∈ E : ψ(ξ) , 0}, and note thatE1∩E2 = ∅ andE1∪E2 = E.
SinceE is connected, it cannot be written as the disjoint union of two nonempty open (w.r.t.E) sets. But
E1 is nonempty and open w.r.t.E by hypothesis, andE2 is open w.r.t.E because it is the inverse image of
an open set under a continuous mapping onE. Hence,E2 = ∅ andE1 = E. ⊓⊔

Lemma A.2 Let (x,y) ∈C1(I ×P,Dx)×C1(I ×P,Dy) and(x∗,y∗) ∈C1(Ĩ × P̃,Dx)×C1(Ĩ × P̃,Dy) be solu-
tions of (1a)on I×P andĨ × P̃, respectively, and suppose that(x,y) is regular. Then

1. For any(t′,p′) ∈ I ×P, there exists an open ball around(t′,p′), U′ ⊂ Dt ×Dp, an open ball around
(t′,p′,x(t′,p′)), V′ ⊂Dt×Dp×Dx, an open ball aroundy(t′,p′), Q′ ⊂Dy, and a functionh ∈C1(V′,Q′)
satisfying(t,p,x(t,p)) ∈ V′ andy(t,p) = h(t,p,x(t,p)) ∈ Q′, ∀(t,p) ∈ U′ ∩ (I ×P).

2. If P̂⊂ P∩ P̃ is connected and∃(t′, p̂) ∈ (I ∩ Ĩ )× P̂ such thatx(t′,p) = x∗(t′,p), ∀p ∈ P̂, andy(t′, p̂) =
y∗(t′, p̂), theny(t′,p) = y∗(t′,p), ∀p ∈ P̂.

Proof Choose any (t′,p′) ∈ I×P. Since (x,y) is a regular solution of (1a) onI×P, (t′,p′,x(t′,p′),y(t′,p′)) ∈
G∩GR. Then, by Theorem 2.2, there exists an open ball around (t′,p′,x(t′,p′)), V′ ⊂ Dt ×Dp×Dx, an
open ball aroundy(t′,p′), Q′ ⊂ Dy, and a functionh ∈C1(V′,Q′) such thath(t′,p′,x(t′,p′)) = y(t′,p′) and,
for each (t,p,zx) ∈ V′, h(t,p,zx) is the unique element ofQ′ satisfyingg(t,p,zx,h(t,p,zx)) = 0. Now, by
continuity, there exists an open ballU′ around the point (t′,p′) small enough that (t,p,x(t,p)) ∈ V′ for
every (t,p) ∈ U′ ∩ (I ×P), and it follows that

g(t,p,x(t,p),h(t,p,x(t,p))) = 0, ∀(t,p) ∈ U′ ∩ (I ×P). (48)

Again by continuity, it is possible to chooseU′ small enough thaty(t,p) ∈ Q′ for all (t,p) ∈ U′ ∩ (I ×P),
which implies, by the uniqueness property ofh in Q′, that

y(t,p) = h(t,p,x(t,p)), ∀(t,p) ∈ U′ ∩ (I ×P). (49)

This establishes the first conclusion of the lemma.
To prove the second conclusion, choose anyP̂, p̂ andt′ as in the hypothesis of the lemma and define

R≡ {p ∈ P̂ : ‖y(t′,p)−y∗(t′,p)‖ = 0}. (50)

By hypothesis,̂p ∈ Rso thatR is nonempty. It will be shown thanR is open with respect tôP. Choose any
p′ ∈Rand, corresponding to the point (t′,p′), letU′, V′, Q′ andh be as in the first conclusion of the lemma.
By hypothesis, (t′,p′,x∗(t′,p′)) = (t′,p′,x(t′,p′)) ∈ V′, and by the definition ofR, y∗(t′,p′) = y(t′,p′) ∈Q′,
so continuity implies that we may choose an open all aroundp′, Jp′ , small enough thatJp′ ×{t′} ⊂U′, and
(t′,p,x∗(t′,p)) ∈ V′ andy∗(t′,p) ∈ Q′, for all p ∈ Jp′ ∩ P̃. Then the first conclusion of the theorem gives

y(t′,p) = h(t′,p,x(t′,p)), ∀p ∈ Jp′ ∩ P̂, (51)
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and an identical argument shows that

y∗(t′,p) = h(t′,p,x∗(t′,p)), ∀p ∈ Jp′ ∩ P̂. (52)

But x∗(t′,p) = x(t′,p), ∀p ∈ P̂ by hypothesis, so this implies thaty∗(t′,p) = y(t′,p), ∀p ∈ Jp′ ∩ P̂. ThusR is
open with respect tôP. Now, sinceP̂ is connected by hypothesis andR is nonempty and open with respect
to P̂, Lemma A.1 shows thatR= P̂; i.e.y∗(t′,p) = y(t′,p), ∀p ∈ P̂. ⊓⊔

Lemma A.3 Let (x,y) ∈ C1(I ×P,Dx)×C1(I ×P,Dy) and (x∗,y∗) ∈ C1(Ĩ × P̃,Dx)×C1(Ĩ × P̃,Dy) be so-
lutions of (1a) on I× P and Ĩ × P̃, respectively, and suppose that(x,y) is regular. If P̂ ⊂ P∩ P̃ is con-
nected and compact and∃(t̂, p̂) ∈ (I ∩ Ĩ )× P̂ such thatx(t̂,p) = x∗(t̂,p), ∀p ∈ P̂, andy(t̂, p̂) = y∗(t̂, p̂), then
x(t,p) = x∗(t,p) andy(t,p) = y∗(t,p), ∀(t,p) ∈ (I ∩ Ĩ )× P̂.

Proof Choose anŷP, p̂ andt̂ as in the hypothesis of the lemma and define

R≡ {t ∈ I ∩ Ĩ : max
p∈P̂

(‖x(t,p)−x∗(t,p)‖)+ ‖y(t, p̂)−y∗(t, p̂)‖ = 0}. (53)

R is nonempty since it containŝt. It will be shown thatR is open with respect toI ∩ Ĩ . Choose anyt′ ∈ R.
Applying the second conclusion of Lemma A.2, we havey∗(t′,p)= y(t′,p), ∀p ∈ P̂. Choose anyp′ ∈ P̂ and,
corresponding to the point (t′,p′), let U′, V′, Q′ andh be as in the first conclusion of Lemma A.2. By the
definition ofR, (t′,p′,x∗(t′,p′))= (t′,p′,x(t′,p′)) ∈V′ and, by the argument above,y∗(t′,p′)= y(t′,p′) ∈Q′.
Then continuity implies that there exists an open ball aroundt′, Jt′ , and an open ball aroundp′, Jp′ , such
thatJt′ × Jp′ ⊂U′, and (t,p,x∗(t,p)) ∈ V′ andy∗(t,p) ∈Q′, for all (t,p) ∈ (Jt′ × Jp′ )∩ (Ĩ × P̃). From Lemma
A.2, we have

y(t,p) = h(t,p,x(t,p)), ∀(t,p) ∈ (Jt′ × Jp′ )∩ (I × P̂), (54)

and an identical argument using the uniqueness property ofh in Q′ shows that

y∗(t,p) = h(t,p,x∗(t,p)), ∀(t,p) ∈ (Jt′ × Jp′ )∩ (Ĩ × P̂). (55)

Then, by definition,

ẋ(t,p) = f (t,p,x(t,p),h(t,p,x(t,p))), ∀(t,p) ∈ (Jt′ × Jp′ )∩ (I × P̂), (56)

ẋ∗(t,p) = f (t,p,x∗(t,p),h(t,p,x∗(t,p))), ∀(t,p) ∈ (Jt′ × Jp′ )∩ (Ĩ × P̂). (57)

But f andh are continuously differentiable and hence the mapping (t,p,zx) 7→ f (t,p,h(t,p,zx)) is Lipschitz
on V′ by Lemma 2.1. The definition ofR givesx(t′,p) = x∗(t′,p), ∀p ∈ P̂, so a standard application of
Gronwall’s inequality shows thatx(t,p) = x∗(t,p), ∀(t,p) ∈ (Jt′ × Jp′ )∩ ((I ∩ Ĩ ) × P̂). Furthermore, this
implies thaty(t,p) = h(t,p,x(t,p)) = h(t,p,x∗(t,p)) = y∗(t,p), ∀(t,p) ∈ (Jt′ × Jp′ )∩ ((I ∩ Ĩ )× P̂).

Now, sincep′ ∈ P̂ was chosen arbitrarily, the preceding construction applies to everyp ∈ P̂. Thus,
to everyq ∈ P̂, there corresponds an open ball aroundt′, Jt′ (q), and an open ball aroundq, Jq, such
that (x,y)(t,p) = (x∗,y∗)(t,p), ∀(t,p) ∈ (Jt′ (q)× Jq)∩ ((I ∩ Ĩ )× P̂). Noting that theJq constructed in this
way form an open cover of̂P, compactness of̂P implies that there exist finitely many elements ofP̂,
q1, . . . ,qn, such thatP̂ is covered byJq1 ∪ . . .∪ Jqn . Let J∗t′ ≡ Jt′ (q1)∩ . . .∩ Jt′ (qn). Then, for everyp ∈ P̂,

there existsi ∈ {1, . . . ,n} such thatp ∈ Jqi , which implies that (x,y)(t,p) = (x∗,y∗)(t,p), ∀t ∈ J∗t′ ∩ (I ∩ Ĩ ).

Therefore,J∗t′ ∩ (I ∩ Ĩ ) is contained inR, so thatt′ is an interior point ofRwhen viewed as a subset ofI ∩ Ĩ ,

and sincet′ ∈ R was chosen arbitrarily,R is open with respect toI ∩ Ĩ . SinceI ∩ Ĩ is connected andR is
nonempty and open with respect toI ∩ Ĩ , Lemma A.1 shows thatR= I ∩ Ĩ . But by definition, this implies
thatx(t,p) = x∗(t,p) andy(t, p̂) = y∗(t, p̂), ∀(t,p) ∈ (I ∩ Ĩ )× P̂. Finally, the second conclusion of Lemma A.2
implies thaty(t,p) = y∗(t,p), ∀(t,p) ∈ (I ∩ Ĩ )× P̂. ⊓⊔

Theorem A.1 Let (x,y) ∈C1(I ×P,Dx)×C1(I ×P,Dy) and (x∗,y∗) ∈C1(Ĩ × P̃,Dx)×C1(Ĩ × P̃,Dy) be so-
lutions of (1a)on I×P andĨ × P̃, respectively, and suppose that(x,y) is regular. If P̂⊂ P∩ P̃ is connected
and∃(t̂, p̂) ∈ (I ∩ Ĩ )× P̂ such thatx(t̂,p) = x∗(t̂,p), ∀p ∈ P̂, andy(t̂, p̂) = y∗(t̂, p̂), thenx(t,p) = x∗(t,p) and
y(t,p) = y∗(t,p), ∀(t,p) ∈ (I ∩ Ĩ )× P̂.
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Proof Choose anyp ∈ P̂. Clearly,{p} ⊂ P∩ P̃ is compact and connected, and Lemma A.2 guarantees that
y(t̂,p) = y∗(t̂,p). Then Lemma A.3 shows thatx(t,p) = x∗(t,p) andy(t,p) = y∗(t,p), ∀t ∈ I ∩ Ĩ . ⊓⊔

Corollary 3.1 is a simple consequence of these developments. By the definition of a solution of (1),
we havex(t0,p) = x∗(t0,p), ∀p ∈ P̂, andy(t0, p̂) = y∗(t0, p̂) by hypothesis. SincêP is connected, the result
follows from Theorem A.1.
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