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Abstract

Transcranial Doppler (TCD) sonography is a specialized ultrasound technique that
enables measurement of blood flow velocity from the basal intracerebral vessels. Use
of TCD sonography is highly compelling as a diagnostic modality due to its safety
in prolonged studies, high temporal resolution, and relative portability. Although
TCD methods have been clinically indicated in a variety of cerebrovascular diagnostic
applications, general acceptance by the medical community has been impeded by
several critical deficiencies – including the need for a highly-trained TCD operator,
operator dependent measurement results, and severe patient movement restrictions.

This thesis seeks to mitigate such limitations through the development of a com-
pact, wearable TCD ultrasound system, permitting untethered cerebrovascular moni-
toring with limited operator interaction. The prototype system incorporates a custom
two-dimensional transducer array and multi-channel transceiver electronics, thereby
facilitating acoustic focusing via phased array operation. Algorithmic vessel search
and tracking further reduce operator dependencies by expediting vessel localization,
systematizing vessel identification, and dynamically adapting to relative vessel posi-
tion. Additionally, focal correction methods are presented, which improve acoustic
beamformation capabilities in the presence of tissue inhomogeneities.

Validation of the prototype hardware and embedded signal processing implemen-
tations under flow phantom and human subject testing yields high correlation with
accepted velocimetry methods. Vessel search and tracking functionality are also veri-
fied experimentally. Circuit integration is explored to further reduce instrumentation
dimensions and power consumption.
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Chapter 1

Introduction

1.1 Background

Brain injury is often the result of a disturbance in the capacity of the cerebrovas-

culature to adequately perfuse the brain parenchyma. As such, characterization of

cerebral blood flow (CBF) and its associated factors are of prime importance in neu-

rocritical care, neurology, and related medical fields.

Traditional reference standards for assessing cerebrovascular state – notably cere-

bral angiography, electromagnetic flowmetry, and intracranial pressure (ICP) mon-

itoring via intraventricular catheterization – are invasive in nature and associated

with non-negligible rates of morbidity and mortality [1, 2]. Such invasive techniques

are therefore clinically indicated only in severe pathological conditions, where their

inherent risks can be justified.

The development of minimally-invasive, contrast-enhanced imaging methods –

specifically computed tomographic angiography (CTA) and magnetic resonance an-

giography (MRA) – has provided clinicians the ability to evaluate cerebrovascular

state at greatly reduced risks of complication. Although CTA and MRA are highly

sensitive and specific in revealing a variety of cerebrovascular abnormalities, they pose

several considerable limitations in clinical practice [3].

CTA and MRA imaging require expensive (several $100k to several $1M) station-

ary capital equipment and are therefore inaccessible or unavailable in many clinical
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environments. CTA and MRA may not be appropriate in all patient populations due

to risks associated with their use. Such risks include allergy or toxicity to contrast

media, internal metal objects (e.g., pacemakers, surgical clips, screws) in MRA, and

exposure to ionizing radiation in CTA. Additional impediments to the usage of these

methods include subject immobilization, procedure cost, and exam duration. CTA

and MRA are useful diagnostic tools for assessing patient state at a single point in

time, but are generally unfeasible for applications requiring continuous monitoring or

repeated serial measurements.

The brain, however, is a dynamic organ and blood flow disruption is often exceed-

ingly variable in time. Therefore, developments in continuous, real-time monitoring

of intracranial dynamics using noninvasive methods are highly desirable, especially in

clinical circumstances when direct invasive measurement is not feasible or bears too

great a risk [4].

1.2 Motivation

Transcranial Doppler (TCD) sonography is a specialized Doppler ultrasound tech-

nique that enables measurement of blood flow velocities from the basal intracerebral

vessels and is clinically indicated in a variety of diagnostic and prognostic cerebrovas-

cular applications. TCD methods use a moderate frequency (≈ 1 − 2MHz) acoustic

source to penetrate cranial bone and insonate the intracerebral arteries. Backscat-

tered acoustic energy from erythrocytes and other scatterers moving through a prede-

fined sample volume generates disturbances in the echo data received by TCD instru-

mentation. A time-varying cerebral blood flow velocity (CBFV) measurement is com-

puted through spectral analysis of received echo data. Clinically relevant parameters,

including flow direction, peak systolic and end diastolic flow velocity, time-average

flow velocity, and pulsatility index, are extracted from the CBFV waveform [5].

TCD sonography is employed in a variety of clinical applications, including iden-

tification of intracranial vasospasm and stenosis, intra-operative monitoring, stroke

risk stratification, and assessment of cerebrovascular autoregulation [6,7]. A compre-
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hensive evidence-based review of clinical TCD applications is found in [2].

The use of TCD sonography is compelling for certain diagnostic needs due to :

1. Safety

The basic measurement technique is completely noninvasive and considered ex-

tremely safe, requiring no administration of contrast dyes, tracers, or ionizing

radiation sources. There have been no reports of measurement related compli-

cations under standard diagnostic use [5].

2. High temporal resolution

CBFV waveform sample rates > 100Hz enable sufficient resolution to assess

cerebral hemodynamics – including autoregulation and CO2 reactivity [8]. TCD

is also capable of resolving the transient characteristics of circulating cerebral

emboli [9].

3. Real-time functionality

Negligible delay (< 0.5s) between current cerebrovascular state and subsequent

measurement outputs is advantageous in emergent, intra-operative, and inter-

ventional settings, where guidance to clinicians is highly time-sensitive.

4. Instrument portability

Cart-based sonography instrumentation is amenable to bedside evaluation in

the intensive care unit, angiography suite, and operating room [5].

5. Modest cost of assessment

Moderate capital costs of TCD instrumentation and limited variable costs –

principally sonographer evaluation and clinician interpretation resources – yield

relatively inexpensive assessment costs compared to other noninvasive cere-

brovascular diagnostics [5, 8].

Among existing noninvasive diagnostics, TCD sonography is uniquely suited to

achieve such objectives as a practicable modality for prolonged monitoring and re-

peated measurements.
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Despite its advantages, the use of TCD sonography is typically confined to highly-

specific clinical settings and the reliability of transcranial velocimetry data has not

been generally accepted by the medical community [6, 10, 11]. Several constraints

have impeded the extension of TCD sonography to broader contexts, including :

1. Need for skilled TCD operator

Conventional TCD examination techniques require considerable operator train-

ing, fine manual dexterity, and extensive knowlege of the underlying cerebral

anatomy [12, 13]. An experienced TCD operator – typically a sonographer,

technologist, or clinician – must rely on auditory and visual cues and extensive

examination guidelines throughout the course of measurement. The expertise

required for proper TCD evaluation is not generally available outside of special-

ized clinical environments (e.g., neurocritical care units, vascular laboratories).

2. Inter-operator variability

In practice, TCD sonography is a highly operator dependent technology. Vari-

ability is predominantly affected by operator proficiency in acoustic window lo-

cation, intracranial vessel identification (including anatomic variations), probe

placement and angulation, and range gate selection [6]. Measurement repro-

ducibility is generally related to operator experience, with measurement error

being lowest in highly-trained, well-practiced operators [10]. However, studies

have revealed significant inter-operator variability in Doppler velocimetry data

among even experienced operators [14,15].

In one study, aberrant results in several examinations performed by experi-

enced operators led the authors to conclude that caution must be used when

interpreting isolated CBFV data and that treatment decisions should never be

made without repeated observations combined with additional clinical parame-

ters [14,16]. Because intra-operator measurements are less variable, it is highly

preferable – although generally impractical – that serial TCD evaluations are

performed by a single operator [14].

Advances in TCD instrumentation – notably power motion-mode Doppler (PMD),
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which uses multi-gate sampling to provide flow signal intensity and direction

across a broad range of intracranial depths, and transcranial color-coded sonog-

raphy (TCCS), which employs duplex mode operation (i.e., Doppler and imag-

ing) to display spatial dependence of flow, have enhanced operator visibility into

the underlying anatomy [2, 17]. In general, such methods have demonstrated

improved measurement reproducibility and diagnostic specificity, but remain

heavily operator dependent [2, 18].

3. Acoustic window patency

Inadequate acoustic window patency, resulting in no discernible Doppler flow

signal, occurs in approximately 5 - 10% of the population [9, 19]. A patent

temporal acoustic window (TAW) – the primary location for middle cerebral

artery (MCA) insonation – was not identified in 8.2% of subjects in [20]. Lack

of TAW patency is generally related to increased thickness of the temporal bone

squama and has markedly higher rates of prevalence in non-white races, females,

and patients aged 65 and older [20].

Ultrasonic contrast agents may be used to improve TAW patency by consider-

ably enhancing the effective scattering coefficient of blood and therefore greatly

increasing the intensity of the backscattered acoustic signal [21]. However, ad-

ministration of contrast agents requires intravenous injection, making the ex-

amination an invasive procedure and notably complicating its administration.

Use of ultrasonic contrast agents are not considered in this work.

4. Measurement locality

CBFV measurements via TCD sonography are limited to accessible segments

of large diameter (& 1mm) intracranial vessels. TCD assessment is therefore

most applicable when diagnosis pertains directly to the relevant measured vessel

segment. TCD sonography can also detect indirect effects – such as abnormal

waveform characteristics – suggestive of proximal hemodynamic or distal ob-

structive lesions [2]. Such indirect findings may be clinically informative, but

are also generally inconclusive.
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5. Severe patient movement restrictions

Patients must remain rather still during the entirety of testing. For prolonged

TCD monitoring, a probe-fixation headframe can be employed after an accept-

able Doppler signal is obtained, but is generally only marginally effective [5].

Patient movement can create probe misalignment and a consequent loss of signal

fidelity. The frequency and impact of probe displacement is highly dependent

on measurement application, being remarkably problematic in prolonged eval-

uation of non-comatose patients [11]. An operator must therefore assess mea-

surement results throughout the entirety of TCD monitoring to ensure adequate

signal quality and suitable probe placement.

Although instrumentation is modest in dimensions – relative to other cere-

brovascular imaging modalities – cart-based systems preclude the use of TCD

sonography in ambulatory measurements. Basic wearable TCD systems have

demonstrated progress toward extended ambulatory monitoring, but with lim-

ited capabilities [22, 23]. Despite existing for general ultrasound indications, a

highly-portable transcranial duplex sonography system has not yet been devel-

oped [2, 24].

6. Doppler angle effect

Measured flow velocities reflect a cosine dependence on the angle between ar-

terial flow and direction of acoustic propagation – known as the Doppler angle.

Certain pathologies – such as intracranial stenosis – can be identified using TCD

sonography by the existence of high velocity jets exceeding a predetermined

threshold velocity. However, the existence of non-negligible Doppler angle can

significantly reduce measured flow velocities and therefore degrade diagnostic

sensitivity, especially for Doppler angles above > 20◦.

Angle correction can be employed by color flow imaging (CFI) capable in-

strumentation, particularly TCCS, increasing flow velocities by 25 − 30% in

some subjects [2]. TCCS, however, often suffers from exceedingly poor spatial

resolution due primarily to distortion of the ultrasound beam through cranial
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bone [25]. Additionally, planar TCCS imaging may generate inaccurate Doppler

angle values due to the three-dimensional course of intracranial arteries [2].

TCD sonography is a rapidly evolving diagnostic modality with a broad range of

established and emerging clinical applications and a direct impact on patient man-

agement [17]. Recent technological developments in TCD instrumentation – notably

PMD and TCCS – have enhanced the usability and clinical utility of TCD sonog-

raphy, but have failed to fully resolve numerous common deficiencies. Advances in

noninvasive diagnostic modalities that facilitate real-time, continuous monitoring of

cerebrovascular state can profoundly alter the standard clinical approach to cere-

brovascular evaluation. This work, therefore, seeks to identify and further enhance

the functionalities necessary for broad clinical acceptance of sonographic transcranial

velocimetry.

1.3 Approach and Thesis Contributions

Recent advances in ultrasound electronics and system architectures have led to sub-

stantial reductions in instrumentation dimensions (e.g., GE Vscan, Siemens Acuson

P10). This work extends such decreases in system dimensions to a wearable form

factor by identifying the anatomical, physiological, and algorithmic constraints par-

ticular to portable TCD sonography.

The use of a two-dimensional (2D) ultrasound transducer array and beam steering

algorithms allows for autonomous vessel location and tracking. Automated mechan-

ical steering – via servo control – has been previously investigated and successfully

demonstrated for TCD vessel tracking, but is considerably limited by the single al-

lowable steering direction of a transducer element [22,26]. A phased array approach,

in contrast, can establish multiple concurrent focal regions and thereby achieve back-

ground vessel tracking and focal point optimization without interruption to flow ve-

locity measurements. Phased array implementations – in addition to beam steering –

enable adjustable beam focusing, which can yield – for a fixed acoustic output power

– a significant increase in acoustic intensity at the region of interest than can be
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achieved in the planar (i.e., unfocused) single element transducers commonly used

in TCD instrumentation [17, 26]. Additionally, phased array beamformation permits

the application of phase correction techniques to further improve energy focusing and

mitigate the effects of refraction and focal aberrations [27,28].

To facilitate development and limit system complexity, this work concentrates on

unilateral TAW insonation of the MCA for velocimetry applications. Although this

decision generally restricts the clinical utility of the system, it proves sufficient for a

number of TCD applications. Of the major cerebral vessels, insonation and spectral

Doppler (i.e., non-imaging) identification of the MCA through the TAW is gener-

ally the most straightforward due to favorable anatomical structure. The MCA is a

high flow velocity, relatively large diameter cerebral vessel with approximately lateral

course (i.e., normal to skull surface). TAW insonation of the ipsilateral MCA thereby

typically results in limited steering angle magnitude (< 15◦ in azimuth and eleva-

tion planes), modest Doppler angle, and moderate insonation depths (30 – 60mm).

Further efforts to expand insonation capabilities to additional cerebral vessels (e.g.,

anterior and posterior cerebral arteries) will not be discussed; the majority of analyses

and designs presented in this work, however, remain valid [6].

Ultrasound field solvers, particularly Field II and k-Wave, are used extensively

in the evaluation of acoustic propagation and refinement of signal processing tech-

niques [29–31]. Although such simulation tools do not provide a suitable treatment

of noise effects, nonlinearities, and other relevant phenomena, they are useful in val-

idating functionality and comparing design performance metrics through simplifying

assumptions.

This thesis describes the design and operation of a TCD phased array prototype

system. The prototype system was architected, fabricated, and experimentally char-

acterized. In vivo human validation of prototype system CBFV measurements at the

MCA is also investigated by comparing velocimetry data to measurements from a

commercial TCD system.

To expedite development, system implementations leverage commercially avail-

able discrete electronic components. Because access to internal nodes within discrete
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components is restricted and device operation is generally predefined, this decision

severely limits the extent of realizable architectures. For this work, a fully digital

phased array, with dedicated transmit and receive electronics for each array element,

was selected due to its fully software defined configurability and ease of implementa-

tion when utilizing existing commercial electronics. Although this approach is some-

what excessive in terms of electronic hardware, power dissipation, and intermediate

data rates – as compared to more elegant mixed-signal architectures – it provides a

reasonable means of determining typical underlying signal levels, algorithm perfor-

mance for practical in vivo measurements, and the general viability of wearable TCD

sonography. Electronic beam steering algorithms for vessel location and tracking are

developed and experimentally refined. Following validation of the discrete proto-

type system, an application specific integrated circuit (ASIC) based architecture is

explored.

The major contributions of this work include :

1. Development of compact TCD velocimetry instrumentation in a wearable, un-

tethered form factor.

2. Electronic beamformation via phased array operation for energy steering and

focusing through the TAW.

3. Embedded vessel search algorithms for autonomous and rapid localization of

maximum Doppler power regions.

4. Embedded vessel tracking algorithms for autonomous updating of focal position

during prolonged monitoring – without introducing degradation to simultaneous

flow velocity measurements.

5. Focal correction techniques to reduce effects of tissue inhomogeneities on phased

array beamformation.

6. Investigation and design of an ASIC-based phased array TCD velocimetry sys-

tem for reductions in power consumption, instrumentation dimensions, and im-

proved functionality.
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1.4 Thesis Organization

This thesis begins with a general description of acoustic theory relevant to diagnostic

ultrasound instrumentation in Chapter 2. Following an explanation of fundamental

principles of operation, Chapter 3 present the anatomical and physiological param-

eters, safety considerations, and other system constraints relevant to transcranial

sonography.

Doppler signal processing and system control algorithms are developed in Chap-

ter 4. A discrete TCD system architecture, hardware design, and prototype im-

plementation are defined in Chapter 5. Experimental characterization and human

subject validation of the discrete prototype are presented in Chapters 6 and 7, re-

spectively. Integration of transceiver electronics into an ASIC and the development

of an integrated system prototype is detailed in Chapter 8.

Chapter 9 presents a summary of this work. Functionality and performance of

the devised system architectures are reviewed. Necessary future work and the identi-

fication of enhancements to subsequent system designs and implementations are also

discussed.
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Chapter 2

Principles of Operation

2.1 Acoustic Theory

Ultrasound is a cyclic acoustic disturbance at frequencies above the limit of human

hearing (> 20 kHz). Acoustic energy perturbs the particles composing a propagat-

ing medium, causing them to oscillate about their equilibrium positions with no net

displacement and producing local fluctuations in pressure. Because fluids continually

deform under shear stress, a fluid medium can only support longitudinal acoustic

waves, thereby confining particle motion along the direction of propagation. Human

tissue is predominately an elastic solid comprised of complex structural formations

and nonuniform interfaces. Due to its high water content, tissue is often approxi-

mated as a fluid acoustic medium. This simplification is less appropriate for highly

anisotropic (e.g., striated muscle) and particularly dense (e.g., bone) structures, but

allows for reasonably tractable analysis of acoustic radiation [6].

Acoustic waves, like all physical processes, are fundamentally nonlinear. Finite

pressure amplitudes cause variations in wave velocity, resulting in progressive wave-

form distortion and harmonic frequency generation [32]. Use of linear acoustic mod-

els for diagnostic ultrasound applications is normally justified as they capture most

salient features of propagation and provide insight into underlying phenomena with-

out excessively complicating analysis [6]. An in-depth discussion of elastic waves in

solids and nonlinear acoustics are beyond the scope of this thesis and are described
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fully in [32]. A fluid acoustic medium and linear wave propagation are assumed for

the remainder of this work, unless explicitly stated.

Consequently, vibrations in Cartesian space can be described by the linear wave

equation: (
∂2

∂x2
+

∂2

∂y2
+

∂2

∂z2

)
u(x, y, z, t) =

1

c2

∂2u(x, y, z, t)

∂t2
(2.1)

where u denotes the magnitude of instantaneous particle velocity (i.e., u = |~u|),

(x, y, z, t) are spatiotemporal Eulerian coordinates, and c is the velocity of propa-

gation. The wave equation can, in general, express multiple modes of propagation.

However, because a fluid medium is assumed, longitudinal mode vibration is im-

plied [6].

Propagation velocity (c) and wavelength (λ) are influenced by the mechanical

properties of a medium. Although velocity is strictly dependent on wave amplitude,

use of the linear propagation assumption yields a single value within a given medium

– assuming negligible dispersion effects.

c =

√
1

ρ0κ
(2.2)

λ =
c

f
=

1

f
√
ρ0κ

(2.3)

where f is the frequency of oscillation (related to angular frequency ω by f = ω
2π

), ρ0

is mean density, and κ is the adiabatic compressibility of the material [33].

Pressure variations (p) – referenced to static pressure – and particle velocity mag-

nitude are related by the characteristic acoustic impedance Z:

Z =
p

u
= ρ0c (2.4)

Characteristic acoustic impedance is typically given in units of rayls (1 rayl = 1 kg ·

s−1 · m−2) and – for the purposes of medical ultrasound applications – is significant

at the interface of dissimilar media due to reflection effects [6, 32].

Attenuation in tissue arises from several complex phenomena and is difficult to
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precisely derive from fundamental principles. Phenomenological models are gener-

ally used to combine various sources of energy loss by employing a single frequency-

dependent attenuation factor α(f) [6]:

α(f) = α0 + α1f (2.5)

where the offset term is commonly neglected (α0 ≈ 0), α1 is determined empirically

for a specific medium, and α is often expressed in Np · cm−1. Because both are based

on the logarithmic scale, conversion between Neper and decibel is direct (1 Np =

8.686 dB).

Acoustic parameters are given for media relevant to transcranial Doppler (TCD)

applications in Table 2.1. In biological media, acoustic properties are highly influenced

by myriad factors (e.g., blood hematocrit, tissue water content, bone density) and can

differ appreciably between specimen and in varying environmental conditions [6].

Table 2.1: Acoustic parameters for selected media [25,34].

Medium
Phase Velocity, c Impedance, Z Atten. Coefficient, α1

[m/s] [Mrayl] [Np/ (cm ·MHz)]

Air 333 0.0004 —

Water 1480 1.48 0.0002

Soft Tissue 1540 1.63 0.08

Blood 1580 1.67 0.02

Brain 1460 1.50 0.06

Cranial Bone 2770 4.80 2.5

Acoustic intensity (I), known also as power density, is the instantaneous flux of

acoustic power across a unit area normal to the direction of propagation. Intensity

has a spatiotemporal dependence and is expressed as:

I(~r, t) = p(~r, t) · u(~r, t) =
p(~r, t)2

Z
= u(~r, t)2 · Z (2.6)
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where ~r = (rx,ry, rz) is the spatial vector referenced to the origin. Intensity is often

given in units of mW · cm−2 for medical ultrasound applications.

Time-average intensity 〈I〉t is useful in representing acoustic fields in pulsed ul-

trasound since it removes temporal dependence:

〈I (~r)〉t =
1

TPRP

TPRP∫
0

I(~r, t) dt (2.7)

where TPRP is the pulse repetition period (i.e., time between successive pulses) [6].

Acoustic intensity is highly relevant in characterizing safe use and regulatory

limitations of sonography systems. Several derived variants, notably spatial-peak-

temporal-peak intensity (ISPTP ) and spatial-peak-temporal-average intensity (ISPTA),

enable quantification of time-varying, spatially distributed acoustic fields with a single

value [6]:

ISPTP = max {I(~r, t)} (2.8)

ISPTA =
1

TPRP

TPRP∫
0

I(~rmax, t) dt (2.9)

where max {·} denotes the maximum value across all valid inputs (i.e., 0 ≤ t < TPRP

and rz > 0) and ~rmax is the position of maximum intensity.

2.1.1 Scattering

Scattering is the underlying physical phenomena that enables the use of ultrasound for

diagnostic purposes. In Doppler sonography, backscattered energy from a collection

of scatterers is utilized to characterize particle velocities.

Scattering of ultrasound energy occurs due to deviations in acoustic properties

(e.g., density, compressibility) of the propagating medium. The behavior of acoustic

waves upon encountering a scatterer (i.e., region with distinct acoustic properties) is

highly affected by the dimensions of the scatterer relative to acoustic wavelength. Bi-

ological media contains structure over a wide range of length scales (e.g., molecules,

cells, organs). In general, scattering effects can be separated into three dimension
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dependent categories: specular scattering, diffusive scattering, and diffractive scat-

tering [6]. Diffractive scattering is less relevant to TCD sonography, but is described

fully in [32].

Specular Scattering

Specular scattering, known simply as reflection, occurs for scatterer boundaries much

larger than the acoustic wavelength and can be accurately analyzed using basic

ray theory. Reflection mechanisms are independent of acoustic frequency, but are

markedly influenced by boundary shape. A planar surface (i.e., flat boundary between

dissimilar media) acts as a specular scatterer when min {ls} � λ
π
, where min {ls} is

the smallest dimension of the surface. Certain organ boundaries and interfaces be-

tween bone and soft tissue can be approximated as planar surfaces over a restricted

transverse extent [6].

In the specular regime, the interaction of an incident plane wave with a planar

surface yields both reflected and transmitted plane waves, as shown in Figure 2-

1, where Z1 and Z2 are the acoustic characteristic impedances of the incident and

transmit media, respectively.

Z1 Z2

θt

θi

θr

Incident

Wave

Reflected

Wave
Transmitted

Wave

Figure 2-1: Specular scattering at a planar surface [6].
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The relationship between the angles of incidence (θi), reflection (θr), and trans-

mission (θt) are determined using Snell’s law [35]:

θr = θi (2.10)

sin θt
sin θi

=
c2

c1

(2.11)

where c1 and c2 are the propagation velocities within the incident and transmitted

media, respectively. The resulting variation between the angle of incidence and angle

of transmission is known as refraction. Recall from Table 2.1 that acoustic propaga-

tion velocity remains nearly constant for soft tissue, but diverges markedly in bone.

Refraction effects are therefore most pronounced at interfaces between bone and soft

tissue, particularly at oblique angles of incidence. For TCD applications, refraction

due to cranial bone can lead to considerable beam pattern distortion, further compli-

cating intracranial examination [27,28].

The reflection coefficient (Γ) and transmission coefficient (T ) describe the ratio

between pressure wave magnitudes at the reflecting boundary. Assuming plane wave

propagation:

Γ =
pr
pi

=
Z2 cos θi − Z1 cos θt
Z2 cos θi + Z1 cos θt

(2.12)

T =
pt
pi

=
2Z2 cos θi

Z2 cos θi + Z1 cos θt
(2.13)

where pi, pr, and pt are the amplitudes of the incident, reflected, and transmitted

pressure plane waves at the material interface, respectively.

Similarly, reflectivity (ΓI) and transmissivity (TI) characterize the relationship

between acoustic plane wave intensities at the reflecting boundary [33]:

ΓI =
Ir
Ii

= Γ2 =

(
Z2 cos θi − Z1 cos θt
Z2 cos θi + Z1 cos θt

)2

(2.14)

TI =
It
Ii

= T 2Z1

Z2

=
4Z1Z2cos2θi

(Z2 cos θi + Z1 cos θt)
2 (2.15)

where a planar reflecting surface larger than the insonated surface is assumed and Ii,
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Ir, and It are the acoustic intensities of the incident, reflected, and transmitted plane

waves at the material interface, respectively.

Acoustic reflection highlights a notable challenge associated with TCD sonogra-

phy. Using characteristic impedance values for cranial bone and soft tissue from

Table 2.1 – and approximating the cranial bone surface near the transducer as planar

– yields a transmissivity of TI = 0.76 for normal incidence. This suggests a significant

decrease in the acoustic power transmitted through the skull due solely to character-

istic impedance mismatch, in addition to beam refraction and increased attenuation

through bone. Degradation of acoustic intensity due to reflection is further exac-

erbated by the pulse-echo nature of sonography, where acoustic propagation to and

returning from the cerebral vessels encounters four distinct interfaces between bone

and soft tissue. Although overly simplistic, neglecting the formation of standing wave

patterns and the stratified internal structure of cranial bone, the preceding analysis

of intracranial propagation illustrates a major limitation of transtemporal insonation

in TCD sonography [6].

Diffusive Scattering

In contrast to reflection, diffusive scattering – known also as Rayleigh scattering – oc-

curs when scatterer dimensions are much smaller than acoustic wavelengths. Rayleigh

scattering is highly dependent on frequency, but ideally independent of scatterer shape

and roughness features. For a spherical scatterer of diameter ds, Rayleigh scatter-

ing occurs when ds � λ
π

and results in the emission of an approximately spherical

scattered wave.

For an individual scatterer, the differential scattering cross-section σds(θ) defines

the ratio of power scattered in a given direction dps(θ) to the differential solid angle

dΩ and incident intensity Ii, where θ is the angle between the observation vector and

the incident ray (i.e., z-axis in Figure 2-2). The differential scattering cross-section

indicates the strength of scattering and is determined by both geometric (e.g., volume)
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and mechanical (e.g., density, compressibility) properties of the scatterer.

σds(θ) =
dps(θ)

dΩIi
(2.16)

Parameters relevant to the analysis of diffusive scattering are shown in Figure 2-2.

dΩ

Incident

Wave

θ

Scattered

Wave

y

x

z

r

Figure 2-2: Diffusive scattering at a spherical scatterer [6].

For ideal diffusive scattering, the process is completely isotropic and σds(θ) is

constant across all angles, as expected for a spherical wave. In general, however,

scattered intensity Is from a single diffusive scatterer is dependent on both r and θ

(neglecting attenuation effects):

Is (r, θ)

Ii
=
σds (θ)

r2
(2.17)

Although diffusive scatterers cannot be individually resolved, scattering in this regime

has important implications in sonography as tissue can often be modeled as an ag-

gregate of sub-wavelength point scatterers. In medical Doppler ultrasound, diffusive

scattering from blood is the fundamental mechanism that enables measurement of

blood flow velocity [6].

Blood is not a homogeneous liquid but rather a suspension of cells and other

particles within plasma. Erythrocytes (i.e., red blood cells) are flexible biconcave discs

approximately 7µm in diameter by 2µm in thickness. Whole (i.e., unmodified) human

blood contains approximately 5 million erythrocytes per microliter [32]. Erythrocytes
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make up roughly 45% of total blood volume, a value known as hematocrit (Ht).

Scattering of ultrasound by blood is believed to be almost entirely due to erythrocytes

[36]. Empirical measurements have established, however, that physical scattering

of blood and other tissue structures remains partially anisotropic, even within the

diffusive scattering regime [6, 37].

Neglecting structural complexities, a single erythrocyte can be accurately modeled

as a spherical scatterer of equivalent volume, corresponding to a diameter of ≈ 6µm.

Considerable agreement between analytical and experimental results is achieved by

representing the differential scattering cross-section of an erythrocyte as a function

of angle between the incident ray and the observation vector (i.e., θ as shown in

Figure 2-2) [38,39].

σds (θ) =
V 2
e π

2

λ4

[
κe − κf
κf

+
3 (ρe − ρf )
2ρe + ρf

cos θ

]2

(2.18)

where Ve is erythrocyte volume, κe, ρe are erythrocyte compressibility and density,

and κf , ρf are the compressibility and density of the surrounding fluid, respectively.

A scattered wave emanates from each erythrocyte within the region of insonation,

yielding a Gaussian distribution of individual scattered wave intensities (Is) that can

be fully characterized by its mean and variance. This distribution arises mainly due

to slight differences in the volume, compressibility, and density of each erythrocyte

from the ensemble mean. In addition to amplitude deviations, every scattered wave-

form originates from an erythrocyte with unique spatial position. Appreciable phase

offsets between scatterers thereby result in interference between scattered wavefronts.

The preceding effects lead to the formation of a complex speckle pattern that, al-

though often characterized using statistical terms, is deterministically related to the

underlying tissue microstructure and acoustic instrumentation characteristics [6].

Diffusive scattering from a collection of point scatterers is characterized by the

differential scattering coefficient µds (θ), which is the average power received from a

volume of scatterers per steradian when insonated by a unit amplitude plane wave.

The differential scattering coefficient – in the absence of multiple scattering – can
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thereby be expressed as the accumulative contribution for all scatterers:

µds (θ) =

∣∣∣∣∣∑
n

fds (~rn)σds,n (θn)

∣∣∣∣∣ (2.19)

where fds (~rn) is a scaling function between −1 and 1 accounting for position (i.e.,

~rn) dependent phase interference effects and σds,n is the differential scattering cross-

section of an individual scatterer [6].

For coincident transmit and receive apertures, the backscatter cross-section σbs

and backscatter coefficient µbs, which characterize the power scattered in the direction

of the incident source (i.e., θ = π), are generally most relevant.

σbs = σds (π) (2.20)

µbs = µds (π) (2.21)

For media with no measureable spatial correlation in scattering properties, the

scattering processing is incoherent and backscatter intensity is proportional to the

number of insonated scatterers. At artificially low erythrocyte concentrations (Ht <

8%), blood can be approximated as incoherent and the backscatter coefficient is ap-

proximately linearly proportional to the number of erythrocytes present within the

volume of insonation [39]. At higher erythrocyte concentrations, the scattering pro-

cess becomes exceedingly convoluted – likely resulting from multiple scattering effects

and a progressive reduction in the incoherence of erythrocytes, which no longer behave

as a random distribution of point scatterers. For in vivo erythrocyte concentrations

(i.e, Ht ≈ 40 − 45%), the distance between scatterers becomes a modest fraction of

erythrocyte diameter and therefore the position and motion of individual scatterers

is highly dependent on surrounding erythrocytes [6, 39].

The effect of hematocrit on the backscatter coefficient of human blood can be

expressed by the empirical relationship [40]:

µbs =
Ht(1−Ht)4

(1 + 2Ht)2

σbs
Ve

(2.22)
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In practice, most insonation volumes for blood flow velocity estimation contain

both erythrocytes and stationary tissue scatterers. For a given volume, stationary

tissues (e.g., vascular wall structures) typically yield a substantial increase – by a fac-

tor of one to three orders of magnitude – in backscatter intensity when compared to

erythrocyte scattering alone [33]. Although scattered power from stationary tissues,

often referred to as clutter, can be attenuated via high-pass filtering during Doppler

signal processing, the increased signal levels place considerable constraints on sys-

tem dynamic range, clutter filter complexity, and transducer beamwidth to ensure

velocimetry accuracy [6].

2.1.2 Tissue Inhomogeneities

The presence of rigid cranial bone between the acoustic transducer and cerebral ar-

teries of interest has profound effects on the performance and operation of TCD

ultrasound systems. Although soft tissue can be approximated as a fluid acoustic

medium, transmission through bone further complicates propagation. In general, a

longitudinal wave incident on the surface of bone, or any elastic solid, creates both

longitudinal and shear transmitted waves [41]. Mode conversion is, however, highly

dependent on the angle of incidence and numerical studies suggest that shear wave

generation can be effectively neglected for the small incidence angles typically en-

countered in TCD evaluations (θi < 20◦) [42, 43].

Transmission through bone leads to several other significant phenomena. The

large difference in phase velocities between bone and soft tissue creates refraction

in acoustic wave transmissions, which can substantially alter transducer beam pat-

terns [28]. As discussed, the large mismatch in characteristic acoustic impedance at

the interface between bone and soft tissue yields considerable reductions in trans-

mitted wave intensity due to reflection effects. Cranial bone is also an extremely

absorptive medium and its high attenuation factor further decreases wave intensity

during propagation through the skull (∼ 10 − 20dB per transmission). The extent

to which these preceding mechanisms influence acoustic propagation primarily deter-

mines the patency of acoustic windows (i.e., ability to receive a detectable Doppler

39



signal) in patients undergoing TCD evaluation [6].

This work therefore generally incorporates basic homogeneous propagation models

to guide system design choices. Experimental data from ex vivo cranial bone is utilized

to evaluate the salient features of tissue inhomogeneities on expected signal levels (see

Section 3.1.2).

2.1.3 Pulsed Wave Operation

Sonography can be categorized into two general classes of operation, continuous wave

(CW) and pulsed wave (PW). Ultrasound imaging systems function solely in the

PW regime due to spatial resolution concerns. Doppler sonography instrumentation,

however, can employ both CW and PW modes. For transcranial measurements,

CW operation is generally unfeasible since excessive reflection due to cranial bone

produces severe system dynamic range requirements. In pulsed systems, the use of

time-gating greatly reduces dynamic range concerns; PW operation is therefore of

primary concern throughout this work.

PW excitation employs a gated periodic function to drive the transducer during

the transmit phase. The basis function of pulsed excitation eT0 (t) can be expressed

as:

eT0 (t) =
∏(

t

TeM
− 1

2

)
eperiodic (t, Te) (2.23)

where Te = 1
fe

is the fundamental period of eperiodic (t, Te), such that eperiodic (t, Te) =

eperiodic (t+ Te, Te) ∀t and M is the number of cycles (of period Te) within a single

gate.

The gating function
∏( t−tshift

tON
− 1

2

)
is a shifted, time-scaled rect function with

interval [tshift, tshift+tON
], written as:

∏(
t− tshift

tON

− 1

2

)
=

 1, tshift ≤ t ≤ tshift + tON

0, otherwise
(2.24)
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The basis function eT0 (t) can therefore be alternately expressed as:

eT0(t) =
∏(

t

TeM
− 1

2

)
eperiodic (t, Te) =

 eperiodic (t, Te) , 0 ≤ t ≤ TeM

0, otherwise
(2.25)

The PW driving waveform can then be synthesized as a combination of time-

shifted basis functions:

eT,PW (t) =
∞∑
n=0

eT0 (t− nTPRP ) (2.26)

where n corresponds to the pulse repetition number and TPRP is the pulse repetition

period. A meaningful parameter often used to characterize pulsed operation is the

pulse repetition frequency fPRF = 1/TPRP .

A notional PW transmit excitation waveform eT (t) is shown in Figure 2-3, where

waveform labels eTn (t) indicate the nonzero segment of each time-shifted representa-

tion of the basis function.

Figure 2-3: Pulsed wave excitation waveform (M = 2, Te = 1.0µs, and TPRP = 5µs).

Note that an artificially low TPRP is used for illustration clarity. A realistic pulse

repetition period is typically TPRP ≈ 0.1 – 0.2ms for medical ultrasound applications.

The windowing function
∏(

t
TeM
− 1

2

)
is fairly narrow in time. Therefore, PW
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transmit excitation eT (t) has considerable half-power bandwidth BWT,3dB:

BWT,3dB =
fe
M

(2.27)

The frequency spectrum of a realistic PW excitation waveform eT (t) is given in

Figure 2-4. The spectral content of eT (t) is characterized by a main tone at the

excitation frequency fe. Secondary tones occur at integer offsets of the pulse repeti-

tion frequency fPRF from the main tone and are shaped by the transmit excitation

bandwidth BWT,3dB:
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Figure 2-4: Notional pulsed transmit excitation spectrum for M = 10, Te = 0.5µs,
and TPRP = 0.1ms [6].

2.2 Phased Array Beamforming

Phased array beamformation is based on the coherent summation of related wave-

forms. An acoustic beam pattern can be electronically formed through the con-

trol of time delays and amplitude scale factors for each element in the transducer

array. Beamformation is comprised of beam steering (i.e., modification of main

beam direction, referred to as the steering angle) and beam focusing (i.e., conver-

gence of main beam energy at a particular depth, referred to as the focal length).

Phased array beamformation is achieved during both pulse transmit and echo receive,

creating an effective pulse-echo spatial impulse response expressed as hPE (~r, t) =

hR (~r, t) ∗
t
hT (~r, t), described in Section 2.3.2 [6].
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In transmit beamforming, the excitation pulse for each element is a time-delayed

version of the periodic basis function, defined by the transmit beamformer. Excita-

tion amplitude scaling can also often applied to realize apodization of the transmit

aperture. Due to the added hardware complexity of implementing amplitude scaling,

beamformer apodization is not examined in this work. Following transduction, the

delayed acoustic waveforms define a surface within the propagating media of approxi-

mately equal phase near the transducer elements, known as the equiphase surface. For

a single element transducer, the transducer surface – driven by a common excitation

– forms the equiphase surface. A phased array beam pattern is therefore comparable

to the beam pattern of a single element transducer defined by the equiphase surface.

The planar component of the equiphase surface determines the steering angle (i.e.,

beam steering), while surface curvature defines the focal length (i.e., beam focusing).

The process of transmit beamformation is presented in Figure 2-5.
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Figure 2-5: Transmit phased array beamformation [6].

Similarly, receive beamformation is achieved through control of time delays and

amplitude scaling defined by the receive beamformer. However, because receive wave-

forms are manipulated subsequent to transduction, receive beamformer designs are

less restricted by implementation constraints – such as interfacing with high-voltage

pulse signals – and are therefore often more configurable.

Electronic beamformation is utilized in this work for the primary functions of:

43



� Steering main beam energy for localization of the vessel of interest.

� Increasing acoustic intensity – for a given acoustic output power – at the vessel

of interest via focusing, thereby potentially improving acoustic window patency.

The coordinate framework for basic analysis of phased array beam steering and

aperture focusing in a homogeneous acoustic medium is presented in Figure 2-6.

y

x

z

P

r

rij

xj
yi

Figure 2-6: Coordinate system for analysis of electronic phased array beam steering
and focusing [6].

To achieve beam steering along the ~r direction with a focal region at point P , the

time delay required for a transducer element in the ith row and jth column – denoted

∆ti,j – is expressed as:

∆ti,j =
r − ri,j
c

+ t0 =
r −

√
(rx − xj)2 + (ry − yi)2 + r2

z

c
+ t0 (2.28)

where r = |~r | = | (rx,ry, rz) |, t0 is a constant delay term ensuring causality (i.e.,

∆ti,j ≥ 0 ∀ i, j), and xj and yi are the element center offsets from the origin in the

x and y dimensions, respectively. Effects due to transducer element dimensions –

particularly grating lobe generation and element directivity – are discussed in Sec-

tion 2.3.3.
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Tissue inhomogeneities act to distort the focal region, leading to spreading of

acoustic energy and reductions in focal intensities. The phased array beam steering

expression described in Equation 2.28 assumes a homogeneous medium and thus a

constant propagation velocity c. Because propagation velocity is relatively constant in

a variety of soft tissue types, this assumption yields tolerable effects in most medical

ultrasound applications. As presented in Table 2.1, the propagation velocity through

cranial bone, however, is markedly distinct from soft tissue.

For transcranial sonography applications, differences in path length through bone,

due to skull thickness variations across the aperture and differences in ~rij angle, cause

diminished coherence at the focal region – a phenomena referred to as focal aberration.

Differences in acoustic propagation velocity at the interface between bone and soft

tissue yield refraction effects, as discussed in Section 2.1.1, which alters wave direction

and thereby produces beam pattern distortions [28]. Such nonidealities – in addition

to significant signal attenuation – are a primary reason for poor image quality in

transcranial ultrasound imaging modalities – including TCCS [6].

By adjusting timing delays, beam pattern distortion effects can be mitigated and

the focal region restored to its intended position. Such methods, referred to as phase

correction techniques, cannot generally be achieved using physical focusing mecha-

nisms (e.g., curved transducer surfaces, lenses) – due to inadequate reconfigurability

and mechanical realizability – and are thereby exclusive to phased array apertures [6].

Phase correction techniques are discussed further in Section 4.4.

2.3 Transducer Beam Patterns

An in-depth anaylsis of acoustic transducer beam patterns is presented in [34]. This

work restricts its approach to rectangular geometries, due to their ubiquity in trans-

ducer arrays. Subsequent analyses are generally relevant to both transducer elements

and to the equivalent transducer array apertures such elements comprise.

Transducer radiation patterns will first be developed for continuous excitations

and later extended to pulsed wave fields. Although pulsed operation yields excita-
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tion dependent beam patterns, CW analysis can provide a practical starting point for

transducer design since general approximate relationships between aperture dimen-

sions and energy boundaries typically persist in the numerical evaluation of pulsed

beam patterns.

2.3.1 Continuous Wave Beam Patterns

The beam pattern of a rectangular transducer is determined by two orthogonal di-

mensions, transducer width (Lx) and height (Ly). Under continuous excitation, the

pressure field envelope of a rectangular transducer for observation points along the

axial dimension is expressed as [32]:

penv (z) =

∣∣∣∣2Zu0Im

{
F

(
Lx√
2λ

)
F

(
Ly√
2λ

)}∣∣∣∣ (2.29)

where F (x) is the Fresnel integral, given by F (x) =
∫ x

0
e−πt

2/2dt.

Due to diminished symmetry of rectangular elements, modulation of the near-field

pressure envelope is moderate, as illustrated in Figure 2-7.
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Figure 2-7: Analytical variation of on-axis pressure envelope for a rectangular trans-
ducer (Lx = 12mm, Ly = 12mm) operating at 2MHz. Values are normalized to the
pressure magnitude at the transducer surface.

Figure 2-8 characterizes the simulated single frequency beam pattern in a lossless,

homogeneous medium for a rectangular transducer in the xz and xy-planes [29, 30].
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(a) Intensity variation in the xz-plane

at y = 0mm.

(b) Intensity variation in the xy-plane

at z = 60mm.

Figure 2-8: Simulated intensity beam pattern for a rectangular transducer (Lx =
12mm, Ly = 12mm) operating at 2MHz.

Far-Field Region

For unfocused planar transducers, the progression from the near-field (i.e., Fresnel

region) to the far-field (i.e., Fraunhofer region) occurs at the transition distance zr,

referred to as the natural focus of the transducer [34].

zr =
max {lt}2

4λ
(2.30)

where max {lt} is the largest dimension of the transducer surface (e.g., diameter of

a circular transducer). Note that because a single acoustic wavelength is used, CW

excitation is implied.

Within the near-field region of an unfocused transducer, acoustic energy is mostly

confined to the transverse extent of the transducer. As the beam propagates into the

far-field, a single main lobe is established and acoustic energy diverges transversely

with approximately constant angle, known as the divergence half-angle θd, as depicted

in Figure 2-9.

The divergence angle (2θd) and half-power angle (2θ3dB) can be determined from

the main lobe characteristics. The half-power angle, known also as the angular full

width to half maximum (FWHM), is defined as the angle between the half-power
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Figure 2-9: Approximate beam shape and far-field divergence for an unfocused trans-
ducer. Adapted from [6,34].

values of the main lobe. For the rectangular transducer these parameters exist for

both orthogonal directivity planes.

2θx,d = 2sin−1

(
λ

Lx

)
, 2θy,d = 2sin−1

(
λ

Ly

)
(2.31)

2θx,3dB = 2sin−1

(
0.44λ

Lx

)
, 2θy,3dB = 2sin−1

(
0.44λ

Ly

)
(2.32)

Main lobe beamwidth w (z) and half-power beamwidth w3dB (z) can be computed

for a given far-field depth z:

wx (z) = 2z tan (θx,d) , wy (z) = 2z tan (θy,d) (2.33)

wx,3dB (z) = 2z tan (θx,3dB) , wy,3dB (z) = 2z tan (θy,3dB) (2.34)

At observation points in the far-field of the transducer, the acoustic waveform

is less irregular and the off-axis beam pattern can be expressed analytically. For

a sinusoidally driven rectangular transducer of width Lx and height Ly, acoustic

pressure in the far-field is computed as [34]:

p (φx, φy, r, t) =
LxLykZu0

2πr
cos
(

2πft− kr +
π

2

)
sinc

(
Lxk sinφx

2π

)
sinc

(
Lyk sinφy

2π

)
(2.35)
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where the sinc function is defined as:

sinc (x) =
sin (πx)

πx
(2.36)

As illustrated in Figure 2-10, the azimuth angle φx is the angle between the z-axis

and the projection of ~r on the xz-plane. The elevation angle φy is the angle between

the z-axis and the projection of ~r in the yz-plane.
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Figure 2-10: Coordinate system for analysis of planar rectangular transducer beam
patterns [6].

From Equation 2.35, the angular dependence of acoustic pressure is determined by

the transducer directivity factor Hr (φx, φy), which is dependent on directivity in two

orthogonal planes, the xz-plane (i.e., azimuth plane) and the yz-plane (i.e., elevation

plane) [6]:

Hr (φx, φy) = HxHy =

∣∣∣∣sinc

(
Lxk sinφx

2π

)∣∣∣∣ ∣∣∣∣sinc

(
Lyk sinφy

2π

)∣∣∣∣ (2.37)

For a given observation radius (i.e., fixed r), the directivity factor is often visually

represented using a polar radiation plot, existing for both the azimuth plane, primarily

dependent on Lx dimension, and the elevation plane, primarily dependent on Ly

dimension. Figure 2-11 shows the directivity of a square transducer element, which

has an equivalent directivity pattern in both the azimuth (i.e., Hx) and elevation (i.e.,

Hy) planes due to transducer symmetry.
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Figure 2-11: Analytical far-field directivity pattern in the azimuth plane for square
transducer (Lx = Ly = 4mm) operating at 2MHz [6].

Focused Transducers

Acoustic focusing, which converges a radiating beam into a spot at the focal plane, is

often employed in medical ultrasound to improve lateral resolution and increase the

maximum attainable intensity for a given driving signal amplitude. Focusing is phys-

ically realized by a lens or curved transducer surface. In transducer arrays, focusing

is achieved by time (or phase) shifting the waveform associated with each transducer

element to produce an equivalent lens. Figure 2-12 depicts the approximate extent of

appreciable acoustic energy in a notional focused transducer, where lf is focal length

and wx and wy are the beamwidths – also referred to as spot widths – in the x and

y dimensions, respectively.

y

z

Focused 

Transducer

Focal Length lf

wy

Focal

Region

Ly

Figure 2-12: Approximate beam shaped of a focused transducer. Adapted from [6,34].
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It is convention to define lf as the length at which the beam intensity is maximal

(i.e., acoustic focus), which can differ from geometric focal length (lR). Pressure am-

plitude at the acoustic focus moderately exceeds pressure amplitude at the geometric

focus, with the acoustic focus always occuring closer to the source [38].

Focal gain (Gf ) characterizes the extent of focusing, yielding the ratio of pressure

amplitude at the geometric focus to the pressure amplitude at the aperture surface. At

shallow focal depths, focal gain increases significantly – as presented in Equation 2.38:

Gf =
penv(lR)

penv(0)
≈ zR
lR

(2.38)

Weak to moderate degrees of focusing, yielding 1 . GF . 6, are assumed throughout

this text.

Acoustic energy cannot be focused beyond an aperture dependent maximum focal

length lf,max [34]:

lf,max =
max {lt}2

2.44λ
≈ zR (2.39)

Therefore, to achieve focusing for greater insonation depths, a larger transducer aper-

ture must be employed.

At the focal plane, the focused spot width (i.e., lateral distance between main lobe

nulls) of a rectangular aperture is determined for each lateral axis:

wx =
2λlf
Lx

, wy =
2λlf
Ly

(2.40)

The minimum lateral spacing at which two point scatterers are resolvable, known as

lateral resolution (LR), is reasonably estimated by spot width.

Focused half-power spot width is expressed for the rectangular transducer as:

wx,3dB =
0.88λlf
Lx

, wy,3dB =
0.88λlf
Ly

(2.41)

For simplicity, acoustic intensity within the half-power spot width is often assumed

to be relatively uniform.
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Pressure amplitudes near the focal region decrease more rapidly than pressure

amplitudes near the axial maximum of the unfocused transducer. The axial distance

over which the beam remains focused is known as the depth of focus ldof . As en-

ergy becomes more concentrated in the lateral dimensions (i.e., smaller spot width),

depth of focus decreases. Under non-radially symmetric aperture geometries, the re-

lationship between ldof and transducer dimensions is not straight, but is primarily

influenced by the largest transducer dimension. For a square aperture, depth of focus

can be approximated as [34]:

ldof ≈
w2
x

2λ
(2.42)

Narrow depth of focus is a critical limitation of fixed focus sonography systems.

Focusing is highly advantageous in TCD systems due to considerable increases in

local pressure amplitude at the region of interest. TCD sonography, however, requires

velocimetry measurements over a wide range of insonation depths (≈ 30 – 80mm),

which is well beyond the depth of focus for a single transducer element. Phased array

architectures, however, enable electronically adjustable focal length and are therefore

suitable for focused TCD sonography [6].

2.3.2 Pulsed Wave Beam Patterns

Classical treatment of acoustic fields is based on continuous wave solutions. Although

analytical beam pattern expressions from CW derivations are useful in obtaining in-

sight into PW functionality, such results do not yield a precise description of PW beam

pattern formation – especially for pulse durations when M < 6 [38]. Because pulsed

operation is achieved through time gating, time domain expressions are amenable for

PW analysis.

A widely used method, first developed by Tupholme and Stepanishen and further

refined by Jensen, employs the transducer spatial impulse response to compute radia-

tion patterns for an arbitrary excitation waveform [44–46]. Assuming an infinite rigid

transducer baffle and a homogeneous propagating medium, the pressure variation at
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point P is expressed by a general form of the Rayleigh integral [33]:

p (~r, t) =
ρ0

2π

∫
S

∂u
∂t

(
~rs, t− |~r

′|
c

)
|~r ′|

dS (2.43)

where S denotes the transducer surface and u (~rs, t) is the time dependent velocity

normal to the transducer surface at dS (i.e., ~rs is a vector from the origin to dS).

Separation of the transducer spatial impulse response h (~r, t), which characterizes

the three-dimensional field due to impulse excitation, from the Rayleigh integral is

used to facilitate radiation pattern calculations. Assuming uniform velocity across

the transducer surface, h (~r, t) can be expressed as [46]:

h (~r, t) =

∫
S

δ
(
t− |~r

′|
c

)
2π |~r ′|

dS (2.44)

where δ (·) denotes the Dirac delta function. Effects due to attenuation and non-

uniform surface velocity – caused by media absorption and apodization, respectively

– can be incorporated into this analysis framework through direct modification of the

spatial impulse response.

For transducer arrays, an equivalent spatial impulse response harray (~r, t) is defined

by combining the spatial impulse responses of individual transducer elements:

harray (~r, t) =
N∑
n=1

hn (~rn, tn) =
N∑
n=1

hel (~r − ~roffset,n, t− tdelay,n) (2.45)

where hel (~r, t) is the spatial impulse response for an element at the origin, N is the

number of array elements, ~roffset,n is a vector from the origin to the nth transducer

element center, and tdelay,n is the excitation delay for the nth transducer element.

Equation 2.45 assumes equivalent transducer elements and simple time delays between

element excitations [6].

Because the spatial impulse technique separates transducer geometry effects from

the excitation waveform, modifications to the driving signal – such as timing delays

in phased array systems – do not require repeated integration to determine h (~r, t)
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and therefore often result in more efficient computation. The resultant pressure field

for a given excitation is expressed as [46]:

p (~r, t) = ρ0u (t) ∗
t

∂h (~r, t)

∂t
(2.46)

where ∗
t

denotes temporal convolution.

Analytical solutions for the spatial impulse response can be computed for a number

of basic transducer geometries, as described in [33, 47]. The method is often solved

numerically by field solvers, such as the Field II ultrasound simulator developed by

Jensen [29, 30]. Figure 2-13 displays the effect of pulse length on the pulse intensity

profile.

(a) Time dependent intensity variation in the

x dimension for M = 2

(b) Time dependent intensity variation in the

x dimension for M = 8

Figure 2-13: Simulated intensity envelope for a rectangular transducer (Lx = 12mm,
Ly = 12mm) operating at 2MHz.

Using the concept of time-average intensity, the beam pattern for pulsed excitation

apertures can also be computed using field solvers, as shown in Figure 2-14. Pulsed

excitations, as a result of their considerable bandwidth, tend to produce less abrupt

beam patterns (i.e., lower spatial derivatives) and lower sidelobe levels than observed

in monochromatic CW operation. This effect is most pronounced in the near-field

region, where CW operation can lead to high intensity variability. As pulse length

expands (i.e., M increases), the resulting field pattern converges to the continuous

wave solution [6].
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(a) Intensity variation in the xz-plane

at y = 0mm.

(b) Intensity variation in the xy-plane

at z = 60mm.

Figure 2-14: Simulated time-average intensity for a rectangular transducer (Lx =
12mm, Ly = 12mm) operating at 2MHz for M = 2.

2.3.3 Transducer Arrays

Transducer arrays are found in the majority of modern ultrasound imaging systems.

The intention of this work is to utilize electronic steering of acoustic energy to accu-

rately locate a specific cerebral vessel (i.e., MCA) within a designated spatial volume.

This task necessitates the use of a two-dimensional (2D) transducer array, which will

therefore be examined specifically.

A piezoelectric transducer matrix is typically composed of rectangular radiating

elements spatially offset by the element pitch in each dimension (pitchx and pitchy),

as shown in Figure 2-15. Other parameters relevant to the array geometry are the

lateral dimensions of individual elements (Lx and Ly), the number of elements along

each dimension (Nx and Ny), and the spacing between adjacent element edges (kerfx

and kerfy).

To first order, a 2D phased array can be estimated as an equivalent mechanically

steered aperture with variable focal length. The effective dimensions of this equivalent

aperture are approximated as Lx,eq ≈ Nx ·pitchx and Ly,eq ≈ Ny ·pitchy. This analogy

is overly simplistic in that electronic steering of the phased array can create focal

patterns that are not physically realizable in a focused element. Also, additional
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complexities are observed in the phased array beam pattern due to the segmentation

of the transducer surface into array elements [6].

Piezoelectric

Crystal

Impedance 

Matching Layers

Backing 

Material

y

x

z

pitchx kerfx Lx

Figure 2-15: Configuration of partial 2D transducer array structure [6].

Unlike single element transducers, array apertures are formed electronically through

delay mechanisms rather than by physical form. Such electrically defined apertures

are advantageous in that both transmit and receive apertures can be defined inde-

pendently, aperture characteristics (e.g., steering angle, focal region) can be directly

altered, and – for certain system architectures – multiple receive beam patterns can

be defined post hoc via post-processing.

A transducer array cannot be accurately analyzed as a coherent set of infinitesimal

isotropic radiators, as is done for a single element transducer. Instead, the transducer

array is a collection of individual radiating elements with appreciable dimensions,

relative to λ, and therefore an anisotropic directivity pattern. The beam pattern of

a phased array is dependent on both the relative excitation delay between elements

and the radiation pattern of the elements themselves. Figure 2-16 presents the beam

patterns of two square array elements with dimensions on the order of λ (i.e., 0.5mm =

0.65λ and 1.2mm = 1.6λ for 2MHz acoustic vibrations in soft tissue).

Although smaller element dimensions yield more favorable element directivity pat-

terns (i.e., approaching isotropic), practical transducer array designs introduce several

conflicting aims. As described in Section 2.3.1, aperture dimensions must increase

when focusing is required at greater tissue depths.
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Figure 2-16: Analytical far-field directivity pattern in the azimuth plane for a square
array element operating at 2MHz.

As individual element dimensions decrease, the total number of elements required

to obtain a given aperture area rises quadratically. The corresponding addition of

electrical hardware and element interconnects leads to greater fabrication difficulty,

system complexity, cost, and power dissipation. However, as transducer element

dimensions increase – especially greater than λ – the range of realizable steering

angles for the phased array system is limited by element directivity effects [6].

Due to the discrete structure of a transducer array, a variety of secondary factors

– including element variation, cross-coupling between elements, and time delay quan-

tization – can influence beam pattern formation. Quantization effects, which tend to

predominately affect sidelobe levels, are tolerable in most applications for quantiza-

tion errors < 10% of the underlying signal period (i.e., Te) and can be readily assessed

using acoustic field solvers [48]. The result of element variation and electromagnetic

cross-coupling between elements, however, is typically assessed using multiphysics fi-

nite element analysis (FEA) or through experimental acoustic field characterization.

An added complexity related to the radiation pattern of transducer arrays is the

emergence of grating lobes. Grating lobes occur at specific angles in which acoustic

waves emerging from two neighboring elements are exactly in phase for a certain angle

(referred to as the grating angle), creating constructive interference and substantial

acoustic intensity outside the main beam. In ultrasound imaging, the presence of

grating lobes leads to confounding receive echoes since acoustic energy is no longer

57



confined along the main beam direction. The presence of grating lobes can also de-

grade Doppler ultrasound measurements, even when no appreciable flow exists within

grating lobes, by markedly increasing stationary backscattered power and thereby de-

grading the minimum detectable signal for a given system dynamic range. Grating

lobes are typically stronger than sidelobes and can yield intensities on the order of

main lobe intensities [6]. Grating angle differs for both the azimuth and elevation

planes and is given by:

φx,gn = sin−1

(
nλ

pitchx
− 1

)
(2.47)

θy,gn = sin−1

(
nλ

pitchy
− 1

)
(2.48)

where n is an integer value, although typically the fundamental (i.e., n = 1) is of

primary interest. Solutions resulting in |φx,gn| > 90◦ or |θy,gn| > 90◦ are non-physical

and therefore invalid.

When allowable steering angle is limited in each dimension, the maximum element

pitch required to avoid grating lobe formation is given as:

pitchx,max =
λ

1 + sin (φx,max)
(2.49)

pitchy,max =
λ

1 + sin (θy,max)
(2.50)

To avoid grating lobe formation for all physical steering angles – that is, |φx| ≤ 90◦

and |θy| ≤ 90◦ – element pitch must satisfy the following conditions:

pitchx <
λmin

2
, pitchy <

λmin

2
(2.51)

where, due to an inverse relationship between wavelength and frequency, λmin cor-

responds to the highest frequency component in the emitted signal. The preceding

inequality can be viewed as a consequence of the Nyquist sampling theorem in the

spatial domain, where the presence of grating lobes are an indication spatial aliasing.

Grating lobe effects can be reduced through PW excitation and for angles that occur
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beyond the element directivity main lobe.

2.4 Pulse-Echo Operation

The spatial impulse response method developed in Section 2.3.2 can be extended

to analysis of pulse-echo processes for point scattering. Figure 2-17 presents the

fundamental elements of pulse-echo operation.

Electrical

Excitation

Transducer

Response

gTeT(t)

Transmit

Diffraction

hT

Scattering

s

Receive

Diffraction

hR gR

Transducer

Response

Electrical

Reception

eR(t)
uT pT pR uR

Figure 2-17: Block diagram representation of an acoustic pulse-echo process. Adapted
from [6,47].

During transmission, the electrical excitation signal eT (t) yields a transmit ve-

locity uT (t) at the transducer surface. Using the transmit electroacoustic conversion

impulse response gT (t), transmit surface velocity is expressed as:

uT (t) = eT (t) ∗
t
gT (t) (2.52)

The transmit (i.e., incident) pressure field pT (~r, t) can thereby be computed as:

pT (~r, t) = ρ0uT (t) ∗
t

∂hT (~r, t)

∂t
= ρ0eT (t) ∗

t
gT (t) ∗

t

∂hT (~r, t)

∂t
(2.53)

where hT (~r, t) is the transmit aperture spatial impulse response.

Inhomogeneities are treated as point scatterers using the scattering field function

s (~r) [33]:

s (~r) =
∆ρ (~r)

ρ0

− 2
∆c (~r)

c0

(2.54)

where ρ0 and c0 are the average density and velocity of propagation within the

medium, respectively. Functions ∆ρ (~r) and ∆c (~r) contain perturbations in acoustic

properties and thereby produce scattering.
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For a finite number of point scatterers (Nscatterers), functions ∆ρ (~r) and ∆c (~r) are

expressed as:

∆ρ (~r) =
Nscatterers∑
n=1

(ρn − ρ0) δ (~r − ~rn) (2.55)

∆c (~r) =
Nscatterers∑
n=1

(cn − c0) δ (~r − ~rn) (2.56)

where ρn and cn indicate the density and acoustic velocity of perturbations (i.e.,

discrete scatterers), respectively, and ~rn denotes the position vector of the nth scatterer

with respect to transducer origin [6].

The electrical receive signal eR (t) can thereby be computed completely in terms

of the electrical excitation, transducer impulse responses, aperture spatial impulse

responses, and the scattering field function. Assuming coincident transmit and receive

apertures – such that the origin remains common – eR (t) is expressed as [32,46]:

eR (t) =
1

c2
0

eT (t) ∗
t
gT (t) ∗

t
gR (t) ∗

t

∂hT (~r, t)

∂t
∗
t

∂hR (~r, t)

∂t
∗
r
s (~r) (2.57)

where hR (~r, t) is the receive aperture spatial impulse response and gR (t) is the receive

electroacoustic conversion impulse response, which is necessary to convert between

receive velocity uR (t) and the receive voltage waveform eR (t):

eR (t) = uR (t) ∗
t
gR (t) (2.58)

Transmit and receive electroacoustic conversion impulse responses – denoted gT (t)

and gR (t), respectively – can be determined from equivalent circuit transducer mod-

els, as discussed in Section 6.1.

The preceding analysis of pulse-echo operation assumes linearity, time-invariance,

and point single scattering (i.e., scattering at discrete points due solely to incident

radiation). This method can, in principal, be modified to account for anisotropic

point scattering via the differential scattering cross-section σds(θ), as discussed in

Section 2.1.1. Bulk inhomogeneities, however, cannot be modeled under the previous

formulation and require alternative approaches, such as finite-difference time-domain

60



(FDTD) methods, and FEA methods [31,49].

2.5 Summary

This chapter introduces basic principles of acoustic theory – including propagation,

attenuation, and scattering. Descriptions of pulsed wave operation and transducer

element beam patterns are also detailed. From these fundamental concepts, analysis

of transducer arrays and phased array beamformation is presented. Lastly, the inter-

action of these various physical factors on system pulse-echo operation is examined.

The resulting analytical framework is employed throughout this thesis in the design

and quantitative evaluation of diagnostic ultrasound instrumentation.
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Chapter 3

Transcranial Velocimetry

Constraints

3.1 Anatomical and Physiological Considerations

3.1.1 Cerebrovasculature

Brain tissue is fundamentally reliant on uninterrupted and sufficient oxygenation.

Blood flow requirements for the brain, relative to other organs, are considerable.

Under resting conditions, the brain accounts for almost 20% of bodily oxygen demands

[50, 51]. The cerebrovascular anatomy is composed of multiple redundancies, known

as collaterals, such that adequate perfusion can many times be maintained in the

event of inadequate flow through a single vascular route (e.g., due to blockage or

stenosis) [52].

The main anatomical structure of the cerebrovasculature is the Circle of Willis, as

depicted in Figure 3-1. The Circle of Willis is composed of the left and right branch

pairs of the anterior cerebral artery (ACA), terminal internal carotid artery (TICA),

posterior cerebral artery (PCA), posterior communicating artery (PCoA), middle

cerebral artery (MCA), and the non-paired anterior communicating artery (ACoA),

and basilar artery (BA). The TICA is the distal segment of the supraclinoid internal

carotid artery (ICA) just proximal to its bifurcation into the ACA and MCA. For
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each cerebral hemisphere, under standard anatomic and non-pathological conditions,

the MCA and ACA are supplied by the ipsilateral ICA. The left and right PCAs

are supplied by the BA and flow through the communicating vessels (i.e., ACoA and

PCoA) is generally minimal. Abnormalities in the anatomy of the cerebral vessels is,

however, extremely common and considerable [6].

Figure 3-1: Anatomical structure of the cerebrovasculature. Adapted from [6,53,54].

Anatomic variation – including vessel caliber, course, and origin – and knowledge

of the most frequent deviations – must be recognized when identifying vessels during

TCD evaluation. Aspects of vessel identification are summarized for the major in-

tracranial vessels in [12, 55]. The reliability of vessel identification techniques varies

among the intracranial vessels, with the highest accuracy of identification occurring

for the ipsilateral MCA.

The left and right MCAs – the primary vessels of interest for this work – supply

blood to the lateral surface of each cerebral hemisphere and carry the vast majority

of blood leaving the Circle of Willis (≈ 80%) [56]. From its origin as a continuation

of the left or right TICA, the ipsilateral MCA courses laterally (i.e., away from the

cerebral midline) and slightly anteriorly [55]. The proximal portion of the MCA,

known as the M1 or sphenoidal segment, gives rise to numerous small lenticulostriate

perforators and has a normal mean diameter of 2.5 to 3.8mm [57,58]. The distal M1
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segment furcates – typically a bi- or trifurcation – into the MCA M2 branches, which

course 90◦ superiorly and posteriorly into the Sylvian fissure [6, 55].

The MCA – along with its branches – is normally the only vessel perceptible

from the TAW using TCD sonography between insonation depths of 25 to 50mm [12].

Flow direction of the ipsilateral MCA is generally toward the transducer, which is also

observed for the PCA. To distinguish the MCA from the PCA, it is useful to trace

the MCA extent with increasing depth to the TICA bifurcation, which is identified

by bidirectional flow at an insonation depth of 55 to 65mm. MCA flow velocities are

typically slightly larger than those obtained at the ACA and are generally at least 25%

larger than PCA flow velocities. Finally, upon compression of the ipsilateral common

carotid artery under normal cerebrovascular anatomy, flow in the MCA and ACA

is temporarily obliterated or severely diminished while flow in the PCA is relatively

unaffected [6].

Cerebral blood flow velocity (CBFV) measurements are generally characterized

by a set of clinically relevant parameters, particularly peak systolic velocity (PSV),

end diastolic velocity (EDV), and time mean velocity (MV). Time mean velocity

carries the highest physiological significance as it most closely correlates with cere-

bral perfusion. Certain applications of TCD, however, rely on the complete time

domain velocity waveform for adequate temporal resolution of cerebral hemodynam-

ics [6]. Flow velocity measurements in TCD sonography are generally referenced to

the velocity envelope – corresponding to blood flow velocity in the vessel centerline.

Spectral distribution characteristics may also be assessed – particularly during the

detection of turbulent flow [55].

TCD examinations commonly include bilateral evaluation. Although the cere-

brovasculature is ostensibly similar on either side, moderate differences in velocimetry

data for each cerebral hemisphere often occur, especially in the presence of pathology.

Differences between the left and right hemispheres should not be considered abnormal

unless they exceed 30% [59].

Table 3.1 gives typical dimensions and flow velocity values for the M1 segment of

the MCA in adult subjects.

65



Table 3.1: Summary of normal adult anatomical values and flow velocities for the M1
segment of the MCA [6,12,57,60].

Insonation

Depth [mm]

Segment

Length [mm]

Diameter

[mm]

MV ± σMV

[cm/sec]

PSV ±σPSV
[cm/sec]

EDV ±σEDV
[cm/sec]

30 – 60 16.2 2.5 – 3.8 65± 17 94± 23 46± 12

It is customary to assume that Doppler angle (θD) is approximately 0◦ when

performing non-imaging (i.e., “blind”) TCD examinations because the exact angle

between the ultrasound beam and intracranial vessel segment is unknown. For MCA

insonation, θD is commonly thought to be moderate. Due to a cosine dependence,

|θD| < 20◦ results in maximum velocity underestimation of ≈ 6%. Color flow imaging

(CFI) capabilities in transcranial color-coded sonography (TCCS) systems, however,

facilitate direct measurement of Doppler angle and thereby enable angle correction of

flow velocities.

Validation studies suggest that Doppler angle is generally unpredictable and often

significantly larger than conventionally assumed [18, 61, 62]. For transtemporal in-

sonation of the MCA, one study yielded mean Doppler angle of 33◦± 15◦ resulting in

average peak systolic flow velocity underestimation of 15% [61]. A similar study found

that angle corrected MCA velocities were 25 to 50% higher than uncorrected values

in 20% of subjects and > 50% higher than uncorrected values in 6.7% of subjects [63].

Such significant discrepancies in CBFV data from single element TCD instru-

mentation lead to lower diagnostic sensitivity in certain pathologies – compared to

TCCS instrumentation [2]. However, angle correction via planar TCCS imaging may

still result in underestimation of flow velocity due to the three-dimensional course of

intracranial arteries [2].

3.1.2 Cranial Acoustic Windows

Acoustic access to the intracranial cerebral vessels is facilitated by the occurrence of

anatomical features – relative thinning of cranial bone or natural foramina – known
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as cranial acoustic windows [20]. In general, three primary cranial acoustic windows

are used in TCD sonography: the transtemporal, transorbital, and transforaminal

acoustic windows. Insonation of the MCA is normally accomplished through the

transtemporal acoustic window (TAW), which is considered in detail.

The TAW is located near the temple region and exists due to regions of thinning in

the suprazygomatic portion of the temporal bone, which allows favorable transmission

of acoustic energy at reduced attenuation. Despite the relative thinness of temporal

bone within the TAW, considerable signal attenuation does occur, with attenuation

extent being largely dependent on bone thickness. A patent TAW allows insonation of

the ipsilateral TICA, ACA, MCA, PCA, ACoA, and PCoA under favorable anatomic

conditions [64]. The TAW is further subdivided into four regions, known as the

posterior, middle, anterior, and frontal temporal acoustic windows, as illustrated in

Figure 3-2.

(a) Relative position of the transtempo-

ral acoustic window (sideview).

(b) Window dependent transducer an-

gulation (topview).

Figure 3-2: Depiction of the posterior (P), middle (M), anterior (A), and frontal (F)
temporal acoustic window regions. From [55].

Significant variation occurs in the precise location of patent TAW regions, there-

fore approximate locations as given. The posterior TAW, the TAW region with highest

patency rates and the largest spatial separation of the anterior and posterior circula-
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tions, lies directly anterior to the external auditory meatus and slightly superior to the

zygomatic arch [55]. The anterior TAW is roughly 3cm anterior to the posterior TAW

and slightly posterior to the frontal process of the zygomatic bone. A middle TAW is

located approximately midway between the posterior and anterior windows. Rarely,

a frontal TAW – located just anterior to the pterion – is also used for transtempo-

ral insonation [55]. Patent acoustic window regions are often fairly small and lateral

movement of the transducer by a few millimeters can greatly degrade received Doppler

signal levels [12]. The middle and anterior TAWs can generally achieve insonation of

the MCA with the transducer lying relatively flat against the skin surface. The poste-

rior TAW often requires anterior and superior beam angulation to achieve insonation

of the MCA [6].

The transmission of acoustic energy through temporal bone has been studied ex-

perimentally by Grolimund in ex vivo skulls [12]. Although analytical propagation

models are beneficial in understanding opposing design goals within an ultrasound

system, experimentation is the only suitable means of obtaining an accurate depiction

of tissue propagation losses due to a wide variability in cranial bone properties. The

Grolimund experiments employed a 16mm diameter circular transducer operating at

2MHz and used hydrophone measurements to determine receive intensities and beam

distortions following transmission through ex vivo skulls at the optimal temporal win-

dow – defined by the thinnest section of temporal bone. Receive intensities and beam

patterns were compared to transmission characteristics in the absence of inhomogeni-

eties (i.e., water medium). The degree of beam distortion due to refraction was shown

to depend highly on the variation of thickness within the cranial bone adjacent to the

transducer. Due to irregular thickness variations, observed refraction effects cannot

be corrected by physical transducer surfaces or lens structures. In the presence of

cranial bone, the mean change in intensity of the transmitted acoustic wave at the

thinnest temporal bone section was -7dB (i.e., 80% intensity reduction). Pulse-echo

operation is therefore expected to attain a reduction on the order of 14 to 20dB in

acoustic intensity due to the attenuative, reflective, and refractive effects of cranial

bone [6].
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A primary obstacle associated with TCD examination is the inability to obtain

a detectable received Doppler signal in approximately 5 to 10% of patients due to a

lack of patent acoustic window, unusual vessel position, or excessive vessel tortuosity

[9, 19]. The absence of a suitable TAW for MCA insonation was observed in 8.2%

of individuals in a validation study (occurring in 5.0% of subjects monolaterally and

3.2% of subjects bilaterally) [20]. Lack of a satisfactory TAW is inherently related

to increased temporal squama thickness, which has a mean value of 3.5mm at its

thinnest region, and is notably more prevalent in non-white races and females (12.1%

TAW absence in females, 5.6% TAW absence in males) [6, 65].

TAW patency is further affected by a number of bone pathologies, including hy-

perostosis, which causes localized increases in cranial bone density and thickness [55].

Age has also been shown to have significant influence on TAW patency, with 5.1% of

patients under the age 65 lacking an acceptable TAW, as opposed to 14.1% of patients

age 65 and older [20]. Age dependent effectiveness is a major concern for the clinical

use of TCD sonography since rates of cerebrovascular related pathologies increase in

elderly populations.

Duplex instrumentation (i.e., TCCS) offers several advances to conventional TCD

methods – particularly angle correction capabilities and improved operator aware-

ness of anatomical context. However, TCCS is associated with decreased rates of

transtemporal patency, further complicating broad acceptance of transcranial sonog-

raphy methods within the medical community [2, 62].

Ultrasonic contrast agents can be used to improve TAW patency by enhancing

the effective scattering coefficient of blood, but invasive administration – requiring

intravenous injection – and significantly lower cavitational thresholds thereby com-

plicate the evaluation process and yield additional safety concerns [21,25]. Increased

echogenicity due to administration of contrast agents is dose dependent and limited

to short time intervals (≈ 60 to 300s), thereby precluding their use in extended mon-

itoring applications [66, 67]. The use of ultrasonic contrast agents is not considered

in this work.

During prolonged TCD monitoring, a headframe can be employed to hold the
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transducer in position after an acceptable Doppler signal is obtained. Patient move-

ment – or other sources of motion – can cause probe misalignment and a consequent

degradation in Doppler signal strength. The frequency of probe displacement ef-

fects is highly dependent on measurement application, being more problematic in

prolonged evaluation of non-comatose patients. Transducer position and angulation

must therefore be regularly optimized to ensure adequate alignment and measurement

accuracy [6, 11].

3.2 Acoustic Safety Considerations

Although diagnostic ultrasound is generally considered a low-risk measurement modal-

ity, analysis of acoustic bioeffects should be considered to ensure safe and effective

use. Various governmental and professional standards, particularly from the United

States Food and Drug Administration (FDA), American Institute of Ultrasound in

Medicine (AIUM), and British Medical Ultrasound Society (BMUS), have been es-

tablished to quantify safe operating regimes and thereby limit the potential of patient

harm [6,68–70].

Safety guidelines are particularly meaningful for the continuous TCD monitor-

ing applications of this work, due to prolonged examination duration, high acoustic

absorption in bone, and the acoustic output power necessary to achieve adequate

insonation of the intracranial vessels. Ultrasound induced bioeffects can be broadly

divided into thermal and nonthermal categories. Specific limits exist for each phe-

nomenon and potential for tissue damage is expected only when ultrasound exposure

thresholds are exceeded.

Thermal effects (i.e., tissue heating) are related to the conversion of acoustic

energy into heat and are therefore dependent on time-average intensity measures

and tissue absorption factors. A thermal index is used to predict the rise of tissue

temperature in ◦C under worst case conditions. Due to the presence of cranial bone at

the tissue surface, the relevant thermal parameter for transcranial applications is the

thermal cranial index (TIC) [25]. Heating of cranial bone due to absorption results
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in secondary heating of adjacent brain tissue via heat conduction. The AIUM and

BMUS recommend limiting TIC < 2.0, which is similar to the global TIC limit in

commercial TCD systems [6, 71].

TIC is directly related to acoustic power and can be expressed as:

TIC =
W0

8

√
π

Aap
(3.1)

where W0 is time-average acoustic source power (measured in W) and Aap is the active

aperture area (measured in m2) [6, 25].

Time-average acoustic output power W0 can be determined for a gated sinusoidal

excitation waveform by the expression:

W0 = Aap
p2

0

2Z

MTe
TPRP

(3.2)

where p0 is the surface pressure amplitude and Z is the characteristic acoustic impedance

of the propagating media.

Nonthermal effects – primarily cavitation (i.e., collapse of gas bubbles within the

medium) and acoustic streaming (i.e., steady fluid current due to nonlinear absorp-

tion) – are influenced by peak rarefaction pressures within the acoustic field. Nonther-

mal effects are characterized by the mechanical index (MI), an attempt to indicate

the probability of mechanical damage in a nonthermal process, is given by [68]:

MI =
prar,max

1000
√
fe

(3.3)

where prar,max is the derated (i.e., accounting for soft tissue attenuation) spatiotem-

poral peak rarefactional pressure (measured in Pa) and fe is the excitation frequency

(measured in Hz). Safety guidelines suggest, in the absence of ultrasound contrast

agents, that MI < 1.9 [68]. Using a typical 2MHz excitation frequency, this re-

sults in a maximum rarefactional pressure of 2.7MPa (neglecting derating). For most

TCD applications, TIC is a more restricting limitation and operational MI values are

considerably below their threshold values. Because MI is computed without account-
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ing for the significant attenuating effects of cranial bone, in situ MI values can be

expected to be considerably reduced in practice [6].

FDA guidelines limit the spatial-peak-temporal-average intensity ISPTA (as de-

fined in Section 2.1) for diagnostic ultrasound uses to < 720mW/cm2 (for devices

following the output display standard) [68]. ISPTA is dependent on spatial-peak pres-

sures – influenced primarily by transducer characteristics, excitation amplitude, and

transmit duty cycle (i.e., relative temporal extent of the excitation waveform to the

pulse repetition period). In conventional single element TCD systems, ISPTA con-

straints are not typically a limiting factor for diagnostic operation. Under acoustic

focusing – such as phased array operation – focal gain (Gf > 1) yields increased

peak intensities for a given acoustic output power. Therefore, ISPTA limits may be

more constraining than other acoustic safety indices – especially for shallow depths

of insonation where focal gain is maximal.

A basis of ultrasound safety is prudent use of the ALARA principle (i.e., “as low

as reasonably achievable”). This principle states that acoustic output power should

always be the minimal level necessary to achieve adequate diagnostic information.

The ALARA principle is utilized in TCD evaluations by the initial use of moderate

power levels during cranial window location. If adequate Doppler signals cannot be

obtained, the operator increases acoustic output power levels toward their limiting

values and repeats the vessel location procedure. In accordance with the ALARA

principle, once the optimal cranial window is localized and a sufficient Doppler signal

obtained during examination, acoustic output power should be reduced to the minimal

level achievable without discernible degradation to Doppler signal fidelity [6].

Current safety index models do not account for duration of exposure. As ul-

trasound monitoring paradigms shift – especially toward prolonged monitoring ca-

pabilities – exposure standards may adapt to account for this modified use cases.

Because ultrasound exposure guidelines do not yet exist for extended monitoring, a

conservative interpretation of the current standards will instead be accepted. Such

interpretation is commiserate with existing commercial TCD systems, which can be

used for continuous monitoring [71].
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Maximum acoustic index values for the prototype TCD systems developed in this

work are given in Table 3.2.

Table 3.2: Prototype TCD system maximum global acoustic indices [6].

Parameter Accepted Safe Limit Prototype Device Limit

TIC < 2.0 < 1.8

MI < 1.9 < 1.5

ISPTA < 720 mW/cm2 < 700 mW/cm2

3.3 Summary

This chapter introduces several fundamental limitations of CBFV estimation via

Doppler sonography methods. First, an overview of the cerebrovasculature is pre-

sented – detailing the relevant nominal vessel anatomy and flow velocity parameters.

For transtemporal insonation of the MCA, the effect of Doppler angle on measurement

accuracy is considered. Second, acoustic propagation through temporal bone and the

presence of cranial acoustic windows is examined. Finally, acoustic indices and safety

guidelines particular to transcranial operation are discussed; an appropriate set of

acoustic limits for prototype hardware is established.
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Chapter 4

Algorithm Development

4.1 Pulsed Doppler Operation

In a majority of TCD applications, the true clinical parameter of interest is cere-

bral blood flow (CBF). Doppler methods, however, yield flow velocities and – due

to anatomical constraints – diameter of the cerebral arteries cannot be measured

via acoustic means with sufficient accuracy to obtain absolute volumetric flow [55].

Nonetheless, Doppler ultrasound can provide a phenomenal representation of the dy-

namic progression of in vivo blood through the cerebrovasculature, which cannot be

acquired from any other noninvasive modality [6].

Although absolute CBF cannot be accurately measured in TCD sonography with-

out reliable vessel dimensions, relative changes in CBFV can be a surrogate marker

for CBF variation when changes in vessel lumen diameter are small (or otherwise

predictable). The MCA – and other major basal cerebral arteries – serve mainly as

conductance channels and are not significantly involved in the active regulation of

blood flow. Studies have shown that CBF, measured at the internal carotid artery

via electromagnetic flowmetry, and CBFV envelope, measured at the MCA via TCD,

are highly correlated for moderate changes in ABP [55,72].

Certain applications of TCD – notably emboli detection and vasospasm monitor-

ing – do not rely on the assumption of constant vessel diameter, but instead depend

on CBFV parameters directly as indications of pathology. Recognition of the un-
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derlying assumptions required by specific TCD applications is critical for the proper

interpretation of measurement data.

4.1.1 Velocity Estimation for a Single Scatterer

Pulsed wave (PW) operation exploits time encoding of scatterer spatial position.

In TCD sonography, exceedingly large amplitude reflections, due to the presence

of cranial bone and other axially distant stationary scatterers, can be neglected by

time gating the receive signal about the depth of interest and thereby achieving fine

axial resolution. Because receiver electronics must simultaneously detect low-level

signals from moving scatterers and high-level scattering from stationary tissue, PW

operation greatly reduces system dynamic range requirements by eliminating the

effect of scatterers outside the sample volume.

y

x

z

Transducer 

Surface

Acoustic

Scatterer

z0

θD

Figure 4-1: Coordinate system for analysis of PW velocity estimation [6].

At a basic level, scatterer velocity is determined by repeated pulse emissions and

comparison of received time shifts between adjacent pulses. The PW velocity estima-

tion algorithm is described for a single scatterer within a highly simplified framework

and then extended to an ensemble of scatterers. As shown in Figure 4-1, a scatterer

starts at depth z0 – relative to the ultrasound transducer surface – and moves with

a constant velocity vector ~v, where θD is the angle between ~v and the z-axis (i.e.,

the Doppler angle), vz = ~v cos θD represents the velocity component normal to the

transducer surface, and the scatterer is assumed to be along or sufficiently near the

z-axis (i.e., within the beamwidth of the transducer) [6]. Plane wave propagation of
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the incident and scattered waveforms is initially assumed for analytical tractability,

but later expanded within a realistic acoustic context.

The time-space relationship between a constant velocity scatterer and the periodic

transmit waveform is depicted in Figure 4-2.
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Figure 4-2: Time-space diagram of scatterer and pulse interaction.
Adapted from [6,33].

In Doppler sonography, M (i.e., number of cycles within the periodic basis func-

tion) is typically a moderate value (i.e., M < 20) corresponding to a range gate length

lg of several millimeters. Range gate length characterizes the instantaneous extent of

insonation depth:

lg =
Mc

2fe
(4.1)

Sample offset time Ts is defined as the delay between pulse emission and sampling

of the electrical receive signal. The sample depth zs is thereby expressed as:

zs =
Tsc

2
(4.2)

where zs is selected to correspond to the depth of interest – typically aperture focal

length in focused applications.

Sampling of the electrical receive signal eR (t) at sample offset time Ts is therefore

only affected by scatterers contained within the sample volume depth zsv:

zsv =

[
zs −

lg
2
, zs +

lg
2

]
(4.3)
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A single acoustic pulse emission eT0 (t) – the pulsed excitation basis function

described in Section 2.1.3 – is initiated at time te0 and travels outward from the

transducer with propagation velocity c. Scatterer and pulse front depth along the

z-axis are expressed as [6]:

zscatterer (t) = z0 + t |~v| cos θD = z0 + vzt (4.4)

zpulse (t) = c · (t− te0) ·Hstep (t− te0) (4.5)

where Hstep (t) is the Heaviside step function, given by:

Hstep (t) =

 0, t < 0

1, t ≥ 0
(4.6)

The scatterer and pulse front are spatiotemporally coincident at the interaction

time ti0, which results in the emission of a scattered acoustic wave and yields an

interaction time of:

zscatterer (ti0) = zpulse (ti0)→ ti0 =
z0

c− vz
+

c

c− vz
te0 (4.7)

Beginning at time tr0, a backscattered wave is received at the transducer. The

time delay between pulse emission and interaction is equivalent to the time delay

between interaction and pulse reception, leading to the relation [33]:

tr0 = te0 + 2 (ti0 − te0)→ te0 = tr0
c− vz
c+ vz

− 2z0

c+ vz
(4.8)

Due to periodic replication of the emitted pulse, a single pulse receive waveform

can be written in terms of the emitted pulse from the preceding pulse repetition:

eRn (t) = AReTn

(
t
c− vz
c+ vz

− 2z0

c+ vz

)
= AReT (n−1)

(
t
c− vz
c+ vz

− 2z0

c+ vz
− TPRP

)
(4.9)

where AR is an amplitude scaling coefficient – accounting for scattering strength,

78



attenuation, and other factors – and TPRP is the pulse repetition period (TPRP =

1
fPRF

).

By recursion to the initial pulse emission, the single pulse receive waveform due to

the nth pulse repetition can described in terms of the pulsed excitation basis function:

eRn (t) = AReT0

(
t
c− vz
c+ vz

− 2z0

c+ vz
− nTPRP

)
(4.10)

Summation of the single pulse receive waveforms over all pulse repetitions yields

the electrical receive signal eR (t):

eR (t) =
∞∑
n=0

eRn (t) (4.11)

Sampling eR (t) at the pulse repetition frequency (i.e., one sample per pulse period)

with a constant sample offset time Ts – corresponding to the desired sampling depth

zs – yields a discrete-time receive sequence x [n]:

x [n] = eR (nTPRP − Ts) (4.12)

To avoid time aliasing, the pulse repetition frequency must be selected such that

received signals from adjacent pulse repetitions do not overlap in time. Under this

fPRF requirement, the nth sample is determined solely by the nth single pulse receive

waveform:

x [n] = eRn (nTPRP − Ts) (4.13)

Without loss of generality, the pulsed excitation basis function is expressed as a

gated sinusoid to facilitate spectral analysis of the receive sequence x [n]:

eT0(t) =
∏(

t

TeM
− 1

2

)
sin (2πfet) =

 sin (2πfet) , 0 ≤ t ≤ TeM

0, otherwise
(4.14)

Using the basis function expression, the receive sequence can be solved for explic-
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itly.

x [n] = AReT0

(
nTPRP

c− vz
c+ vz

− nTPRP −
2z0

c+ vz
− Ts

c− vz
c+ vz

)
(4.15)

Defining a constant phase term ψe:

ψe = 2πfe

(
2z0

c+ vz
+ Ts

c− vz
c+ vz

)
, (4.16)

yields a reduced form of the expression:

x [n] = −AR sin

(
4πfeTPRPvzn

c+ vz
+ ψe

)
(4.17)

Therefore, under the simplified framework presented, sampling the electrical re-

ceive signal eR (t) at the pulse repetition frequency yields a frequency spectrum with

energy concentrated at the Doppler frequency fd:

fd = ± 2fevz
c+ vz

≈ ±2fevz
c

(4.18)

Pulse repetition frequency limits exist in order to ensure aliasing is prevented

throughout the velocity estimation procedure. To avoid aliasing in the frequency do-

main, a minimum pulse repetition frequency fPRF,min is determined by the maximum

scatterer velocity magnitude.

fPRF,min =
4fevmax

c
(4.19)

This restriction permits scatterer velocity to vary within [−vmax, vmax] without risk of

frequency aliasing. A priori knowledge of scatterer velocity (e.g., absence of negative

flow) can be used to extend acceptable flow velocities to larger values without accuracy

degradation – via non-symmetric interpretation of spectral data. Pathological blood

flow is, however, often notably distinct from normal flow patterns, which cannot

generally be presumed. In TCD applications, flow direction is highly dependent on

anatomical factors – transtemporal insonation typically yields positive flow velocities

for the ipsilateral MCA and negative flow velocities for the ipsilateral anterior cerebral
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artery.

As sampling depth zs increases, scattered energy from the sample volume takes ad-

ditional time to reach the transducer surface and therefore the rate of pulse emissions

(i.e., fPRF ) must decrease to avoid time domain aliasing:

fPRF,max =
c

2zs + lg
(4.20)

The preceding velocity estimation procedure is primarily founded on methods

introduced by Bonnefous and Pesque, which were later refined by Jensen [46,73] and

presented in [6]. Alternate velocity estimation methods are also commonly used,

including phase and autocorrelation-based techniques, presented in [32,74].

4.1.2 Velocity Estimation for an Ensemble of Scatterers

The velocity estimation methods initially presented for a single scatterer can be ex-

panded to practical acoustic contexts for a collection of scatterers. Recall from Equa-

tion 2.57 that the electrical receive signal eR (t) is established via convolution of the

PW transmit excitation waveform eT (t) with physical system characteristics – notably

transmit and receive transducer impulse responses g (t) and spatial impulse responses

h (t). Because the convolution operation is time invariant, the receive waveform from

stationary scatterer and time-shifted pulse emissions is unchanged – neglecting noise

effects.

If the effective pulse-echo spatial impulse response hPE (~r, t) is relatively constant

in magnitude for the range of scatterer positions, then scatterer waveforms can be

approximated solely by timing delays with no appreciable change in amplitude. For

scatterers confined to the sample volume depth range zsv and within a nearly constant

magnitude region of the pulse-echo beam pattern main lobe, the velocity estimation

procedure remains valid. As scatterers move away from the z-axis, the use of a single

Doppler angle θD becomes less valid due angular spreading. Such angle variation er-

rors, however, are fairly negligible in TCD insonation of the MCA, since the scatterers

are confined to a roughly 3mm diameter vessel at a sample depth of ≈ 40mm [6].
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For transducer arrays, where beam steering enables the main lobe to be offset from

the vector normal to the transducer surface, the coordinate system can be transformed

such that the z-axis corresponds to the beam steering angle, and θD is defined between

the steering direction and the scatterer velocity vector, thus approximating the phased

array as an equivalent steered element.

Because a linear system is assumed, velocity estimation analysis can be applied

to an ensemble of scatterers defined by a dynamic scattering field s (~r, t), where

each scatterer position is approximated using a scatterer velocity vector and previous

scatterer position:

~rn (t) = lim
∆t→0

~rn (t−∆t) + ~vn (t) ∆t (4.21)

One practical inconsistency with the velocity estimation analysis presented in Sec-

tion 4.1.1 is that constant scatterer velocity is maintained over all pulse repetitions,

but scatterers must remain confined to the sample volume depth range zsv and a

constant magnitude region of the pulse-echo beam pattern. These analytical limita-

tions present two major discrepancies. First, blood flow within major arteries is a

highly pulsatile phenomenon. Scatterer velocity is therefore grossly misrepresented by

a constant velocity approximation. Blood flow velocity can, however, be accurately

characterized as constant over a time interval of several milliseconds [75]. Second,

after sufficient time all scatterers with non-zero velocity will not be confined to the

sample volume depth range or a constant magnitude region of the pulse-echo beam

pattern.

These concerns can be mitigated by use of the spectrogram, known in the context

of ultrasound as the sonogram, which provides a time-varying spectral representa-

tion of the receive sequence x [n] through computation of the time-dependent Fourier

transform [76]. To determine the spectral content of x [n] for a particular sample in-

terval – corresponding to a time interval in eR (t) – the receive sequence is multiplied

by a window sequence.

For a sufficiently short window (i.e., on the order of several milliseconds in du-

ration), flow velocity characteristics and the pulse-echo spatial impulse response
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magnitude (across the length traveled by a scatterer) can be approximated as con-

stant [77–79]. For an ensemble of erythrocytes at in vivo concentrations and flow

velocities, there will still be a large number of scatterers entering and exiting the

sample volume depth range. From each pulse repetition, however, this number is a

slight fraction of the total scatterers within the sample volume and is neglected [6].

The spectral content of x [n] for arterial blood flow – even when utilizing short

window sequences – contains a wide distribution of frequencies, a result of radial de-

pendence of erythrocytic velocity. Within the circulatory system, blood flow is often

laminar (i.e., Reynolds number < 2000) and evidence of turbulence can be an indi-

cation of pathology (e.g., stenotic vessel). A notional scatterer velocity distribution

for laminar flow is depicted in Figure 4-3.

R
r v(r)

Vessel

Wall

Figure 4-3: Laminar flow velocity in a long, rigid tube. Adapted from [6,33].

The scatterer velocity profile for steady (i.e., non-pulsatile) laminar flow in a rigid

tube can be described by the Poiseuille relation, given by [33]:

v (r) = v0,max

[
1−

( r
R

)p0]
(4.22)

where r is radial position, R is tube radius, v0,max is maximum scatterer velocity, and

p0 is velocity profile order. Near an inlet, entrance effects tend to dominate thereby

yielding a flat velocity profile (p0 → ∞). For long tubes, viscosity effects establish

parabolic flow (p0 → 2). As indicated by Equation 4.22, a linear relationship exists

between v0,max and mean flow velocity.

In practice, blood vessels are elastic structures, rather than rigid tubes, and blood

flow is pulsatile, rather than steady. Scatterer velocity is therefore radially and tem-
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porally influenced. Using Fourier decomposition, scatterer velocities throughout pul-

satile flow can be analyzed from a set of Womersley equations, but require a number

of vessel specific parameters not generally available in a clinical setting [80,81].

Ideally, the spectral power at a particular Doppler frequency is proportional to

the number of erythrocytes within the sample volume moving at the corresponding

axial velocity. Formally, since the backscatter coefficient of blood is nonmonotonic

with hematocrit, this relationship is not valid for erythrocyte scattering (as described

in Section 2.1.1). However, because hematocrit is assumed constant throughout the

sample volume, the proportionality assumption is approximately valid. Therefore,

calculation of spectral mean Doppler frequency f̄d [n] can theoretically yield an accu-

rate representation of mean flow velocity v̄ [n] [6].

Spectral mean Doppler frequency f̄d [n] is computed by power-weighting the spec-

tral content of the time-dependent discrete Fourier transform (TDDFT) of x [n]:

f̄d [n] =

2π∫
0

λ|X [n, λ)|2dλ

2π∫
0

|X [n, λ)|2dλ
(4.23)

where X [n, λ) is the TDDFT of x [n] [76]. Recall that n is a sequence index corre-

sponding to continuous time sampling at tn = n · TPRP + Ts.

Doppler estimated mean flow velocity v̄ [n] is thereby expressed as:

v̄ [n] =
f̄d [n] c

2fe cos θD
(4.24)

Volumetric flow (e.g., CBF through the MCA) can be obtained by utilizing mea-

sured vessel diameter dv [n]:

q [n] =
πv̄ [n] d2

v [n]

4
=
πc f̄d [n] d2

v [n]

8fe cos θD
(4.25)

Equation 4.25 is not generally useful in clinical evaluation, since accurate vessel di-

ameter measurements are often unavailable in TCD applications.
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Finally, if vessel diameter is constant over the cardiac cycle, blood flow through

the vessel can be estimated to within a constant scale factor (i.e., q0). For a constant

vessel diameter, the linear relationship between volumetric blood flow and mean flow

velocity v̄ [n] facilitates changes in blood flow within the vessel of interest to be directly

monitored using CBFV measurements.

q̂ [n] =
πcf̄d [n] d2

v

8fe cos θD
= q0f̄d [n] (4.26)

4.2 Doppler Velocimetry Signal Processing

Signal processing is necessary to condition the received radio frequency (RF) echo

waveforms into meaningful velocimetry data. Developments in digital signal process-

ing electronics have enabled the practical realization of robust configurable processing

schemes primarily defined by system firmware.

The velocity estimation analysis presented in Section 4.1.2 was simplified for an-

alytical tractability. A practical velocity estimation signal processing scheme used

throughout this work is presented in Figure 4-4, where GAFE is the analog front-end

(AFE) amplifier gain, TADC is the analog-to-digital converter (ADC) sampling pe-

riod, w [n] is a windowing sequence, MD is the decimation factor, and FFT is the

fast Fourier transform operation. Alternative velocity estimation methods are often

used – especially in distinct applications like color flow imaging – and are described

in [32,33].

Hilbert

Transform
GAFE eR(t) ADC

TADC w [n]

↓ MD

x[n]

FFT X [r,k]

Figure 4-4: Velocity estimation signal processing block diagram.

The windowing sequence w [n] is used to segment the sampled data into fixed

length sequences. A decrease in window sequence length results in finer temporal

resolution, but also yields spreading of the Doppler spectrum – a phenomenon known
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as spectral broadening. By evaluating expected time-variation and frequency content

in realistic CBFV waveforms, a sufficient balance between time and spectral resolution

can be achieved through selection of w [n] length, denoted Nw.

Matched filtering is used subsequent to windowing to limit out of band noise and

interferers, thereby increasing signal-to-noise ratio (SNR). The SNR of the received

signal after filtering is theoretically maximized when the filter transfer function is

matched to the spectral content of the received signal. An optimal matched filter can

be implemented by defining the filter impulse response hbp[n] as the underlying pulsed

excitation basis function eT0 (t) sampled at TADC . Neglecting frequency dependent

attenuation and transducer bandwidth effects, the spectral envelope of the received

signal is therefore approximately equivalent to the band-pass filter transfer function

and SNR is maximal [6].

The Hilbert transform is used in Doppler processing to generate an analytic signal

(i.e., a complex valued signal composed of in-phase and quadrature data) from the

real valued receive sequence and is defined in the frequency domain as [76]:

HHT (ω) =


e+π/2, −π < ω < 0

e−π/2, 0 < ω < π

0, ω = −π, 0, π

(4.27)

In effect, the Hilbert transform implements a 90◦ phase shift to achieve in-phase

yI [n] (i.e., original real valued signal) and quadrature yQ [n] = yI [n]∗hHT [n] signals.

The analytic signal output of the Hilbert transform processing block is then formed

as yHT [n] = yI [n] + yQ [n]. As is evident from Equation 4.17, the baseband receive

sequence x [n] is a weighted summation of sinusoidal waveforms and thus yields a

symmetric spectra. The Hilbert transform dissociates this symmetry prior to deci-

mation by oppositely affecting positive and negative complex exponential components

such that spectral content corresponds to both flow velocity and flow direction – that

is, flow away from the transducer only yields spectral content at negative frequencies

and flow toward the transducer only yields spectral content at positive frequencies.

The baseband receive sequence x [n] is realized via decimation byMD = TPRP

TADC
. Due
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to this decimation factor relationship, the receive signal is consequently sampled at

TPRP . Because energy still exists over a wide spectral range, significant aliasing occurs

during decimation. Such aliasing does not, however, degrade the baseband signal as

it results in reinforcement of the main tone – and corresponding Doppler information

– by the secondary tones and equivalent Doppler content. Prior to decimation, the

sequence should be shifted by the sample offset Ts such that the baseband samples

correspond to scatterer interactions within the sample volume centered at the sample

depth zs [6].

Scattering from stationary tissue tends to dominate the receive signal spectrum.

Practical systems must therefore incorporate sharp high-pass filtering of the baseband

signal, often referred to as the wall or clutter filter, to attenuate the high amplitude

stationary reflections (i.e., spectral content at or near DC).

The FFT is used to implement the discrete Fourier transform, which allows compu-

tation of the processed receive sequence spectral content – and therefore the velocity

distribution of the scatterer ensemble. Characteristics of the frequency spectra are

highly influenced by window sequence length and an Nw-point FFT is generally taken

to compute spectral content – since, beyond Nw, higher-order transforms do not im-

prove spectral resolution. Temporal resolution and noise effects can be improved to a

degree by averaging overlapping data segments, rather than using adjacent segments,

known as Welch’s method.

The time-varying spectral information contained in X [r, k] is visually presented

using the sonogram, which depicts the Doppler spectral power within individual fre-

quency bins – nominally corresponding to the relative number of scatterers traveling

within a given velocity range – for each time segment by a gray scale or color inten-

sity. Assuming uniform insonation of the vessel cross-section, the approximate spatial

distribution of velocities across the vessel lumen can therefore be visualized.

4.2.1 Spectral Envelope Generation

The spectral mean Doppler frequency f̄d [n] is established in Equations 4.23 and 4.24

as the primary variable of interest. However, use of f̄d [n] in velocimetry estimation
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is only formally valid under a narrow set of demanding conditions [55]:

1. There are no vascular bruits or vessel wall movements.

2. The signal to noise ratio is sufficiently high.

3. The sample volume is centered on a straight segment of the artery.

4. There are no branches or adjacent small vessels within the sample volume.

5. There is minimal beam pattern variation over the cross-section of the vessel.

In clinical settings, most of these conditions are violated and the accuracy of

velocity measurements is therefore degraded. Consequently, TCD instrumentation

and most clinicians have adopted the Doppler spectral envelope fd,max – the maxi-

mum instantaneous Doppler frequency – as the relevant measurement parameter in

a majority of TCD applications.

The Doppler spectral envelope – and the related velocity envelope vmax – generally

corresponds to the velocity in the lumen centerline and under laminar flow is propor-

tional to mean flow velocity. As previously noted, arterial blood flow is pulsatile in

nature and is not entirely described by the Poiseuille relation – given in Equation 4.22.

However, the small diameter of the cerebral vessels – relative to other major arteries –

has a stabilizing effect on the velocity profile and experimental results have validated

the laminar flow approximation within the MCA [55].

Use of the Doppler spectral envelope fd,max – in place of the spectral mean Doppler

frequency f̄d [n] – yields a less sensitive, more robust characterization of CBFV in clini-

cal environments. Validity of f̄d [n] requires that the entirety of the vessel cross-section

is equally insonated – an unattainable condition in practice. Accurate application of

the Doppler spectral envelope fd,max, however, requires only that some portion of the

sample volume contains the region of maximal flow velocity vmax.

Robust generation of the spectral envelope under low SNR conditions, however, is

problematic and is itself an area of research. A variety of spectral analysis methods for

envelope estimation – including autoregression, singular value decomposition, neural
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network analysis, wavelet transformation, and Fourier analysis – are found in the

relevant literature [77,82–86].

Figure 4-5 displays simulated spectral content for parabolic flow under variable

SNR conditions with an underlying Doppler spectral envelope fd,max of 2.5kHz. In

Figure 4-5(a) – where SNR is 10dB – the transition from noise power to Doppler

flow power at 2.5kHz is visually apparent and readily estimated with minimal error

under a variety of spectral envelope estimation techniques. In Figure 4-5(b) – where

SNR is 2dB – the transition from noise power to Doppler flow power is less visually

discernible and estimation of the Doppler spectral envelope is highly variable and

method dependent.
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Figure 4-5: Simulated spectral characteristics of parabolic flow under variable SNR.

A simulated stationary Doppler signal with known spectral characteristics is gen-

erated and utilized as a reference sequence; white noise is added to enable assessment

under various SNR values. Fourier transformation – via FFT – and autoregression

(AR) – via Burg’s method – are employed for spectral evaluation. Spectral enve-

lope estimation is performed on the underlying spectra using the modified threshold

crossing method (MTCM) and the hybrid geometric method, described in [87,88].

Figures 4-6 and 4-7 present the mean and standard deviation of spectral envelope

bias for an underlying constant parabolic flow simulation with vmax of 100cm/s. Au-

toregressive spectral evaluation is computed for fixed model order (i.e., p = 8) and
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for the optimal Akaike information criterion (AIC) model order [89].
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(a) Fourier transform spectral generation.
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(b) Autoregressive spectral generation.

Figure 4-6: Simulated mean spectral envelope bias for vmax = 100cm/s under variable
SNR.
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(a) Fourier transform spectral generation.
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(b) Autoregressive spectral generation.

Figure 4-7: Simulated standard deviation of spectral envelope bias for vmax = 100cm/s
under variable SNR.

Over the expected range of CBFV values – specifically |vmax| ≤ 150cm/s – and

SNR values relevant to TCD sonography – specifically SNR < 20dB – autoregressive

spectral evaluation methods tended, on average, to yield significantly higher mean

and standard deviation of spectral envelope bias than FFT-based approaches. Ap-

plying Fourier transform spectral evaluation over the range of CBFV and SNR values,

the MTCM and hybrid geometric method yielded nearly equivalent mean normalized
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spectral envelope biases of 6.2% and 7.8%, respectively. MTCM evaluation, how-

ever, yielded significantly lower normalized bias variability than the hybrid geometric

method – specifically, σMTCM = ±3.6% and σGeo = ±6.1%. The MTCM for spectral

envelope estimation using FFT-based spectral evaluation is considered throughout

the remainder of this work.

The modified threshold crossing method (MTCM) is a simple iterative algorithm

based on the chi-square statistics of white noise spectra [82]. Starting from the edge

(positive or negative) of the power spectra, power samples in successive frequency

bins are compared to a threshold noise level (ψMTCM). If there are at least mMTCM

bins that exceed the threshold noise level ψMTCM in a sequence of rMTCM successive

bins (typically mMTCM = rMTCM = 2), the Doppler spectral envelope estimate f̂max

is taken as the highest bin frequency in the sequence [87, 88]. If a particular spectra

does not yield an adequate threshold crossing, f̂max from the preceding spectra is used

(i.e., zero-order hold). The threshold noise level ψMTCM is a scaled average of spectral

noise power from the edges of the power spectra (i.e., frequencies corresponding to

flow velocities outside an assumed physiological limit), where the theoretically optimal

scaling factor NMTCM is SNR dependent – NMTCM = 8 for 5dB < SNR < 13dB [87].

4.3 Power Mode Doppler Signal Processing

As described in Section 2.1.1, the relationship between the quantity of erythrocytes

within the sample volume and resultant backscattered power is exceedingly complex.

To first order, however, as the overlap between sample volume and vessel cross-section

increases, backscattered Doppler power consequently increases. Characterization of

Doppler power can therefore be valuable in certain TCD applications [17]. In this

work, Doppler power analysis is employed to guide algorithmic beamformation for

autonomous vessel location and tracking.

The Doppler power ratio Prel represents the degree of erythrocytic scattering and
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its relative direction within the sample volume:

Prel =

π∫
0

|X [n, λ)|2dλ

2π∫
π

|X [n, λ)|2dλ
(4.28)

where – as in Equation 4.23 –X [n, λ) is the TDDFT of the baseband receive waveform

x [n] after clutter reject filtering.

In regions with dominant positive flow, spectral power at positive frequencies

(0 < λ < π) greatly exceeds spectral power at negative frequencies (π < λ < 2π),

yielding large values of Prel (∼ 5 to 20 dB). For unidirectional positive flow, as

expected in TAW insonation of the MCA, spectral power at negative frequencies is

due entirely to system noise. Assuming frequency-independent baseband noise, mean

Doppler power ratio P̄rel thereby yields measurement SNR:

SNR =
(
P̄rel − 1

)/
2 (4.29)

Maximization of Prel through electronic beamformation therefore nominally yields

a sample volume with minimal negative flow, maximal vessel overlap area, and max-

imal SNR. In contrast to integrated Doppler power, a simultaneous ratio of powers

is employed to determine Prel. Values of Prel are therefore largely self-calibrated and

can be equitably compared throughout the focal region bounds without accounting

for focal depth, acoustic attenuation and reflection, transducer beam pattern, and

transmit power level.

4.3.1 Doppler Power Mapping

Doppler power mapping is employed in this work for autonomous localization of

CBFV. Mapping occurs as a two-step process: coarse vessel search and fine vessel

search. A coarse grid is initially defined over the entire volume of interest. For MCA

localization, the search region extent is confined to ±15mm in both lateral dimensions

and 40 – 65mm in depth. For each coarse grid position, the system dwells for a defined
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number of pulse repetitions. Following the dwell period, Prel is determined and the

system updates the beamformation coefficients to achieve focusing at the subsequent

coarse grid position. Spacing between adjacent coarse grid locations is limited to the

half-power main lobe beamwidth, such that undersampling of the volume is avoided.

At coarse grid locations yielding a Doppler power ratio above a specified threshold

value, a fine local grid is defined and the dwell process repeated. The Doppler map-

ping procedure returns the location corresponding to the global Doppler power ratio

maxima following local subsampling and redundancy checks – to ensure consistency

and signal integrity in identified high flow regions. Fine local search greatly improves

the minimum map resolution for a marginal increase in cumulative vessel search time.

Because the MCA – under standard anatomic configurations and non-pathological

conditions – is the dominant source of positive flow within the search region, the

search process infers a suitable focal location for MCA velocimetry – nominally with

full overlap of the vessel lumen and acoustic sample volume. Alternate objective

functions, search volume bounds, and vessel identification criteria can be utilized in

Doppler mapping to improve measurement robustness for various intracranial vessels

and monitoring applications.

4.3.2 Doppler Power Tracking

Vessel tracking is a continuous background process that defines a secondary (i.e.,

tracking) receive focus; the primary (i.e., hold) receive and transmit focal regions

remain coincident. The procedure steers the tracking receive focus at offsets from the

hold receive focus and compares the Doppler power ratio Prel of both receive paths. If

Doppler power ratio in the tracking receive path exceeds that of the hold receive path

for sufficient duration, the transmit and hold receive path focal points are updated.

A diagram of the vessel search and tracking processes is presented in Figure 4-8.

93



Vessel Search

(Coarse)

Vessel Search

(Fine)

Vessel 

Tracking

Hold

Path
Tracking 

Path

Figure 4-8: Doppler mapping vessel search and tracking processes.

Figure 4-9 presents a flowchart of the algorithmic vessel search and tracking pro-

cedures.
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Figure 4-9: Flowchart of vessel search and tracking algorithms.
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Tracking procedures enable the system to adapt to relative vessel motion and

simultaneously maintain uninterrupted CBFV monitoring. Limitations in tracking

robustness are highly dependent on the transmit half-power main lobe beamwidth

(≈ 2 to 4mm) and relative vessel movement dynamics. If vessel tracking fails to

maintain sufficient Doppler power ratio, the Doppler power mapping procedure is

repeated until a suitable vessel segment is located.

4.3.3 Multi-Gate Processing

Acoustic intensity – for both focused and unfocused apertures – generally diverges

axially more moderately than it does laterally. Multi-gate processing leverages this

aspect by defining multiple range gates during decimation – typically corresponding

to within the depth of focus (≈ 10 to 20mm). For a given focal region, this effectively

enables the system to achieve Doppler velocimetry operation at an arbitrary number of

finely spaced (e.g., ≈ 2mm) sample depths – although measurements are not generally

independent due to finite range gate length lg.

Multi-gate processing is utilized in Doppler power mapping to enable multiple

simultaneous search locations, thereby reducing cumulative vessel search time. In

Doppler power tracking, numerous range gates are employed in the hold and tracking

paths to increase effective tracking volume coverage. Multi-gate processing requires

per gate clutter filtering and Fourier transformation, thereby practically limiting the

viable number of range gates for given processing and communication resources.

4.4 Focal Correction

Transducer arrays, by employing timing delays, can achieve non-physically realizable

apertures and are thereby well suited for focal correction techniques, which are used to

restore coherence at the focal point following refraction and aberration induced beam

degradation [90]. By utilizing hydrophone-assisted phase correction (i.e., adjustment

of excitation phases based on hydrophone measurements when inhomogenieties are

present) on ex vivo skulls for a phased array operating at an excitation frequency
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of 0.74MHz, Clement and Hynynen were able to attain pronounced improvements to

beam pattern definition and focal intensity as compared to uncalibrated focusing for

the same acoustic output power [91].

Although hydrophone-assisted techniques are not applicable for in vivo measure-

ments, they validate the utility of focal correction methods in transcranial sonography.

For pulse-echo operation, simplified focal correction techniques can utilize reflected

echo timing to estimate skull thickness and – assuming known acoustic propagation

velocities – estimate the propagation delay from each element to the desired focus.

Focal correction of delay coefficients can subsequently incorporate these model-based

propagation times to increase in vivo focal intensity.

The coordinate framework for focal correction analysis due to bulk inhomogeneities

(e.g., cranial bone) is presented in Figure 4-10.
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( y0 , z0)
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( y2 , z2)

( y1 , z1)

θ3
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( y3 , z3) Focal

Point

Reflecting

Layer

Figure 4-10: Coordinate system for analysis of bulk inhomogeneities.

where – in this analysis – (y0, z0) corresponds to the center of the relevant trans-

ducer element and (y3, z3) corresponds to the desired focal point.

By Snell’s law, given in Equation 2.11, the lateral offset through each media section

– that is, ∆yi = yi − y(i−1) – can be determined iteratively:

∆yi =
ci∆y(i−1)∆zi√

c2
(i−1)∆y

2
(i−1) + c2

(i−1)∆z
2
(i−1) − c2

i∆y
2
(i−1)

(4.30)

Since (y0, z0) and (y3, z3) are known and propagation velocities are assumed – where

c1 = c3 correspond to soft tissue and c2 corresponds to cranial bone – the remaining
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media interface locations (y1, z1) and (y2, z2) are computed numerically.

After the geometry is known, determination of propagation delay from the trans-

ducer element to the focal point is determined:

∆t =
∑
i

√
∆y2

i + ∆z2
i

ci
(4.31)

Focal correction is simulated in a two-dimensional geometry with 8 transducer

elements using k-Wave [31]. Propagation-based correction directly utilizes observed

propagation delays from the transducer element to the desired focal point – similar to

the hydrophone-based methods in [91]. Echo-based correction estimates the reflecting

layer thickness via echo delay times and subsequently employs the analytical frame-

work given in Equations 4.30 and 4.31. The simulated two-dimensional heterogeneous

media consists of a 3mm external soft tissue layer, 4.5mm reflecting layer (i.e., cranial

bone), and semi-infinite internal soft tissue layer.

Figure 4-11(a) displays the temporal-average intensity for a focal point at (0,

35)mm in a homogeneous soft tissue media. Under fixed steering coefficients, the

inclusion of a reflecting layer to create heterogeneity has significant impact on the

temporal-average intensity distribution – as shown in Figure 4-11(b).

(a) Intensity in homogeneous media. (b) Intensity in heterogeneous media.

Figure 4-11: Effect of reflecting layer inclusion on temporal-average intensity with an
intended (0, 35)mm focus.

Propagation and echo-based focal correction methods are employed to reestablish
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the desired focal point at (0, 35)mm – as displayed in Figure 4-12.

(a) Intensity in propagation-based method. (b) Intensity in echo-based method.

Figure 4-12: Effect of focal correction methods on temporal-average intensity in het-
erogeneous media with an intended (0, 35)mm focus.

The propagation-based focal correction method increased focal point temporal-

average intensity by 0.7dB compared to the reference case given in Figure 4-11(b).

Similarly, the echo-based focal correction method increased focal point temporal-

average intensity by 0.3dB compared to the reference case.

The focal delay for each transducer element is given in Figure 4-13 for the reference

case – that is, assuming fixed propagation velocity throughout the heterogeneous

media – and for both focal correction methods. The propagation and echo-based

focal correction methods yield similar trends in element delay values.
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Figure 4-13: Transducer element focal delays in heterogeneous media with an intended
(0, 35)mm focus.
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Reflecting layer presence yields a limited impact on focal intensity in the reference

case for the intended (0, 35)mm focal point – primarily through the reduction of focal

length. Degradation of the beam pattern is particularly severe for off-axis focusing.

Figure 4-14 presents the temporal-average intensity for nominal focusing at (8, 35)mm

in homogeneous and heterogeneous media with fixed steering coefficients.

(a) Intensity in homogeneous media. (b) Intensity in heterogeneous media.

Figure 4-14: Effect of reflecting layer inclusion on temporal-average intensity with an
intended (8, 35)mm focus.

Employing focal correction methods yields a marked improvement in focal point

intensity, as shown in Figure 4-15.

(a) Intensity in propagation-based method. (b) Intensity in echo-based method.

Figure 4-15: Effect of focal correction methods on temporal-average intensity in het-
erogeneous media with an intended (8, 35)mm focus.

In Figures 4-14 and 4-15, transducer element pitch above the grating lobe thresh-
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old – detailed in Equation 2.51 – is utilized, yielding significant acoustic intensity

at the negative steering angle. Practical considerations regarding transducer array

design are explored in Section 5.2.

For off-axis steering – with an intended focal point at (8, 35)mm – the propagation

and echo-based focal correction methods both increase focal point temporal-average

intensity by 1.8dB compared to the reference case given in Figure 4-14(b).

Focal delays for off-axis steering are given for the reference case and both focal

correction methods in Figure 4-16. As expected, the propagation and echo-based

focal correction methods yield similar trends in element delay values.
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Figure 4-16: Transducer element focal delays in heterogeneous media with an intended
(8, 35)mm focus.

Although illustrative, the propagation-based method is unfeasible for in vivo mea-

surements, since it requires acoustic measurements at the focal point (i.e., within the

brain parenchyma). However, the echo-based focal correction method is realizable

with acoustic phased array instrumentation – via analysis of cranial bone reflection

characteristics. The echo-based method yielded similar simulated performance in

focal-coherence correction as the direct propagation delay method – although propa-

gation velocities were known a priori.

The coordinate system presented in Figure 4-10 and ensuing analyses were rele-

vant for two-dimensional geometries. However, the methods described can be adapted

to physical three-dimensional geometries through transformation of the coordinate
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system such that the revised z-axis corresponds to the beam steering angle. Focal

correction simulations assumed a cranial bone segment of fixed thickness and acoustic

phase velocity. For in vivo measurements, cranial bone thickness and acoustic phase

velocity vary over lateral extent – especially near the acoustic window location. Ad-

ditionally, the layered nature of cranial bone results in further inhomogeneity – and

likely reduces the effectiveness of focal correction methods [92].

4.5 Summary

This chapter introduces a PW velocity estimation technique and defines a capable sig-

nal processing architecture to accommodate non-stationary (i.e., temporally-varying)

scattering processes and spectral envelope generation under low SNR conditions. The

Doppler power ratio Prel is presented, which enables power mode Doppler signal pro-

cessing techniques – notably, Doppler power mapping and tracking. The realization

of practical mapping and tracking methods facilitates algorithmic vessel localization,

thereby reducing operator interaction during monitoring. Lastly, focal correction

methods are developed to increase acoustic focal intensity in the presence of tissue

inhomogeneities – consequently improving measurement SNR.
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Chapter 5

Discrete Phased Array System

Design

This work addresses the development of a wearable, highly-compact transcranial

Doppler (TCD) sonography system, particularly for middle cerebral artery (MCA) in-

sonation. The design of transducer geometries and electrical hardware must therefore

consider a variety of factors relevant to transcranial operation, specifically vascu-

lar and cranial window anatomy, blood flow characteristics, acoustic safety indices,

spectral analysis, and signal processing limitations – presented in Chapters 3 and 4.

5.1 System Architecture

Hardware development within this chapter utilizes discrete, commercially available

circuit components. This approach places considerable restrictions on viable hardware

architectures, since access to internal nodes and diversity in component configurations

is limited. A capable and robust discrete system architecture is shown in Figure 5-1.

Although the present discrete architecture is adequate in achieving necessary system

functionality, it does so in a considerably hardware inefficient manner – leading to

increased power dissipation, hardware dimensions, and instrumentation complexity.

Improvements to this basic architecture will be discussed in Chapter 8.
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Figure 5-1: Discrete phased array system hardware block diagram.

The discrete prototype contains multi-channel transmit and receive electronics,

enabling electronic beamformation via phased array operation. A two-dimensional

transducer array achieves volumetric acoustic focusing. Embedded transmit and re-

ceive beamformer processing, Doppler signal processing, and vessel location and track-

ing algorithms facilitate real-time operation with modest remote host communication

requirements and limited operator interaction. Digitally configurable power manage-

ment circuitry for battery powered operation and wireless remote host communication

interfaces permit untethered operation of the discrete prototype system.

5.2 Transducer Array Design

During transmission, transducer elements convert electrical excitation waveforms into

acoustic perturbations via the piezoelectric effect. During reception, transducer ele-

ments reciprocally convert acoustic vibrations at the transducer surface into low-level

electrical signals. Specifics of this conversion are highly dependent on transducer

design parameters, with transducer array implementations conforming to the desired

measurement application.

For insonation of the MCA through the temporal acoustic window (TAW), a

maximum sample depth up to 70mm is required. From Equation 2.39, the maximum

focal length lf,max achievable is approximated by the transducer aperture transition
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distance zr. To support focusing at greater insonation depths, a larger equivalent

aperture is necessary.

In acoustic imaging applications, synthetic beamforming techniques – notably syn-

thetic aperture sonography – rely on stationary media for focal superposition, which

permits the time-multiplexing of transceiver electronics among multiple transducer

elements. Doppler sonography applications, however, involve the characterization of

scatterer motion, which significantly diminishes scene coherence between adjacent

pulse transmissions and therefore greatly constrains the use of synthetic aperture

beamformation and electronic channel multiplexing. Synthetic aperture velocity esti-

mation has been demonstrated, but is limited in maximum sample volume and scat-

terer velocity and is therefore not considered in TCD sonography applications [93].

This work employs per transducer element transceiver electronics for a fully par-

allel and discretely practicable implementation of TCD sonography. Complexity of

transceiver electronics, transducer cabling, and power dissipation in battery powered

operation – among other concerns – therefore severely constrain transducer element

count.

Operating at an acoustic frequency of 2MHz requires approximately 1024 trans-

ducer elements to satisfy grating lobe pitch limits – given in Equation 2.51 – and a

desired maximum focal length lf,max ≈ 70mm. Beamformation capabilities – particu-

larly, steering angle magnitude, focal length, and element directivity – therefore yield

conflicting requirements for minimization of transducer element count.

Limiting steering angle magnitude to < 15◦ in both azimuth and elevation permits

a 64 element (i.e., 8 by 8) two-dimensional transducer array with Lx = Ly = 1.6mm,

kerfx = kerfy = 0.1mm, resulting in equivalent aperture dimensions Lx,eq = Ly,eq =

13.5mm, to achieve sufficient focal pressures for transtemporal insonation of the MCA.

At the steering angle limit of 15◦ and maximum focal length (lf = 70mm),

the steered aperture achieves focal pressure above that of an on-axis (i.e., man-

ually steered) single element transducer – with 13mm diameter (circular) planar

(unfocused) radiating surface, as commonly used in commercial TCD instrumenta-

tion [17, 23]. Although not imperative for the spectral envelope method described in
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Section 4.2.1, relatively uniform vessel insonation is generally desired in velocimetry

applications. For given equivalent aperture dimensions, half-power spot width ranges

from 2 to 3.5mm over focal length extent, which is consistent with the expected MCA

diameter of ≈ 3mm.

Figure 5-2 displays the relative acoustic pressure envelope of the phased array and

single element apertures for fixed acoustic output power.
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Figure 5-2: Comparison of acoustic pressure envelope for focused phased array and
unfocused planar element apertures.

As predicted by acoustic theory, notably Equations 2.38 and 2.37, phased array

operation yields reduced focal pressures at off-axis steering angles – due largely to

limited element directivity – and increased focal lengths – due largely to limited focal

gain. By restricting operation to modest steering angles (i.e., |φx| , |φy| < 15◦), the

prototype system provides decreased robustness to anatomic variation – particularly

regarding positioning of the acoustic window relative to the underlying cerebrovas-

culature. However, maintaining realistic bounds on discrete hardware complexity

facilitates in vivo human validation of the concepts presented in this work – albeit in

a subset population.

Designed transducer array dimensions do not satisfy the grating lobe inequalities

given in Equations 2.49 and 2.50. Therefore, the emergence of grating lobes is antici-

pated, as observed in the simulated results presented in Figure 5-3. The existence of
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grating lobes produces spatial aliasing that may alter perceived volumetric position

and combine backscattering from multiple regions at the same depth. These effects,

however, have minimal influence on the accuracy of MCA spectral envelope gener-

ation when the MCA is the dominant source of positive volumetric flow within the

sample volume. Such nonidealities in phased array beamformation will, nonetheless,

increase system dynamic range and clutter filter requirements – due to additional

received spectral energy from stationary scatterers.

(a) Intensity variation in the

xz-plane at y = 0mm.

(b) Intensity variation in the

xy-plane at z = 60mm.

Figure 5-3: Simulated intensity beam pattern in the xy and xz-planes for the designed
64 element transducer array with an intended (10, 0, 60)mm focus.

Figure 5-4: Custom two-dimensional transducer array for TCD instrumentation.

A custom two-dimensional 64 (i.e., 8 by 8) element ultrasound transducer array

was fabricated (XDR055, Sonic Concepts, Bothell, WA) according to the preceding

design parameters. The transducer array is shown in Figure 5-4, with array enclosure

dimensions of 2.5cm in diameter and 4.5cm in height.
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5.3 Electrical Hardware Implementation

The discrete prototype electrical hardware consists of interconnected circuit subsys-

tems, which are classified as:

� Power management and high voltage (HV) supply generation circuits

� Ultrasound transceiver (XCVR) and control circuits

� Field programmable gate array (FPGA)

� Microcontroller (MCU)

� Data storage and memory

� Communication interfaces

� Clock generation and management circuits

5.3.1 Power Management

The power management and HV supply generation circuity consist of a set of linear

and switching regulators. The linear regulators, TPS73701, TL1963A, LM2991SX,

TPS7A4701, TPS7A3301 (Texas Instruments, Dallas, TX), and MAX6126BASA25

(Maxim Integrated, San Jose, CA), are used to provide filtered, low-noise, and stable

operating voltages to electrical components. Analog components supplied by the

linear regulator outputs generally provide significant power supply rejection ratio

(PSRR) and power supply modulation ratio (PSMR) – on the order of > 40dB.

Therefore, moderate supply noise and spurious content can be accommodated with

minimal effect on system performance. Switched level implementation of the transmit

pulsers (i.e., explicit switching of the transmit node to the HV supply rails), however,

directly amplitude modulates HV supply noise into the signal path. Proper regulation

and filtering of the HV power supply rails (i.e., HVP and HVN) is therefore critical to

the realization of high signal-to-noise and distortion ratio (SNDR) system operation.

108



Switching regulators – LM2588SX, TPS54821, LM21215, and LM25576 (Texas

Instruments, Dallas, TX) – are used to increase supply voltages, invert supply volt-

ages, and power efficiently convert to reduced supply voltages. Digital potentiometers

AD5248 and AD5245 (Analog Devices, Norwood, MA) in the HV regulator feedback

paths enable digitally adjustable control of bipolar HV output levels according to

measurement conditions and predetermined transducer dependent acoustic limits.

Nominal switching regulator operating frequencies are selected to minimize fun-

damental and harmonic spectral content in the analog frequency band of interest

(≈ 1.8 − 2.2MHz). Switching regulator designs also support frequency synchroniza-

tion from a common clock. Power connections into to the power management subsys-

tem require a single 12 to 17V (nominally 14.8V) source, facilitating battery powered

operation.

A block diagram of the power management subsystem is given in Figure 5-5.
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Figure 5-5: Discrete phased array power management subsystem.
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5.3.2 Ultrasound Transceivers

A set of octal ultrasound transceivers (MAX2082, Maxim Integrated, San Jose, CA)

provides 64 channels of HV pulsers on transmit and 64 channels of transmit/receive

(T/R) switches, low-noise amplifiers (LNAs), variable gain amplifiers (VGAs), anti-

aliasing filters (AAFs), and analog-to-digital converters (ADCs) on receive. The HV

pulsers level shift digital excitation pulses from the FPGA output level to the HV

supply rails (i.e., HVP and HVN). These HV excitation waveforms are the electri-

cal driving signals for the ultrasound transducer array. Within the transducer array,

each element is connected to an independent HV pulser channel. The piezoelectric

transducer elements convert HV transmit pulses into acoustic energy, which is radi-

ated into the propagating medium. During transmit, the T/R switches – one per

transducer element – are open to protect sensitive receive electronics from HV pulser

signals.

During receive mode, acoustic energy is converted into a low-level electrical signal

at each transducer element. The T/R switches close, providing a low impedance

path to receiver electronics. LNA gain, filtering bandwidth, and ADC parameters

are configured for application specific functionality via a serial peripheral interface

(SPI) bus from the MCU. Analog gain blocks, specifically the LNA and VGA, help

to limit noise contributions – attaining a cascaded noise figure of 4dB – and realize

sufficient signal levels prior to digitization. Low-pass filtering in the AAF attenuates

high frequency noise and interferers such that frequency aliasing is minimized during

data conversion. ADCs transform analog signals into a 12-bit serialized low-voltage

differential signaling (LVDS) waveform for each channel. Serialized LVDS bitstreams

are transferred to the FPGA for further processing.

For single channel operation, a signal-to-quantization noise ratio (SQNR) of

≈ 70dB is expected. Correlation of quantization noise between channels is depen-

dent on channel-to-channel signal correlation. A common underlying acoustic energy

distribution defines the analog input to all channels of receiver electronics, receive

waveforms – and thereby quantization noise – are therefore expected to be highly
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correlated between channels. Thermal noise generated during energy transduction

and analog processing (i.e., amplification, filtering) is expected to be largely uncorre-

lated between channels.

Auxiliary gain control circuitry enables a wide range system gains, from 0 to

+45dB; VGA gain is set through a differential control voltage. Digital adjustment

of VGA gain – via an SPI bus from the MCU – is achieved using a digital-to-analog

converter (MAX5214, Maxim Integrated, San Jose, CA) and op-amp (MAX4477AUA,

Maxim Integrated, San Jose, CA) based single-ended to differential translation circuit.

5.3.3 Field Programmable Gate Array

The FPGA (XC7A200T-1FFG1156C, Xilinx, San Jose, CA) acts as an embedded

processing and control unit within the TCD ultrasound system. Pulse excitation

waveforms are generated in the FPGA transmit beamformer and relayed to the trans-

mit pulsers. Following signal conditioning and digitization, echo data is received and

deserialized by the FPGA. Receive beamforming is achieved in the FPGA via vari-

able length delay buffers and channel summation. Doppler signal processing is largely

realized in the FPGA due to high input and intermediate (i.e., after delay and sum

beamformation) data rates – >20Gb/s and >1Gb/s, respectively.

FPGA firmware is implemented using the Verilog hardware description language.

A block diagram of the FPGA digital processing subsystem is given in Figure 5-6.
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Figure 5-6: Discrete phased array digital processing subsystem.
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Multiplier blocks permit receive apodization, but are used solely for programmable

receive channel selection in this work. As discussed in Section 4.3.2, hold and tracking

receive paths are defined to facilitate real-time vessel tracking. Multi-gate decimation

for up to 8 range gates is employed to improve vessel search and tracking performance.

Following decimation, baseband data rates (∼ 5Mb/s) are amenable to commu-

nication with the MCU. A SPI interface between the FPGA and MCU allows for

sufficient bidirectional data transfer rates, up to 15Mb/s. A command interpreter

is designed within the FPGA to decode SPI commands from the MCU and appro-

priately set operating coefficients within the transmit beamformer, delay, multiplier,

and decimator modules. Data transfer commands received by the FPGA initiate

memory buffer reading within the SPI interface module and output baseband data to

the MCU. FPGA and MCU timing domains are connected using a first-in, first-out

(FIFO) memory structure with independent write and read clock domains.

5.3.4 Microcontroller

The MCU (LPC4357, NXP, Eindhoven, Netherlands) acts as a high-level controller

for the embedded system, determining acoustic focal points and beam steering coef-

ficients, configuration settings (e.g., HV power supply level, transmit pulser current

limits, VGA gain control, switching regulator operating frequencies), and modes of

operation. MCU firmware is implemented in the C programming language and utilizes

the LPCOpen driver libraries.

Processing of baseband Doppler data – including clutter reject filtering, Fourier

transformation, spectral envelope generation, and Doppler power ratio computation

– is divided between the embedded MCU and a remote host (i.e., server or personal

computer). During development, raw data is generally transferred to the remote host

for post-processing and algorithm refinement. As processing implementations become

stable, embedded computation is expanded and data transfer rates to the remote host

are reduced. To achieve sufficient data throughput, the LPC4357 MCU contains an

ARM Cortex-M4 central processing unit (CPU) for signal computations and an ARM

Cortex-M0 coprocessor for data transfer and low-level input/output (I/O) operations.
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An interface between the prototype system and a remote host is also necessary for

real-time data display and operator control of the system. A command interpreter is

implemented on the MCU to manage and respond to communication with the remote

host.

5.3.5 Data Storage and Memory

Data from the MCU can be stored to volatile SDRAM (MT48LC4, Micron Technol-

ogy, Boise, ID), non-volatile flash memory (S25FL256S, Spansion, Sunnyvale, CA),

or a removable secure digital (SD) memory card. Additionally, the MCU contains

both SRAM (136kB) and flash memory (1MB). During typical operating modes,

data is output to a remote host for display and is stored in the host system. For such

streaming modes, on-board SRAM and SDRAM provide adequate bandwidth and

data capacity to achieve real-time operation. Future modes of operation – such as

exclusion of the remote host and embedded data capture – can utilize the on-board

large capacity SD memory format.

Additional flash memory (N25Q128, Micron Technology, Boise, ID) is required to

store the FPGA binary file. During system initialization, the FPGA loads its config-

uration settings from the non-volatile flash memory. Firmware updates are achieved

by overwriting the MCU and FPGA flash memories through separate programming

interfaces.

5.3.6 Communication Interfaces

Communication between hardware subsystems spans a wide range of complexity and

throughput. Low-level control of components is achieved using inter-integrated cir-

cuit (I2C), universal asynchronous receiver/transmitter (UART), and SPI buses. As

detailed in Section 5.3.3, an application specific SPI bus achieves sufficient bidirec-

tional transfer of operating coefficients and baseband data between the FPGA and

MCU.

A high-speed USB 2.0 interface exists between the MCU and remote host, which
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supports data rates over 50Mb/s. During development, this interface enables raw

data capture at the remote host – although requiring a wired interface.

For expanded functionality, a wireless Bluetooth low energy (BLE) interface (CC2541,

Texas Instruments, Dallas, TX) is also provided for communication to a remote host

or mobile device. Because the BLE interface supports significantly lower data rates

(≤ 2Mb/s), complete embedded processing is required to reduce data rates to accept-

able levels. Wireless data transfer is necessary for fully portable operation.

5.3.7 Clock Generation and Management Circuits

Phase noise performance is critically important in PW Doppler systems. The presence

of excessive phase noise results in spectral spreading of high-level tones from station-

ary scatterers, thereby obscuring low-level spectral energy (generally < −50dBc) from

moving scatterers. Phase noise – and its integrated representation, jitter – are often

dominated by clock generation and distribution circuitry.

Jitter is largely introduced into the system presented in Figure 5-1 at the ADC

sampling clock and transmit pulse generation clock. Root mean square (RMS) jitter

– generally the parameter of interest – accumulates, to first order, as the root sum

square of component jitter sources in a cascade. System clock management must

therefore minimize the largest contributing jitter sources and number of significant

jitter sources.

The clock distribution scheme – presented in Figure 5-7 – originates at a 32MHz

crystal oscillator (ASFL3-32.000MHZ, Abracon, Irvine, CA), which generates the

underlying ADC sampling clock. The sampling clock path also contains a clock dis-

tribution buffer (Si5330F-B00216, Silicon Labs, Austin, TX) to reduce clock loading

and skew between channels. Additional clocks (e.g., SPI interface clock, USB clock)

are generated within the FPGA or MCU via phase-locked loops (PLLs) and clock

divider logic.
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Figure 5-7: Clock generation and distribution subsystem.

For pulse-echo operation, the receive signal contains jitter contributions from both

transmit pulsing and receiver sampling. Inclusion of FPGA logic in the signal path

generally severely degrades jitter performance. However, separate clock routing struc-

tures in modern FPGAs can lead to tolerable jitter I/O values. Analysis of the pulse-

echo signal path results in RMS jitter tJ ≈ 30ps. Absolute frequency error and clock

drift have limited impact on system performance – since transmission and reception

timing are derived from a common clock source.

Total RMS jitter results in an upper bound on realizable carrier signal-to-noise

ratio (SNRc), defined in Equation 5.1.

SNRc,max = 20 log

(
1

2πfmaxtJ

)
(5.1)

where fmax is the maximum spectral tone present. For the clock generation presented,

this yields SNRc,max = 68dBc – where dBc emphasizes power level relative to a carrier

spectral tone (i.e., generally due to stationary tissue scattering). Although basic, the

preceding analysis suggests that jitter performance may have a moderate – but limited

– impact on system noise performance. Single channel operation is described in the

preceding analysis. Correlation of jitter sources between channels is expected due to

a single PLL employed within the FPGA, but differences in routing and sensitivity

to switching noise is not easily assessed.

5.4 System Integration

Electrical hardware is interconnected on a 10 layer printed circuit board (PCB) with

dimensions of 16.5 x 14.5 x 2.5cm. The custom two-dimensional transducer array is

connected to the PCB via coaxial cabling, shown in Figure 5-8(a).
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The electrical hardware PCB is housed in a plastic enclosure – with dimensions

of 18 x 16 x 7 cm – that prevents contact to any electrical signal by the operator

and measurement subject. For wearable operation, the system electronics enclosure

includes a harness and is worn at the chest. The enclosure also incorporates a battery

pack (Li-ion 18650 14.8V pack, AA Portable Power Corp, Richmond, CA) compart-

ment. The wearable TCD instrumentation system is presented in Figure 5-8(b).

(a) Electrical hardware and custom

transducer array.

(b) Wearable prototype system.

Figure 5-8: Discrete phased array prototype system hardware (with plastic enclosure
lid removed).

The transducer array is affixed to the measurement subject using a headframe

and translation stage, as shown in Figure 5-9.

Figure 5-9: Headframe with transducer array translation stage.
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5.5 Summary

This chapter introduces a discrete phased array system architecture for TCD ve-

locimetry applications. A custom two-dimensional transducer array is designed to

support insonation of the MCA through the TAW at azimuth and elevation steering

angle magnitudes < 15◦. Implementation of electrical hardware supports 64 chan-

nels of digital transmit and receive beamformation, untethered (i.e., wireless, battery

powered) operation, and is realized in a compact form factor. A wearable prototype

system with electrical hardware and battery enclosure, headframe, and transducer

array translation stage is presented.
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Chapter 6

Discrete Phased Array System

Characterization

Although theoretical analysis and simulations are crucial during the design process,

experimentation is needed to characterize and validate the electrical and acoustic

performance of prototype TCD instrumentation. Specifically, the discrete phased ar-

ray system described in Sections 5.2 and 5.3 will be experimentally evaluated. The

transmit and receive signal paths are initially assessed separately. Functionality and

accuracy of the TCD sonography system are then characterized for pulse-echo oper-

ation by employing a water tank and Doppler flow phantom.

6.1 Transducer Electrical Characterization

The Butterworth Van-Dyke (BVD) model, presented in Figure 6-1, is used to char-

acterize the operation of a piezoelectric transducer near resonance, where C0 is a

parasitic electrical capacitance and Cm, Lm, and Rm model the motional impedance

of piezoelectric resonance [94].
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Figure 6-1: Butterworth Van-Dyke (BVD) lumped element circuit model.
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Figure 6-2: Transducer element extracted BVD capacitances.
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Figure 6-3: Transducer element extracted BVD motional inductance and resistance.
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Using electrical impedance measurements – in a water medium – and least-squares

numerical fitting, the BVD element model parameters can be extracted for each phys-

ical element in the transducer array – including coaxial cable loading. Figure 6-2

displays the extracted electrical parasitic and motional capacitance values for 32 el-

ements in the two-dimensional transducer array. Measured elements are randomly

chosen among two different physical arrays, with element samples 1 through 16 cor-

responding to unit XDR055-007 and element samples 17 through 32 corresponding to

unit XDR055-008. Similarly, Figure 6-3 displays the extracted motional inductance

and resistance values.

For measured transducer elements, model parameter values were moderately con-

sistent. Statistical characterization of the extracted BVD model parameters yields:

µC0 = 117pF σC0 = 2.3pF

µCm = 18.1pF σCm = 1.4pF

µLm = 191µH σLm = 16µH

µRm = 679Ω σRm = 82Ω

Acoustic resonance occurs when the reactance of the motional inductance Lm

and capacitance Cm are equal in magnitude. Resonant frequency f0 and half-power

bandwidth BW3dB are given by Equations 6.1 and 6.2.

f0 =
1

2π
√
LmCm

(6.1)

BW3dB =
Rm

2πLm
(6.2)

Variation of resonant frequency and half-power bandwidth are shown for mea-

sured transducer elements in Figure 6-4. Statistical characterization of the extracted

frequency parameters yields:

µf0 = 2.7MHz σf0 = 45kHz

µBW3dB
= 566kHz σBW3dB

= 60kHz
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Figure 6-4: Transducer element frequency characteristics.

Figure 6-5 compares the transducer element impedance magnitude for measured

and extracted BVD model data. Agreement between measured data and the BVD

model is observed.
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Figure 6-5: Comparison of measured and extracted BVD model transducer element
impedance.

Incorporating the effect of transceiver interface impedance, a normalized receive

transfer function magnitude |HRX | is shown in Figure 6-6. For the frequencies of

interest (i.e., ≈ 1.8 − 2.2MHz) and assuming single resonance, this results in sig-

nal attenuation of roughly 6dB relative to operation near the resonant frequency

(≈ 2.7MHz) – yielding considerable degradation in received signal level. The ob-
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served deviation in resonant frequency from the specified 2MHz value is presumably

the result of improper consideration of acoustic loading effects – that is, air versus

water acoustic media properties – during fabrication. Although nonideal, acceptable

operation for TCD sonography applications is nevertheless achievable.
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Figure 6-6: Normalized receive transfer function magnitude for extracted BVD model
transducer element with single resonant frequency.

6.2 Electrical Hardware Characterization

6.2.1 Power Management

Although mode dependent, power dissipation of the prototype TCD system is ∼20W

during typical operation, resulting in maximum battery powered operation of about 90

minutes. Power dissipation among electrical hardware subsystems is given in Figure 6-

7 – where analog front-end (AFE) includes the transmit/receive (T/R) switch, low-

noise amplifier (LNA), variable gain amplifier (VGA), and anti-aliasing filter (AAF).

Digital power is largely dissipated by the field-programmable gate array (FPGA) and

microcontroller (MCU).
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Figure 6-7: Discrete phased array system power dissipation.

Digital control of high-voltage (HV) power supply generation from ±6V to ±25V

is demonstrated in Figure 6-8. A minimum dropout voltage of 1.5V is maintained

over the entire range of HV supply settings to improve power supply rejection for HV

linear regulation.
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Figure 6-8: HV power supply rail digital control.

Despite consideration of free-running switching regulator operation, appreciable

baseband spectral energy – presumably due to nonlinear mixing of multiple indepen-

dent switching frequencies – severely degrades system operation. Through supply

synchronization via division of the underlying ADC sampling clock, spurious content

accumulates as a DC offset and is therefore attenuated by the clutter reject filter.

Compared to free-running switching regulation, implementation of synchronous sup-
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ply switching decreases integrated noise and distortion power by 37dB and reduces

the spurious-free noise floor by 50dB – as shown in Figure 6-9.
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Figure 6-9: Effect of switching regulator synchronization on baseband receive spectra.

6.2.2 Receive Path

An excitation frequency fe of 2MHz with six cycle gate period (i.e., M = 6), results in

a matched radio frequency (RF) bandpass filter (BPF) bandwidth of BWBPF,3dB =

fe
M
≈ 350kHz. Although the presence of interferers can be detrimental to Doppler

velocimetry accuracy, interferers occurring outside the bandwidth of the matched BPF

are highly attenuated and – assuming receiver saturation is avoided – have minimal

effect on system performance. The RF BPF impulse response can be modified to

further attenuate interferers by realizing higher order filtering.

The receive signal spectrum is given in Figure 6-10 for a −3dBFS (i.e., 3mV

amplitude for +45dB gain) sinusoidal input – with pulsing disabled and fixed low

impedance T/R switching. Integration of noise and distortion power over the BPF

bandwidth yields a carrier signal-to-noise and distortion ratio (SNDRc) of 62dBFS –

significantly lower than implied for 12-bit quantization and suggesting AFE output

noise degradation at high analog gain.

In this text, dBc designates spectral power relative to a specific carrier signal

and dBFS designates spectral power relative to a full-scale carrier tone. Values of

SNDRc and spurious-free dynamic range (SFDRc) can be quantified in units of dBFS
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and dBc and physically pertain to the relative power of high-level carrier tones – from

stationary scatterers, known as clutter – to noise power. Backscattered Doppler power

from moving scatterers is generally< −50dBc relative to these high-level carrier tones.

In constrast, values of system signal-to-noise ratio (SNR) quantify the relationship

between integrated Doppler power – due to moving scatterers – and integrated noise

power. System SNR during flow velocimetry is therefore typically several orders of

magnitude less than SNDRc measurements.
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Figure 6-10: Single channel receiver frequency spectrum for a −3dBFS amplitude,
2MHz frequency sinusoidal input.
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Figure 6-11: RF receive beamformation frequency spectra for a -3dBFS amplitude,
2MHz sinusoidal single channel input.

Following receive beamformation, a single channel −3dBFS input signal yields a

combined signal power of −39dBFS – due to 36dB beamformer gain for 64 chan-
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nel operation. Figure 6-11 presents the combined RF spectrum and demonstrates

satisfactory BPF performance – resulting in > 60dB rejection of out-of-band inter-

ferers. Spectral integration of the filter output over Nyquist-band yields an SNDRc

of 87dBFS (i.e., 51dBc), which has been established as adequate in commercial TCD

sonography systems [17].

Validation of analog gain control via digital-to-analog converter (DAC) output to

differential voltage translation is shown in Figure 6-12. For fixed LNA gain of 18.5dB,

total AFE gain is adjustable from +5dB to +45dB – yielding 40dB of gain control.
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Figure 6-12: Discrete phased array system AFE gain control.
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Figure 6-13: Discrete phased array system Hilbert transform delay.

Functionality of the Hilbert transform implementation is demonstrated in Fig-

ure 6-13. For a 2MHz sinusoidal input, Fourier analysis of the Hilbert transform

output yielded < 0.001◦ deviation from the nominal 90◦ phase shift. Accurate realiza-
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tion of the Hilbert transform results in minimal spectral leakage within the analytical

output signal.

Receive beamformer timing delay is assessed by comparing a variable delay output

signal to a fixed (i.e., undelayed) reference. The receive beamformer supports delays

up to 160 samples at a resolution of 31.25ns – due to the underlying 32MHz ADC

sampling clock.
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Figure 6-14: Characterization of receive beamformer timing delay.

Offset codes 0 to 128 were measured by iterating through adjacent channel pairs.

Offset codes 129 to 160 were measured between fixed channels with maximum sep-

aration (i.e., channels 1 and 64). Repeated measurements were highly consistent,

suggesting root mean square (RMS) jitter less than the resolution of the measure-

ment system (≈ 100ps) – as concluded in Section 5.3.7. Timing errors are predom-

inately due to printed circuit board (PCB) and FPGA routing skew. All measured

delay errors were < 5% delay resolution and therefore have negligible effect on system

performance.

6.2.3 Transmit Path

Similarly, transmit beamformer timing delay is assessed by comparing a variable delay

output signal to an undelayed reference. The transmit beamformer supports delays

up to 160 samples at a resolution of 31.25ns.
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(a) Relative transmit beamformer delay.
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Figure 6-15: Transmit beamformer timing delay characterization.

Offset codes 0 to 128 were measured with a constant reference (channel 1) and

iterating through all system channels. Offset codes 129 to 160 were measured between

channels 1 and 2. As in Section 6.2.2, repeated measurements were highly consistent

and suggest RMS jitter < 100ps within the TCD sonography system. Timing errors

are predominately due to PCB and FPGA routing skew. All measured delay errors

were < 10% delay resolution and therefore have minimal expected impact on system

performance.

6.2.4 Pulse-Echo Operation

Pulse-echo operation is validated for the complete instrumentation system using a

water tank and stationary acoustic reflector. Noise and distortion effects are most

pronounced in pulse-echo operation, since numerous additional mechanisms exist –

including Brownian motion associated with acoustic propagation and electromechan-

ical transduction, pulser output noise, and interferer coupling. Figure 6-16 presents

the baseband echo signal and resulting clutter reject high-pass filter (HPF) output.

Marked attenuation (> 90dB) of the stationary echo data is achieved via clutter

reject filtering. Integration of the baseband spectrum yields moderate SNDRc of

70dBFS (i.e., 45dBc) and exceptional SFDRc of > 105dBFS (i.e., > 80dBc).
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Figure 6-16: Baseband pulse-echo frequency spectra and clutter reject filtering.

Pulse-echo operation produced greater integrated baseband noise than initially

predicted. Assuming noise generation is dominated by transducer element motional

resistance and AFE electronics results in per channel AFE RMS output noise voltage

of 400µV for 350kHz bandwidth, which yields SNDRc of 70dBFS per channel and

88dBFS for the 64 channel system – assuming uncorrelated noise sources. Several

explanations for these discrepancies are probable – including significant noise corre-

lation between channels due to a common underlying transmit source, inadequate

modeling of physical noise processes (i.e., acoustic propagation and transduction),

insufficient power supply noise rejection, and signal attenuation due to off-resonance

transducer operation. High spectral purity of the low frequency energy in Figure 6-13

is indicative that jitter related performance limitations are minimal.

6.3 Acoustic Characterization

By employing a hydrophone (HNC-0400, ONDA, Sunnyvale, CA) and preamplifier

(AH-2010, ONDA, Sunnyvale, CA), acoustic pressures and their spatiotemporal de-

pendence can be evaluated. A three-dimensional hydrophone translation stage and

water tank with transducer bottom mount are utilized for experimental measure-

ments, as shown in Figure 6-17.
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Figure 6-17: Hydrophone pressure measurement experimental setup.

Figure 6-18 displays the simulated and measured on-axis temporal-peak acoustic

pressures for the transducer aperture during unfocused and focused operation. Focus-

ing achieves a 5-fold increase in acoustic pressure at the focal point – compared to the

unfocused pressure value. Pressure measurement trends agree well with simulation

values and suggest correct implementation of transmit beamformation. In certain

measurements, multiple hydrophone units are used to ensure measurement accuracy.

25 50 75 100 125 150

Axial Depth, mm

0.12

0.16

0.2

0.24

0.28

T
e
m

p
o
ra

l-
P

e
a
k
 P

re
s
s
u
re

, 
M

P
a

 Simulation

 Hydrophone [SN1170]

 Hydrophone [SN1128]
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Figure 6-18: Variation of simulated and measured on-axis temporal-peak acoustic
pressures for ±6V HV supply level.

Pressure magnitude at the last axial maximum pLAM facilitates evaluation of
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temporal-average acoustic output power POUT,TA. For ±6V HV supply level, pulse

repetition frequency fPRF = 10kHz, and pulse durationM = 6 cycles, yields temporal-

average acoustic output power POUT,TA = 31mW. From Section 3.2, these operating

parameters result in a thermal cranial index (TIC) of 0.5 – well below upper TIC safe

operating limit (TIC< 2.0).

Assuming on-axis focusing yields maximal focal pressure, hydrophone testing facil-

itates assessment of spatial-peak-temporal-average intensity (ISPTA) and mechanical

index (MI). Using a standard derating factor of 0.3dB · cm−1 ·MHz−1, Figure 6-19

presents on-axis ISPTA and MI variation for focused operation.
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Figure 6-19: Comparison of simulated and measured on-axis ISPTA and MI for ±6V
HV supply level, fPRF = 10kHz, M = 6 cycles.
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Figure 6-20: Dependence of HV supply level on normalized temporal-peak pressure.
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Dependence of temporal-peak pressure on HV supply level is given in Figure 6-20.

To maintain operation within acoustic safety limits, HV output level is limited to

±9V for focal depths > 35mm, fPRF = 10kHz, and M = 6 cycles.

Hydrophone testing is also used to evaluated acoustic output pressure due to indi-

vidually excited transducer elements. Figure 6-21 displays the on-axis temporal-peak

pressure of 16 transducer elements. Measurement values yielded more gradual depth

dependence than predicted by simulation, an effect likely due to adjacent element

coupling under physical single element operation. In contrast, simulation data as-

sumes a rigid baffle surrounding the radiating element. As established in Section 6.1,

inter-element variation is reasonably moderate.
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Figure 6-21: Variation of on-axis element temporal-peak pressure for ±6V HV supply
level.

6.4 System Validation

6.4.1 Flow Velocimetry

Characterization of the instrumentation hardware and signal processing methods are

experimentally validated for moving scatterers via flow phantom velocimetry. The

experimental flow phantom setup is presented in Figure 6-22. Blood mimicking fluid

is employed within the flow phantom to emulate the acoustic scattering properties of

blood and is composed of water and 30µm diameter alumina powder particles (AP300-

1, South Bay Technology, San Clemente, CA). The vessel phantom is constructed from
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6.35mm inner diameter vinyl tubing. A diaphragm pump (4008-101-E65, Shurflo,

Costa Mesa, CA) drives the blood mimicking fluid from the fluid reservoir through

the flow phantom. A flow regulator is used to control the volumetric fluid flow, which

is measured by an in-line flow meter (751021A08, King Instrument Company, Garden

Grove, CA).

Uniform insonation of the vessel phantom can be ensured – due to visible trans-

ducer alignment and controlled vessel phantom course – and the Doppler angle and

vessel phantom diameter accurately measured. Therefore, volumetric flow rate – or

equivalently, mean flow velocity – can be used to determine the accuracy of the proto-

type TCD velocimetry system. Although in vivo blood flow is pulsatile in nature, the

flow phantom setup of this work generates steady flow and thus prohibits evaluation

of time-varying flow accuracy.

The fluid reservoir and diaphragm pump are open air systems and the blood mim-

icking fluid is not degassed. The flow phantom pumping action results in substantial

generation of air bubbles, which likely dominate other scattering mechanisms. There-

fore, due to a lack of cranial bone and increased backscattering, baseband signal levels

under flow phantom testing are significantly higher (& 15dB) than expected in vivo

levels. Nonetheless, the flow phantom is suitable for demonstrating functional system

operation and validating Doppler velocity estimation techniques.
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Figure 6-22: Experimental flow phantom setup for evaluation of sonographic velocime-
try instrumentation [6].

Velocimetry accuracy is characterized by comparison of Doppler estimated mean

flow velocities to flow meter measurements over the range of anticipated in vivo flow
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velocities in the MCA. From Figure 6-23, it is evident that Doppler mean velocity

estimates are highly correlated to in-line flow meter data, which have been converted

to mean velocities using known physical dimensions and measured Doppler angle. A

12th order Chebyshev HPF is used for clutter rejection with a stopband frequency

corresponding to scatterer velocity of 4cm/s.
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Figure 6-23: Comparison of Doppler estimated and flow meter evaluated mean flow
velocities.

Normalized root-mean-square error (NRMSE) analysis is employed to assess esti-

mator performance over the complete experimental data set, as given by:

NRMSE =
1

v̄obs,max − v̄obs,min

·

√√√√ n∑
i=1

(v̄est,i − v̄obs,i)
2

n
(6.3)

where v̄est is the Doppler estimated mean velocity at each data point, v̄obs is the

observed mean velocity obtained from flow meter data, and n is the number of ex-

perimental data points. For the given data set, NRMSE is equal to 2.95%.

Alternately, Doppler velocity estimation accuracy can be characterized using the

difference parameter ∆v̄i = v̄est,i − v̄obs,i. For the given data set, a difference mean

of −1.7cm/s and difference standard deviation of 2.4cm/s were achieved. For the

discrete prototype TCD system, the realized degree of measurement accuracy suggests

clinically acceptable blood flow velocimetry [71].
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6.5 Power Mode Doppler Signal Processing

The experimental flow phantom setup is also used to validate power mode Doppler

operation – presented in Section 4.3. Figure 6-24 displays the baseband spectrum

for a constant flow velocity measurement. The Doppler spectral pattern exhibited in

Figure 6-24 characterizes the relative distribution of scatterer velocities – as discussed

in Section 4.1.2.
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Figure 6-24: Flow phantom baseband frequency spectra and clutter reject filtering.

Analysis of the flow phantom baseband spectrum yields a Doppler power ratio

Prel of 21dB and resulting SNR of 18dB – considerably larger values than expected

in human testing.

Validation of the Doppler power mapping technique can also be demonstrated via

flow phantom testing. A dwell period of 192 samples (i.e., pulse repetitions) results in

a Doppler mapping duration (i.e., coarse and fine search) of ≈ 15 seconds – including

redundancy checks. Although interpretation of the Doppler mapping data is generally

intended for algorithmic vessel localization, visualization of the coarse Doppler map

– presented in Figure 6-25 – can reveal features of the underlying environment. For

visual clarity, map intensity is normalized to the maximum Prel value within the

coarse Doppler map. Additionally, Prel values below a specified percentile are set to

transparent.
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Figure 6-25: Flow phantom coarse Doppler power map.

From Figure 6-25, a contiguous, relatively straight region of elevated Prel is ob-

served – corresponding to the vessel phantom segment. As predicted, grating lobe

generation yields spatial aliasing at steering angles negative to the flow region loca-

tion, although at reduced intensity.

The flow phantom of this work does not support relative movement between the

transducer array and vessel phantom. Doppler tracking procedures therefore were

validated solely within the context of human subject testing.

6.6 Focal Correction

An acrylic reflecting layer is affixed to the flow phantom setup between the trans-

ducer array and flow region. The resulting heterogeneous media therefore facilitates

validation of the focal correction methods presented in Section 4.4.

Each transducer element within the array is sequentially excited and the resulting

single channel receive waveform post-processed – via bandpass filtering and Hilbert

transform – to attain an amplitude mode (A-mode) scan line. Individual scan lines

characterize the local degree (i.e., at each transducer element position) of acoustic

scattering over axial depth. Further processing is employed to detect extrema along

each scan line and thereby compute discontinuity locations within the propagating

media, as displayed in Figure 6-26.
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Figure 6-26: Amplitude mode characterization of acrylic reflecting layer. Each trace
represents a single transducer element scan line.
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Figure 6-27: External and reflecting layer thickness at each transducer element.

From these discontinuity locations and presuming the propagation velocity within

media boundaries, external layer – that is, media adjacent to the transducer array

surface – and reflecting layer thickness are computed. As expected for the uniform

thickness acrylic reflecting layer, Figure 6-27 reveals highly consistent thickness esti-

mates at each transducer element location. After the geometry is known, propagation

delay from the transducer element to the focal point is determined – as detailed in

Section 4.4.

External layer and acrylic reflecting layer thickness are measured with calipers

(01407A, Neiko Tools, Gardena, CA), yielding Thext = 3.30mm and Thref = 6.35mm,
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respectively. Statistical characterization of estimated thickness values yields good

agreement with conventional measurement techniques:

µThext = 3.27mm σThext = 0.04mm

µThref = 6.39mm σThref = 0.17mm

A series of fifteen data sets are measured on the flow phantom both with and

without the use of focal correction methods. Focal correction gain is defined as

the relative increase in Doppler power ratio Prel between the focal corrected and

uncorrected data segments. Positive focal correction gain directly results in increased

measurement SNR, which is often a limiting factor in TCD sonography applications.

Figure 6-28 demonstrates significant utility in employing focal correction – an average

focal correction gain of 2.5dB is achieved over all trials. Similar focal correction gains

are observed in human test subjects – although with less consistency between trials

– and are presented in Section 7.5.
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Figure 6-28: Focal correction gain over repeated flow phantom trials.

6.7 Summary

This chapter presents electrical validation of the discrete prototype TCD system.

Transducer element impedance data is employed to extract an equivalent BVD el-

ement circuit model. Functionality of the analog receive path and digital signal
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processing blocks – including the RF bandpass filter, Hilbert transform, and beam-

former delay – is demonstrated. Following electrical testing, a hydrophone is used

to characterize acoustic pressures during transmit mode and ensure system operation

within accepted safety limits.

Instrumentation hardware and signal processing methods are experimentally val-

idated using a flow phantom. Doppler estimated flow velocity is shown to highly

correlate with flow meter data over the range of expected in vivo flow velocities in

the MCA. Doppler mapping is also realized and demonstrates the capability of proto-

type TCD instrumentation to localize regions of flow. Lastly, focal correction methods

are verified using an acrylic reflecting layer; considerable increases in Doppler power

ratio are achieved via focal correction techniques.
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Chapter 7

Discrete Phased Array System

Human Subject Validation

Human testing is performed to verify functionality of the discrete prototype system

under in vivo conditions – notably, cranial attenuation, cerebrovascular anatomy,

erythrocytic scattering, intracranial hemodynamics, and subject motion.

Testing is performed on healthy subjects with no known history of cerebrovascu-

lar pathology. Full ethical approval was granted from an affiliate ethics board (Mas-

sachusetts Institute of Technology Committee on the Use of Humans as Experimental

Subjects) and informed consent obtained for all human subject volunteers.

Real-time operation of velocimetry and power mode Doppler methods is demon-

strated. Velocimetric accuracy is evaluated with respect to a commercial single ele-

ment TCD system.

7.1 TCD Examination Procedure

The examination procedure introduced by Aaslid has been adopted as the standard

method for cerebral blood flow velocity (CBFV) evaluation using TCD sonogra-

phy [12, 13]. The introduction of power motion mode (M-mode) Doppler – referred

to as PMD – sonography has significantly altered the examination process due to the

simultaneous display of flow intensity and direction over a wide range of insonation
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depths [17]. TCD examination techniques are presented in modified form to include

PMD operation, thereby expediting cranial window and vessel localization via visu-

alization rather than auditory Doppler cues [71,95].

Clinical TCD evaluations are generally thorough and include flow velocity mea-

surements for the entire cerebrovasculature over multiple acoustic windows. For our

purposes, however, only insonation of the left and right middle cerebral artery (MCA)

through the temporal acoustic window (TAW) is considered. Examination procedures

are initially introduced for conventional manually steered TCD instrumentation – and

later extended to incorporate distinct methods for electronic beamformation and al-

gorithmic steering.

7.1.1 Conventional TCD Instrumentation

Conventional TCD evaluations are performed on stationary subjects in a supine or

sitting position, with adequate time allowed for stabilization of the subject’s heart

rate and blood pressure. During prolonged TCD monitoring, a headframe can be

employed to hold the transducer in position after an acceptable Doppler signal is

obtained. For the limited measurement durations of this validation study (∼ 1 − 5

minutes), free-hand transducer manipulation is employed. A PMD insonation range

of ≈ 20 to 70mm and moderate output power (< 50% maximum power) is selected.

To ensure sufficient acoustic coupling, the operator liberally applies ultrasound gel

to the transducer surface. The transducer is then applied to the posterior TAW region,

maintaining slightly upward and anterior probe angulation. Minimal force should be

used to position and angle the transducer since substantial forces may cause subject

discomfort and drive ultrasound gel away from the transducer surface. If no flow

signals appear within the PMD display, the transducer is advanced in slow circular

movements toward the anterior TAW region, changing probe angulation throughout

the motion. All three common TAW regions (i.e., posterior, middle, and anterior)

should be explored.

If no Doppler signal is attainable or if signals remain faint upon positioning op-

timization, acoustic output power can be incrementally increased until an adequate
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Doppler signal is obtained or the maximum output power level is reached. In cases

where Doppler signal remains absent at maximum output power following protracted

investigation, the temporal window is considered nonpatent.

Once the optimal TAW region has been identified, the operator attempts to max-

imize signal intensity for the expected range of MCA depths through utilization of

fine motor skills to incrementally adjust transducer position and angle. Transducer

positioning must often be continually optimized throughout the measurement process

due to slight misalignments caused by subject or operator movement. Doppler range

gate depth is adjusted to the center of a contiguous, high flow intensity vessel segment

within the MCA depth range [95].

Following TAW investigation and detection of flow velocity, emphasis of the TCD

examination shifts toward identifying the Doppler signal source (i.e., the insonated

vessel). A primary obstacle in accurate vessel identification is vast anatomical vari-

ance in cerebrovasculature structure, including variations in vessel caliber, course,

and even origin. The reliability of vessel identification techniques varies among the

intracranial vessels, with the highest accuracy of identification occurring for the ipsi-

lateral MCA.

The MCA – along with its branches – is normally the only vessel perceptible

from TAW insonation depths of 25 to 50mm [12]. Flow direction of the ipsiliateral

MCA is generally toward the transducer, which is also observed for the posterior

cerebral artery (PCA). To distinguish the MCA from the PCA, it is useful to trace

the MCA extent with increasing depth to the terminal internal carotid artery (TICA)

bifurcation, which is identified by bidriectional flow at an insonation depth of 55 −

65mm [6]. MCA flow velocities are generally > 25% larger than PCA flow velocities.

A detailed study of TCD vessel identification methods is given in [55].

7.1.2 Prototype TCD Instrumentation

Similar to conventional TCD methods, proper functionality of the prototype TCD

system relies on placement of the transducer array at an appropriate acoustic window.

Because the TAW region is generally associated with thinning of the cranial bone,
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potential locations can often be identified via palpation. The transducer array is

applied to the tentative acoustic window location and Doppler power mapping –

presented in Section 4.3.1 – is initialized.

After Doppler power mapping (≈ 15 seconds), the maximum Doppler power ratio

Prel within the search volume is determined. In circumstances where adequate pos-

itive flow is not detected – resulting in Prel . 1.5dB – the user interface indicates

measurement invalidity. The transducer array is repositioned to another prospective

TAW location and the Doppler mapping procedure is repeated.

The transducer array is placed flatly on the subject’s temporal region and no at-

tempt is made to manually angle the transducer surface. As discussed in Section 5.2,

phased array operation of the current hardware implementation is restricted to mod-

est steering angles (|φx| , |φy| < 15◦). Operation of the prototype system therefore

requires both an adequate acoustic window and favorable positioning of the underly-

ing cerebrovasculature relative to the acoustic window. Correct functionality of the

algorithmic vessel search procedure is not anticipated over the entirety of the popu-

lation – and may be unattainable in certain subjects that exhibit TAW patency in

evaluations employing conventional manually steered TCD instrumentation.

Following satisfactory realization of Prel for Doppler power mapping at an appro-

priate TAW location, the coarse Doppler map and real-time Doppler spectrogram are

displayed to the operator. Objective functions within the vessel search and subsequent

vessel tracking processes preferentially yield ipsilateral MCA flow measurements – via

maximization of Prel, which favors positive (i.e., toward the transducer surface), uni-

directional, high-volumetric flow within defined spatial bounds. Visual inspection of

the Doppler power map and CBFV spectral envelope should be performed to ensure

characteristics consistent with MCA flow.

7.2 Pulse-Echo Operation

Figure 7-1 presents the time-domain receive waveform of individual 12-bit analog-to-

digital (ADC) channels (i.e., prior to receive beamformation) for transcranial pulse-
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echo operation. Separation of 3.2kSamples between successive transmit pulses indi-

cates the decimation factor between ADC sampling and the pulse repetition frequency.

The time-domain pulser mode waveform – with low indicating transmit mode and high

indicating receive mode – emphasizes the considerable presence of receiver saturation

after transmit pulsing – due to high-level reflections at the interface of soft tissue

and cranial bone and finite amplifier recovery times. For maximum analog front-

end (AFE) gain of 45dB, saturation is avoided for samples corresponding to depths

& 20mm.
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Figure 7-1: Individual ADC receive channel and pulser mode time-domain waveforms
for pulse-echo operation during transcranial human testing.

Notably, signal levels for depths ∼ 40 − 65mm are markedly below full-scale (.

10%). Although gain control circuitry was implemented to optimize AFE signal levels,

insufficient analog gain within the AFE significantly reduces available dynamic range

and exacerbates ADC quantization effects.

Following receive beamformation, the combined radio frequency (RF) spectrum is

presented in Figure 7-2(a) and demonstrates satisfactory bandpass filter (BPF) rejec-

tion of out-of-band spectral energy. In contrast to Figure 6-11, pulse-echo operation

incorporates a highly periodic transmit excitation waveform eTn (t) – as discussed

in Section 2.1.3. High-level stationary tissue scattering therefore results in distinct

spectral tones precisely separated by the pulse repetition frequency fPRF – as shown

in Figure 7-2(b). Similar to the ADC output data, receive beamformation signal lev-
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els are markedly below full-scale levels (. −35dBFS), despite maximum analog AFE

gain.

0 5 10 15

Frequency, MHz

-200

-150

-100

-50

0

M
a

g
n
it
u
d

e
, 
d

B
F

S

 BPF Input

 BPF Output

(a) Nyquist frequency spectrum.
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(b) RF filter bandwidth spectrum.

Figure 7-2: RF receive beamformation frequency spectra for pulse-echo operation
during transcranial human testing.

-5 -2.5 0 2.5 5

Frequency, kHz

-200

-150

-100

-50

0

M
a
g
n
it
u
d
e
, 
d
B

F
S

 HPF Input

 HPF Output

Figure 7-3: Baseband pulse-echo frequency spectra and clutter reject filtering during
transcranial human testing.

Figure 7-3 presents the baseband echo signal and resulting clutter reject high-pass

filter (HPF) output. Marked attenuation (> 90dB) of the stationary echo data is

achieved via clutter reject filtering. Doppler power is discernible for positive baseband

velocities – resulting from positive blood flow velocities. Integration of the baseband

spectrum yields Doppler power ratio Prel = 10.3dB and signal-to-noise ratio SNR =
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6.8dB for in vivo human testing. Although moderate, achieved transcranial SNR

values are promising and provide some margin for variation across test subjects.

Figure 7-4 displays the Doppler spectrogram and overlaid spectral envelope for

MCA flow in human subject test data, emphasizing CBFV dynamics over several

cardiac cycles and over longer time-course (∼ 60 seconds). Figure 7-4(a) demonstrates

the high pulsatility expected from MCA flow – due to its significant diameter and

origin as a continuation of the TICA – and exhibits consistent waveform morphology

between cardiac cycles. Figure 7-4(b) displays peak systolic and end diastolic values

of the CBFV envelope. Considerable deviations in peak systolic and end diastolic

values are observed over time, corresponding to changes in downstream metabolic

demand and arterial blood pressure variation.
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(a) Spectrogram over several cardiac cycles.
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(b) Spectrogram over 60 seconds.

Figure 7-4: Doppler spectrogram and spectral envelope during transcranial human
testing.

7.2.1 Graphical User Interface

A graphical user interface (GUI) is necessary to display measurement information on

a remote host. The GUI is also needed to adjust instrumentation parameters, change

operating modes, and control data capture. Real-time Doppler power mapping and

spectrogram information are displayed to the operator, as shown in Figure 7-5.
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Figure 7-5: Remote host graphical interface.

7.3 Flow Velocimetry

Accuracy of velocimetry methods was validated with respect to a commercial single

element TCD system (DWL Doppler-Box X, Compumedics, Singen, Germany). The

single element TCD system is manually steered using the methods described in Sec-

tion 7.1.1. The prototype phased array TCD system requires operator localization

of an adequate TAW region and employs algorithmic vessel search and tracking to

obtain velocimetry data, as described in Section 7.1.2.

The test protocol consists of three moderate length (30− 90 second) CBFV enve-

lope measurement segments on each system. The initial measurement system is ran-

domly determined and subsequent measurements are alternated between the two TCD

systems. Peak systolic CBFV envelope is computed at each cardiac cycle throughout

the measurement duration. The CBFV envelope is averaged over successive periods
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of five adjacent cardiac cycles. Ten human subjects were recruited for the study. Suf-

ficient measurement SNR was achieved for all ten subjects using the single element

TCD system. For the prototype system, all ten subjects yielded discernible flow char-

acteristics on the Doppler spectrogram. Measurement SNR was, however, inadequate

to yield a reliable CBFV envelope for one of the test subjects using the prototype

system.

Figure 7-6 presents the peak systolic CBFV envelope averaged over all data sets

for the nine test subjects with adequate CBFV envelope data. Error bars are used to

indicate the standard deviation of peak systolic CBFV over each subject data set.
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Figure 7-6: Comparison of peak systolic CBFV envelope across test subjects.

Comparison of the DWL single element and prototype TCD systems yields a peak

systolic CBFV envelope difference mean of 1.2cm/s and difference standard deviation

of 10.6cm/s.

Figure 7-7 presents the five cardiac cycle mean CBFV envelope averaged over all

subject data sets for the nine subjects with adequate CBFV envelope data. Error

bars are used to indicate the standard deviation of cycle-averaged CFBV envelope

samples over each subject data set.

Comparison of the DWL single element and prototype TCD systems yields a cycle-

averaged CBFV envelope difference mean of −0.66cm/s and difference standard de-

viation of 6.3cm/s. Peak systolic and cycle-averaged CBFV envelope difference mean
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values are minimal, the prototype TCD system is therefore considered a relatively

unbiased measure of CBFV envelope.
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Figure 7-7: Comparison of cycle-averaged mean CBFV envelope across test subjects.

7.4 Power Mode Doppler Signal Processing

(a) Straight vessel segment. (b) Curved vessel segment.

Figure 7-8: Human validation coarse Doppler power map.

The Doppler power mapping technique is employed by the vessel search algorithm

to localize regions of maximal flow. The coarse Doppler map is also presented to

the operator as a visual representation of the underlying vessel structure. Figure 7-

8 displays the Doppler power map for two different test subjects. Conclusion of
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the mapping procedure results in sufficient Prel at the focal region for spectrogram

generation and also yields contiguous regions of elevated Prel – corresponding to an

intracranial vessel segment. Figure 7-8(a) presents a straight, but offset segment

≈ 12mm in length. Figure 7-8(b) presents a relatively curved vessel segment. As

done in TCD color flow imaging instrumentation, relation of the focal region within

the vessel segment can be used to estimate and correct for Doppler angle. As observed

in Section 6.5, grating lobe generation yields spatial aliasing of the flow region at the

negative steering angle, although at reduced intensity.
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Figure 7-9: Temporal demonstration of transcranial vessel tracking functionality in
two distinct human test subjects.

Doppler tracking is a background process that facilitates real-time adjustment of

focusing to account for relative motion between the transducer array and intracranial

vessel segment. For free-hand measurements, tracking operation proved extremely

beneficial in ensuring sufficient SNR throughout the measurement duration. No at-

tempts were made by the operator to intentionally correct for degradation in signal

quality. As observed in Figure 7-9, the tracking procedure was able to maintain suf-

ficient Prel and mitigate motion induced focal offsets – where focal updates indicate

adjustment to the transmit and receive hold path focal points. Although measure-

ments employing a headframe are likely more stable than free-hand measurements,

degradation of signal quality and the need for continual operator adjustment are

common in a majority of TCD evaluations. Although tracking offsets are limited by
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beamwidth of the transmit beam pattern (∼ 4mm), tracking functionality was able

to maintain adequate measurement SNR in the vast majority of free-hand human

testing.

Figure 7-10 presents the spatial influence of tracking on the receive hold path focal

point, where arrows indicate the progression of focal point over time.

Figure 7-10: Spatial demonstration of transcranial vessel tracking functionality in two
distinct human test subjects.

7.5 Focal Correction
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Figure 7-11: Outer tissue and cranial bone thickness at each transducer element.

As detailed in Section 6.6, each transducer element is sequentially excited and a

corresponding amplitude mode scan line is generated. External layer and reflecting

152



layer (i.e., cranial bone) thickness are computed from the resulting amplitude mode

data, as presented in Figure 7-11.

Statistical characterization of estimated thickness values yields considerable vari-

ation:

µThext = 2.61mm σThext = 0.53mm

µThref = 5.48mm σThref = 1.30mm

Causes of variation may be partially physical – that is, non-uniform tissue and

cranial bone thickness. Practical human data, however, is often complicated by de-

graded acoustic coupling – including insufficient ultrasound gel and the presence of air

bubbles and hair. For certain elements, adequate extrema locations are not present

and therefore thickness estimates cannot be computed. Due to this high degree of

variability, mean thickness values are used for human focal correction methods –

rather than local thickness values at each transducer element.

A series of fifteen data sets are measured on a single human test subject both with

and without the use of focal correction. As observed in Figure 7-9, Doppler power

ratio can varying significantly during human testing. Variability of focal correction

gain is therefore significant between trials. Mean focal correction gain of 2.7dB was,

however, achieved over all trials.
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Figure 7-12: Focal correction gain over repeated trials on a single human subject.
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7.6 Summary

This chapter introduces standard TCD examination techniques and describes nec-

essary modifications to these techniques for the prototype TCD instrumentation of

this work. A GUI is presented, which aids the operator in adjusting instrumentation

parameters, operating modes, and data capture. CBFV envelope data from the pro-

totype TCD system is compared to a commercial TCD system over nine human test

subjects and minimal bias is achieved. Functionality of Doppler mapping and vessel

tracking algorithms is demonstrated on human test subjects in the presence of sub-

ject motion. Lastly, focal correction methods are validated under human testing and

considerable improvement to the Doppler power ratio – and therefore measurement

SNR – is observed.
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Chapter 8

Integrated Phased Array System

Design

Application specific integrated circuit (ASIC) design is explored to moderate ex-

ceedingly complex and power inefficient discrete electrical hardware implementations,

thereby considerably decreasing system dimensions and improving device wearability

for continuous monitoring applications. Review of Figure 6-7 reveals a significant por-

tion of system power (> 80%) is dissipated solely in the transceiver analog front-end

(AFE) and analog-to-digital converter (ADC) circuitry.

Commercially available discrete transceivers must provide sufficient performance

for a variety of operating modalities – including brightness mode (B-mode) imaging.

Mixed modality transceiver specifications are markedly distinct from transcranial

Doppler (TCD) sonography specifications – particularly regarding linearity, high-

voltage (HV) supply levels, transmit recovery, and gain control.

Disparate requirements greatly constrain general purpose transceiver design and

result in added hardware complexity and power consumption. ASIC design specific to

the demands of TCD sonography facilitates the introduction of novel circuit topologies

and consolidates functionality objectives to a highly definable framework. Integrated

transceiver design and relevant extensions to phased array system implementation

are examined in this chapter.
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8.1 System Architecture

Leveraging efforts from discrete hardware development, an ASIC-based Doppler ve-

locimetry architecture – referred to as the integrated phased array system – is pre-

sented in Figure 8-1.
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Figure 8-1: Integrated phased array system hardware block diagram.

Analog, mixed-signal, and low-level digital signal processing are achieved within

the ASIC – replacing the transceiver, field programmable gate array (FPGA), gain

control, and digital interfacing hardware. Microcontroller (MCU), memory, and ex-

ternal communication interfaces (i.e., USB and Bluetooth low energy) are retained

from the existing discrete system implementation described in Chapter 5. Power man-

agement circuitry is greatly simplified for the integrated architecture since polarity

inversion and boost conversion of power supplies are not required.

8.2 Integrated Circuit Design

ASIC implementation is designed in a standard 65nm complementary metal ox-

ide semiconductor (CMOS) process. For single die ASIC operation, per-channel

transceiver area is highly constrained and flip-chip bonding is necessary to achieve ad-

equate input/output (I/O) interfacing. Per-channel transceiver dimensions < 350µm

x < 350µm and flip-chip ball pitch ≈ 275µm facilitates 144 I/O signal, 64 channel
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operation occupying less than 4mm x 4mm die area – including biasing and digital

processing circuitry.

The proposed ASIC design incorporates the transmit pulser, transmit/receive

(T/R) switch, low-noise amplifier (LNA), variable gain amplifier (VGA), anti-aliasing

filter (AAF), and analog-to-digital converter (ADC). Figure 8-2 presents a block di-

agram of the ASIC architecture.
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Figure 8-2: Integrated circuit block diagram.

Digital logic for beamformation, system control, Doppler signal processing, and

data communication is included in assessment of ASIC functionality, but is not di-

rectly implemented. Register-transfer level (RTL) synthesis from FPGA-based de-

signs are utilized for gross estimation of ASIC area and power consumption. Opti-

mization of digital circuitry can further reduce hardware resources and power require-

ments, but is not considered in this work.

8.2.1 Transmit Pulser and Impedance Matching Network

Transceiver integration is often complicated by the need for HV components – par-

ticularly, transmit pulser, T/R switch, and protection circuitry. Because imaging

modes employ short pulse duration and limited focal dwelling, acoustic safety in-

dices – especially spatial-peak-temporal-average intensity (ISPTA) – permit increased
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HV supply levels. Discrete ultrasound transceivers therefore generally accommodate

HV supply levels up to ±100V, placing considerable limitations on analog front-end

circuitry. Non-standard process technologies with high breakdown voltage devices –

such as laterally diffused metal oxide semiconductor (LDMOS) devices – are therefore

required and often result in multi-chip transceiver implementations.

In Doppler sonography, a standard CMOS process can be employed to achieve suf-

ficient acoustic output power via 3.3V I/O devices and transducer element impedance

matching techniques. Figure 8-3(a) presents the transmit pulser and T/R switch

schematic, where switches S0 through S3 are implemented with 3.3V I/O transistors,

VIO is the ASIC output node, and VRX is the LNA input node. Sizable transistors

– with lengths of ∼ 500nm and widths of several 100µm – are utilized to achieve

switch impedances of ∼ 10 − 50Ω. Bipolar pulsing is achieved through pull-up (to

TVDD = 3.3V) and pull-down (to ground) switching about the steady-state common

mode (TVCM = 1.65V). Transmission gate structures are employed to implement in-

termediate voltage switching (i.e., S0 and S3), such that switch impedance variation

is minimized.

VIO

TVDD

TVCM

VRX

S0

S1

S3

S2

(a) Pulser and T/R switch

schematic.

TVDD

INLV INBLV

OUTHVOUTBHV

(b) Level translation schematic.

Figure 8-3: Transmit pulser and T/R switch schematics, including level translation.

CMOS logic signals (VDD = 1.2V) from the transmit beamformer are translated to

the I/O domain (TVDD = 3.3V) to control transmit pulser switch state. A standard

cross-coupled topology is employed for level translation, as shown in Figure 8-3(b) –
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where shaded gate dielectric emphasizes I/O domain devices [96]. Level translation

devices are properly sized to achieve comparable rise and fall times, thereby reducing

second-order harmonic generation.

Discrete (i.e., off-chip) series (LS) and parallel (LP ) inductors form the trans-

ducer element matching network, as displayed in Figure 8-4(a). Impedance match-

ing yields a significant increase in transducer element driving voltage (VEL) – and

thereby increased acoustic output power – for fixed 0 to 3.3V transmit supply levels,

as shown in the time-domain waveform in Figure 8-4(b). Using extracted Butterworth

VanDyke (BVD) model parameters from Section 6.1, transducer element driving volt-

age VEL > ±10V and time-average radiated power POUT,TA > 30mW are realized.
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(a) Matching network schematic.
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(b) Time-domain transmit waveform.

Figure 8-4: Effect of transducer element matching network on transmit waveform.

Parallel inductance LP is employed to absorb charge injection from the common-

mode clamp (i.e., S0) and T/R switch (i.e., S3) prior to signal reception. Matching

network component selection markedly influences transmit and receive transfer func-

tion magnitude – |HTX | and |HRX |, respectively. Inductor values are chosen to max-

imize pulse-echo transfer function magnitude |HPE| = |HTX ·HRX | over the relevant

frequency band (i.e., ≈ 1.8 − 2.2MHz), yielding LS = 33µH and LP = 15µH – as

shown in Figure 8-5(a).
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Figure 8-5(b) illustrates the significance of impedance matching on |HRX |, yield-

ing a 12dB improvement relative to the unmatched case. Impedance matching, how-

ever, results in increased sensitivity to component and transducer element tolerances.

Monte-Carlo analysis yields ≈ 1.2dB standard deviation of |HPE| within the band of

interest under expected parameter variation. To achieve inter-channel gain matching

of < 0.25dB, per-channel gain calibration via low-precision (≤ 8-bit) multiplication

is therefore likely desirable prior to receive beamformation. Additionally, transducer

impedance matching yields considerable out-of-band interferer rejection, minimizing

saturation and linearity concerns for spurious tones.
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Figure 8-5: Effect of matching network on pulse-echo operation.

Compact layout of the transmit pulser, T/R switch, level translation, and switch

control logic is given for a single channel in Figure 8-6. Active power dissipation

in the transmit pulser is highly dependent on transducer loading and pulse duration

characteristics; static power dissipation is negligible.

Figure 8-6: Layout of transmit pulser, T/R switch, and associated circuitry.
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8.2.2 Low-Noise Amplifier

The primary objective of LNA design is to provide moderate gain with minimal noise

contribution, power dissipation, gain variation, and die area. Fixed gain is realized

by means of a transconductance amplifier Gm and capacitive feedback, as shown in

Figure 8-7(a). CS and CF are implemented as metal-oxide-metal (MOM) capacitors

and are ratioed as an array of equal dimension unit capacitors – thereby minimizing

fabrication tolerance effects on gain.

The transconductance amplifier Gm is realized as a common-source amplifier with

cascoded active load, as shown in Figure 8-7(b). Biasing of the Gm stage is achieved

during transmit operation using a reset device (i.e., M4), which – unlike resistive

biasing – has minimal effect on noise and amplifier area. Over pulse repetition periods

generally employed in TCD sonography (∼ 50 − 100µs), bias drift of ≈ 20mV is

observed at the LNA output node. Low frequency (. 100kHz) attenuation is therefore

needed in subsequent amplifier stages.

VIN

CS

Gm

CF

VOUT

(a) LNA schematic.
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M3

VDD

VREF3

VREF2

VREF1

VIN

VOUT

M4 VRST

(b) Transcondutance

amplifier schematic.

Figure 8-7: LNA schematic with transconductance amplifier and capacitive feedback.

Small-signal gain and noise circuit models for the proposed LNA implementation

are given in Figure 8-8, where CP is parasitic input capacitance, transconductance

Gm = gM0, r0 is cascoded output impedance, CL is load capacitance, and in is a
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current noise source.
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CS CF
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GmvX r0 CL
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(a) Gain model.

CF
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vX

GmvX r0 CL

vnOUT

CS in

(b) Noise model.

Figure 8-8: LNA small-signal equivalent gain and noise schematics.

At frequencies considerably below the 3dB frequency (fLNA,3dB & 100MHz), gain

of the LNA is expressed as:

ALNA ≈
−GmCSr0

GmCF r0 + CF + CP + CS
≈ −CS

CF
(8.1)

Assuming sufficient device dimensions to limit flicker noise at MHz frequencies,

noise analysis yields input-referred noise voltage per unit bandwidth v2
n,IN.

v2
n,IN ≈

4kT (CF + CS + CP )2

C2
S

(
γN
gm0

+
γPgm3

g2
m0

)
(8.2)

In Equation 8.2, k is the Boltzmann constant, T is absolute temperature, γN and γP

are technology dependent noise coefficients (γN , γP ∼ 1 − 3), and gm0, gm3 are the

transconductance of devices M0 and M3, respectively.

Device parameter characterization and basic relational models facilitate constrained

optimization (MATLAB, Mathworks, Natick, MA) of design values under a variety

of specifications. Effects of feedback capacitance and input device (i.e., M0) width on

input-referred voltage noise are shown in Figure 8-9.
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Figure 8-9: Effect of selected design parameters on input-referred voltage noise.

Post-extraction simulation (i.e., accounting for layout parasitics) results for LNA

gain and input-referred voltage noise are given in Figure 8-10 with CS = 5.5pF and

CF = 390fF. For the frequencies of interest (i.e., ≈ 1.8− 2.2MHz), gain of ≈ 21.5dB,

input-referred voltage noise < 1.1nV/
√

Hz, and input impedance > 15kΩ are achieved

with power dissipation of 1.1mW. Gain matching between channels cannot be assessed

directly, but is expected to be < 0.25dB due moderate sized unit capacitance (≈

400fF) and layout symmetry.
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Figure 8-10: Post-extraction LNA gain and noise simulation.

A compact, single channel layout of the integrated LNA is shown in Figure 8-11.

Single-ended topologies are desirable for power and area efficient design, but result
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in increased sensitivity to power supply noise and substrate-coupling. Power supplies

and bias references – particularly, VREF1, VREF2, and VREF3 – are common for all LNA

channels and therefore realistic assessment of power supply filtering and interferer

coupling is problematic. Deep N-well isolation is employed to diminish substrate-

coupling, but substrate effects cannot generally be evaluated without physical testing.

Figure 8-11: LNA layout.

8.2.3 Variable Gain Amplifier

VGA design is less constrained by transceiver noise requirements due to significant

preceding LNA gain. However, noise generation within the VGA must be appropri-

ately considered to ensure minimal impact on cascaded input-referred noise. For TCD

sonography applications, considerable digital gain control must be provided with mod-

erate gain resolution. Single-ended to differential conversion is realized to improve

power supply and interferer rejection within the VGA and the subsequent differential

signal path. A cascaded operational-amplifier (op-amp) network with configurable

feedback factor is employed to achieve variable gain – as presented in Figure 8-12.

Resistors within the feedback path – RF1 and RF2 – yield increased feedback factor

for low frequency signals. The resulting high-pass VGA gain characteristic thereby

reduces the effects of LNA bias drift and physical device mismatch – notably, input

offset voltage.
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Figure 8-12: VGA schematic utilizing cascaded closed-loop op-amp networks.

For CF = 50fF, significant resistance (∼ 4MΩ) is required to achieve the desired

high-pass corner frequency of ∼ 1MHz. By utilizing non-silicide polysilicon resistors,

total resistor area is manageable, but strongly influences VGA dimensions. Active

techniques may be employed to reduce feedback resistor area; such techniques, how-

ever, are not considered in this work.

Capacitors CS1 and CS2 are realized as binary weighted capacitor arrays. Each

variable capacitor is digitally configurable from 100fF to 1.6pF, resulting in total

VGA gain of 10dB to 58dB with 6dB steps.

A fully-differential two-stage op-amp with Miller compensation is employed to

provide high open-loop gain and near rail-to-rail swing, as shown in Figure 8-13(a).

Appropriate cancellation of the right half-plane zero is achieved using a digitally

configurable nulling resistor R0 [97].

An auxiliary amplifier is utilized to establish output node (i.e., VOUT+ and VOUT−)

biasing using common-mode feedback (CMFB), as detailed in Figure 8-13(b). Com-

pensation of the CMFB loop is required for stable operation and is largely achieved

through proper sizing of C1. VCM is an external reference generally set to VDD/2 to

maximize output swing.
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Figure 8-13: Op-amp schematic with CMFB biasing network.

Post-extraction simulation of VGA gain is presented in Figure 8-14 for all gain

settings. Within the frequency band of interest, gain variation is < 0.5dB at each

gain setting. Analogous to the LNA design, inter-channel mid-band gain variation

is expected to be < 0.25dB due to relatively process independent MOM capacitor

matching for moderately sized capacitors (& 100fF). VGA power dissipation of 1mW

and output swing amplitude > 1.0V is achieved.

Figure 8-14: VGA gain for various gain settings.

At 2MHz, post-extraction gain and input-referred noise are presented in Figure 8-

15 for all gain settings. Linear-in-dB gain control with 6dB step size is attained. For
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VGA gains > 25dB, noise generation within the VGA circuitry has negligible influence

on input-referred transceiver noise. At low gain settings, however, VGA generated

noise increases markedly and strongly influences cascaded noise levels. Operation in

low gain settings is appropriate only for elevated input signal levels, thereby yielding

adequate measurement signal-to-noise ratio (SNR) despite augmented noise power.

VGA gain control settings are typically common to all channels and provide gross

adjustment of receive gain. As discussed in Section 8.2.1, modest gain adjustment

to correct for inter-channel and inter-transducer mismatch is realized after signal

digitization.
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Figure 8-15: Effect of VGA gain setting on mid-band gain and input-referred noise.

Figure 8-16: VGA layout.
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Single channel layout of the integrated VGA is shown in Figure 8-16. Despite siz-

able feedback resistor area, VGA dimensions of 110µm x 170µm are nonetheless com-

patible with per-channel transceiver area requirements (i.e., < 350µm x < 350µm).

8.2.4 Anti-Aliasing Filter

Analog low-pass filtering is required before sampling to minimize discrete-time alias-

ing. General purpose AAF architectures must sufficiently reject all spectral content

above the Nyquist frequency to ensure minimal degradation of signal-to-noise and

distortion ratio (SNDRc). As observed in Figure 6-11, device nonlinearities and syn-

chronous power supply switching result in harmonic tone generation. Due to under-

lying coherence, harmonic tones ultimately yield baseband spectral energy within the

clutter reject filter stopband and are attenuated in the digital processing domain.

Low-pass filtering for pulsed wave Doppler systems therefore only requires at-

tenuation of non-coherent spectral energy (i.e., noise and external interferers) above

the Nyquist frequency. Due to significant attenuation of out-of-band interferers by

impedance matching and VGA frequency characteristics, AAF minimum stopband

rejection of > 15dB is considered adequate. Due to large combined gain from the

LNA and VGA components, noise generation within the AAF is largely irrelevant.
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RFB

VIN-

RS1A
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Figure 8-17: Multi-feedback AAF schematic.
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The multi-feedback (MBF) AAF architecture shown in Figure 8-17 facilitates con-

figurability of characteristic frequency f0 and quality factor Q. MFB architectures

are commonly preferable over Sallen-Key topologies for AAF design as a result of

decreased stop-band rejection sensitivity to op-amp bandwidth, ensuring acceptable

attenuation at high frequencies.

Neglecting op-amp nonidealities (i.e., finite gain and bandwidth), the MFB filter

transfer function HMFB (jω) is given in Equation 8.3.

HMFB (jω) =

(
1

2CSCFRS1RS2

)
−ω2 + jω

2CSRS1RS2

[
RS1 +RS2

(
1 + RS1

RF

)]
+ 1

2CSCFRFRS2

(8.3)

Expressions for characteristic frequency f0 and quality factor Q are presented in

Equations 8.4 and 8.5, respectively.

f0 =
1

2π

√
1

2CSCFRFRS2

(8.4)

Q =

√
2CS

CF√
RF

RS2
+
√

RS2

RF
+
√
RFRS2

RS1

(8.5)

A common resistance value is employed for RF and RS, yielding unity gain at low

frequencies. Op-amp implementation leverages existing designs from Section 8.2.3.

AAF power dissipation of 0.5mW and output swing amplitude > 1.0V is achieved.

Post-extraction simulation of AAF gain is given over all frequency and quality factor

control settings in Figure 8-18.
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(a) Frequency control settings. (b) Quality factor control settings.

Figure 8-18: AAF gain for various frequency and quality factor control settings.

Because the AAF proceeds significant amplification within the LNA and VGA,

sufficient input compression characteristics are critical to ensure full-scale driving of

the ADC input. Figure 8-19 displays AAF gain compression at various 2MHz input

signal amplitudes. Near full-scale (i.e., VDD = 1.2V) inputs result in marginal gain

compression.
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Figure 8-19: AAF gain compression.

For sampling at 8MS/s, spectral energy above > 5.8MHz aliases into the signal

band of interest. Figure 8-20(a) presents minimum AAF stopband rejection – relative

to gain at 2.2MHz – for all frequency control settings. Similarly, Figure 8-20(b) shows

the 1dB attenuation frequency – relative to mid-band gain – for all frequency control

170



settings. Configurable characteristic frequency and quality factor are desirable both

for adjustable filter response and to counteract fabrication tolerances associated with

integrated passive components.
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Figure 8-20: AAF frequency control setting effect on stopband rejection and 1dB
attenuation frequency.

Layout of the AAF integrated circuit is presented in Figure 8-21. AAF I/O routing

is intentionally placed to reduce overall integrated transceiver layout area.

Figure 8-21: AAF layout.

8.2.5 Analog-to-Digital Converter

Successive approximation register (SAR) ADC architectures are appropriate for low

power, moderate resolution, and area constrained per-channel signal digitization [98].

To achieve necessary receive beamformer delay timing resolution of 31.25ns, a sam-

pling rate of 8MS/s with quadrature phase clock select is employed. ADC schematic

designs were completed by Dante Muratore at the Unversity of Pavia [99].
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Acceptable quantization noise is attained for 12-bit SAR operation, where a com-

bined 7-bit capacitive digital-to-analog converter (DAC) and 5-bit resistive DAC ar-

chitecture is devised to moderate implementation area – as shown in Figure 8-22.

Calibration techniques are not considered in this work, but may be necessary for

robust, process tolerant ADC implementation.
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Figure 8-22: Block diagram of area constrained SAR ADC. Adapted from [99].

Metal-insulator-metal (MIM) capacitors are chosen due to reduced parasitics, high

density capacitance, and improved mismatch characteristics – relative to commonly

available integrated capacitor alternatives. Because harmonic distortions have min-

imal significance in pulsed Doppler architectures, unit capacitance of the capacitive

DAC structure is therefore determined by kT
C

noise requirements [97]. MIM unit ca-

pacitance of 9.5fF yields 1.2pF total sampling capacitance, resulting in kT
C

noise of

≈ 60µV – well below the least-significant bit (LSB) of the ADC. In-depth analysis of

the SAR ADC design is presented in [99].

Self-timing logic controls the shift registers and optimizes phase generation within

the converter. Coupling between asynchronous digital logic and analog circuitry

thereby introduces non-harmonic spectral tones. Interactions between analog and

digital signal paths within the ADC – via kickback, capacitive coupling, or other

mechanisms – should be minimized to ensure spectral integrity.

Implementation of the SAR ADC occupies ≈ 200µm x 200µm and dissipates

200µW for 8MS/s sampling. Post-extraction simulation of the ADC output spec-

trum for a 2.21MHz full-scale input is presented in Figure 8-23. For inputs within
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the relevant frequency band (i.e., ≈ 1.8 − 2.2MHz), non-harmonic spurious-free dy-

namic range SFDRc > 75dBFS and SNDRc > 68dBFS are obtained over the Nyquist

bandwidth.
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Figure 8-23: ADC spectrum for 2.21MHz full-scale input.

Spectral content within the radio frequency (RF) digital filter passband is dis-

played in Figure 8-24; no distortion tones are observed for either input signal.
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(a) 1.79MHz input frequency.
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Figure 8-24: ADC spectrum of digital filter passband for full-scale inputs.

Layout of the 12-bit SAR ADC implementation is given in Figure 8-25. Despite

efforts to severely limit ADC hardware resources, area occupied by the ADC and

associated circuitry is the major contributor of total transceiver dimensions.
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Figure 8-25: 12-bit SAR ADC layout.

The integrated ADC implementation of this work leverages a reduced sample rate

of 8MS/s with sampling clock quadrature phase select to achieve necessary timing

resolution (i.e., 31.25ns). Because delay coefficient realization is partially embedded

within the clock phase select, this technique is only practical for single focus receive

beamformation. For multi-focal receive beamformation – notably, hold and tracking

methods detailed in Section 4.3.2 – time-interleaving of receive foci between adja-

cent pulse repetitions is required, thereby reducing maximum detectable blood flow

velocity (by the interleaving factor).

Alternately, assuming relatively linear scaling of SAR power dissipation with sam-

pling frequency – for rates < 50MS/s – implementation of 32MS/s SAR conversion

has only moderate impact on system power consumption – including corresponding

scaling of RF digital signal processing power – and enables independent multi-focal

receive beamformation. Although not detailed in this work, complex per-channel

phase multiplication – rather than direct sample offsets – can be implemented to

realize receive beamformer delays at reduced sampling rates.
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8.3 Transceiver and System Integration

An annotated layout of the complete integrated transceiver channel is given in Fig-

ure 8-26. Separate deep N-wells and dual substrate guard rings are defined for each

subcircuit to reduce substrate coupling. The integrated transceiver consumes 3.5mW

– including transmit power supplies under transducer element loading – and occupies

a die area of 275µm x 320µm. Integration of 64 channels of transceiver electronics –

and relevant digital circuitry – within a 4mm x 4mm die area is established. Para-

sitics due to flip-chip interconnection between the ASIC and phased array system are

expected to have minimal effect on signal path impedance for analog I/O frequencies

(i.e., . 10MHz).

Figure 8-26: Annotated transceiver channel layout.

Analog gain of the integrated transceiver is presented in Figure 8-27 over various

gain and frequency control settings, yielding combined mid-band gain from 27dB to

75dB with 6dB resolution.
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(a) Gain control settings. (b) Frequency control settings.

Figure 8-27: Transceiver gain and frequency control effect on receive characteristics.

Inclusion of the impedance matching network and transducer element loading al-

ters the receive path characteristics. Figure 8-28 exhibits these effects on gain and

input-referred voltage noise – where ASIC data corresponds solely to the integrated

transceiver and element data includes thermal noise due to transducer motional re-

sistance and voltage division within the matching network.
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Figure 8-28: Effect of transceiver gain setting on mid-band gain and input-referred
noise, including transducer element and impedance matching network loading.

Inclusion of the ASIC in the integrated phased array system – shown in Figure 8-1

– results in 64 channels of transceiver and beamforming electronics on a single die,

with baseband signal processing and high-level control maintained within the MCU.
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Gross estimation of power consumption for the integrated phased array system is

given in Figure 8-29; considerable overhead is allocated to account for power regu-

lation, voltage references, clock management, and output drivers within the ASIC.

MCU operation is largely responsible for the significant proportion of digital power

consumption within the integrated system.

ADC
[0.022W]

AFE
[0.23W]

Pulser
[0.38W]

Digital
[2W]

Figure 8-29: Estimated integrated prototype power consumption.

Although approximate, a pronounced decrease in phased array system power –

from 21W to ≈ 2.6W (≈ 12%) – is achieved via integrated circuit design specific to

the requirements of TCD sonography. Notably, ADC and AFE power dissipation is

0.6% and 1.7% compared to values attained for discrete system hardware, respectively.

Vast reductions in system power demands and electrical hardware resources enable

significant miniaturization of prototype system form factor. Such improvements –

in addition to refinements in transducer array design and system interconnections –

facilitate highly-wearable implementations of TCD velocimetry instrumentation.

8.4 Summary

This chapter presents an ASIC-based Doppler velocimetry system architecture. An

ASIC is designed in a standard 65nm CMOS process and achieves 64 channel transceiver

operation in a 4mm x 4mm die area. Transistor level designs for the transmit pulser,

T/R switch, LNA, VGA, AAF, and ADC are given. Post-extraction simulations
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achieve comparable performance to the existing discrete prototype system with sig-

nificant reductions in hardware dimensions and system power consumption.
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Chapter 9

Conclusion

9.1 Summary

Monitoring of cerebrovascular state is an essential element in the clinical care of cere-

brovascular pathologies. Transcranial Doppler (TCD) sonography is a noninvasive

method that enables measurement of blood flow velocities from the basal intrac-

erebral vessels and is clinically indicated in a variety of diagnostic and prognostic

cerebrovascular applications [2]. Although TCD sonography provides several consid-

erable advantages when compared to other measurement modalities – notably safety

in prolonged studies, relatively modest system dimensions and equipment costs, and

high temporal resolution – the widespread clinical acceptance and adoption of TCD

sonography in both conventional (e.g., identification of intracranial vasospasm and

stenosis, cerebral embolism detection) and emerging (e.g., intracranial pressure es-

timation) applications has been hindered by numerous limitations [10, 11]. Among

these impediments are the need for an experienced operator, velocimetry accuracy

and signal integrity concerns, and severe patient movement restrictions.

In an effort to mitigate these constraints, this work details the development of a

compact, wearable TCD ultrasound system for autonomous and continuous measure-

ment of cerebral blood flow velocity (CBFV). To facilitate development, this work

concentrates on unilateral insonation of the middle cerebral artery (MCA).

Relevant theoretical considerations and design of a discrete prototype phased ar-
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ray system were presented in Chapters 2 to 5. The 64 channel discrete prototype

was experimentally characterized in Chapter 6 and validated under human testing in

Chapter 7. An investigation into integrated circuit design for reduced power dissipa-

tion and decreased system dimensions was presented in Chapter8.

A wearable, extended monitoring TCD system concept is presented in Figure 9-1.

Practical realization of this conceptual system requires further refinement of electrical

hardware, improvements to algorithmic operation, miniaturization of transducer array

hardware and interconnections, and significant improvements to system mechanical

designs to ensure sufficient acoustic coupling and transducer array positioning.

Figure 9-1: Wearable TCD monitoring concept.

9.2 Future Work

The following items are anticipated next steps related to wearable TCD monitoring

systems with limited operator interaction:

� Development of increased channel count systems

A 64 channel TCD architecture was chosen primarily to limit electrical hardware

resources to a reasonably compact form factor. This decision imposed significant

limitations on acoustic beamformation and thereby on vessel search and tracking

functionality. Extension to higher channel count systems – ≈ 256 to 512 ele-
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ments – will allow for increased beam steering angles and further improvements

to autonomous system functionality. Achieving higher channel count operation

under acceptable power dissipation (. 5W) and wearable size constraints likely

requires application specific circuit integration.

� Development of improved acoustic window finding methods

Although vessel search and tracking algorithms enabled reductions in TCD oper-

ator interaction, significant effort was nonetheless needed to locate an acceptable

acoustic window. Using ultrasonic methods to directly estimate skull thickness

– as is done for the focal correction methods presented in Chapter 4 – may lead

to rapid determination of optimal transducer placement. The window finding

method of this work – which requires volumetric Doppler mapping at each po-

tential acoustic window location – proved burdensome, especially in subjects

where an appropriate acoustic window could not be approximately determined

via palpation.

� Use case refinement

Further exploration into potential use cases of autonomous TCD sonography

may lead to system level modifications in future prototype development. Such

revisions may include the need for bilateral insonation modes, extension to in-

sonation of additional cerebral vessels, modification of the operator interface and

mechanical construction, motorized transducer array positioning, and methods

of radio-based data transmission. Input from clinicians, sonographers, and other

potential users is necessary.

The successful execution of our current objectives and future work has potential

to profoundly alter the current clinical approach to cerebrovascular diagnostics, espe-

cially in cases where the role of diagnostic tools has not been clearly established (e.g.,

emergency assessment of head trauma and stroke, ambulatory intracranial pressure

monitoring for cases of moderate traumatic brain injury, home monitoring of hydro-

cephalus shunt function, long-term monitoring cerebral embolization).
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sent acoustic temporal bone window: potential and limitations of transcranial
contrast-enhanced color-coded sonography and contrast-enhanced power-based
sonography,” Ultrasound in Medicine & Biology, vol. 23, no. 6, pp. 857–862,
1997.

[67] U. Bogdahn, G. Becker, R. Schlief, J. Reddig, and W. Hassel, “Contrast-
enhanced transcranial color-coded real-time sonography. results of a phase-two
study.,” Stroke, vol. 24, no. 5, pp. 676–684, 1993.

[68] U.S. Department of Health and Human Services, Guidance for industry and FDA
staff - information for manufacturers seeking marketing clearance of diagnostic
ultrasound systems and transducers. U.S. Department of Health and Human
Services, Rockville, MD, 2008.

[69] AIUM, Bioeffects and safety of diagnostic ultrasound. Laurel, MD: AIUM Pub-
lications, 1998.

[70] British Medical Ultrasound Society, Guidelines for the safe use of diagnostic
ultrasound equipment. British Medical Ultrasound Society, London, UK, 2009.

[71] Spencer Technologies, ST3 Digital Transcranial Doppler System Model PMD150
Operator’s Manual. Spencer Tecchnologies, Seattle, WA, 2009.

[72] K. Lindegaard, T. Lundar, J. Wiberg, D. Sjøberg, R. Aaslid, and H. Nornes,
“Variations in middle cerebral artery blood flow investigated with noninvasive
transcranial blood velocity measurements,” Stroke, vol. 18, no. 6, pp. 1025–1030,
1987.

[73] O. Bonnefous, P. Pesque, and X. Bernard, “A new velocity estimator for color
flow mapping,” in IEEE 1986 Ultrasonics Symposium, pp. 855–860, IEEE, 1986.

[74] C. Kasai, K. Namekawa, A. Koyano, and R. Omoto, “Real-time two-dimensional
blood flow imaging using an autocorrelation technique,” IEEE Trans. Sonics
Ultrason, vol. 32, no. 3, pp. 458–464, 1985.

188



[75] P. Magnin, “A review of Doppler flow mapping techniques,” in IEEE 1987 Ul-
trasonics Symposium, pp. 969–978, IEEE, 1987.

[76] A. Oppenheim and R. Schafer, Discrete-time signal processing. Upper Saddle
River, NJ: Prentice Hall, third ed., 2010.

[77] P. Keeton and F. Schlindwein, “Spectral broadening of clinical Doppler sig-
nals using FFT and autoregressive modelling,” European Journal of Ultrasound,
vol. 7, no. 3, pp. 209–218, 1998.

[78] D. H. Evans, Doppler ultrasound: Physics, instrumentation, and clinical appli-
cations. John Wiley & Sons, 1989.

[79] W. Nichols, M. O’Rourke, and C. Vlachopoulos, McDonald’s blood flow in ar-
teries: theoretical, experimental and clinical principles. CRC Press, 2011.

[80] J. Womersley, “Oscillatory motion of a viscous liquid in a thin-walled elastic tube
– I: The linear approximation for long waves,” Philosophical Magazine, vol. 46,
no. 373, pp. 199–221, 1955.

[81] D. Evans, “Some aspects of the relationship between instantaneous volumetric
blood flow and continuous wave Doppler ultrasound recordings – III,” Ultrasound
in Medicine & Biology, vol. 8, no. 6, pp. 617–623, 1982.

[82] T. DAlessio, “objectivealgorithm for maximum frequency estimation in doppler
spectral analysers,” Medical and Biological Engineering and Computing, vol. 23,
no. 1, pp. 63–68, 1985.

[83] L. Allard, Y. E. Langlois, L.-G. Durand, G. O. Roederer, M. Beaudoin,
G. Cloutier, P. Roy, and P. Robillard, “Computer analysis and pattern recog-
nition of doppler blood flow spectra for disease classification in the lower limb
arteries,” Ultrasound in Medicine & Biology, vol. 17, no. 3, pp. 211–223, 1991.

[84] Z. Guo, L.-G. Durand, L. Allard, G. Cloutier, H. Lee, and Y. Langlois, “Car-
diac doppler blood-flow signal analysis,” Medical and Biological Engineering and
Computing, vol. 31, no. 3, pp. 242–248, 1993.

[85] P. Keeton and F. Schlindwein, “Application of wavelets in Doppler ultrasound,”
Sensor Review, vol. 17, no. 1, pp. 38–45, 1997.

[86] I. A. Wright, N. A. Gough, F. Rakebrandt, M. Wahab, and J. P. Woodcock,
“Neural network analysis of Doppler ultrasound blood flow signals: A pilot
study,” Ultrasound in Medicine & Biology, vol. 23, no. 5, pp. 683–690, 1997.

[87] G. Cloutier, F. Lemire, L.-G. Durand, Y. Latour, and Y. E. Langlois, “Computer
evaluation of Doppler spectral envelope area in patients having a valvular aortic
stenosis,” Ultrasound in Medicine & Biology, vol. 16, no. 3, pp. 247–260, 1990.

189



[88] L. Y. Mo, L. C. Yun, and R. Cobbold, “Comparison of four digital maximum
frequency estimators for Doppler ultrasound,” Ultrasound in Medicine & Biology,
vol. 14, no. 5, pp. 355–363, 1988.

[89] H. Akaike, “A new look at the statistical model identification,” IEEE Transac-
tions on Automatic Control, vol. 19, no. 6, pp. 716–723, 1974.

[90] K. Hynynen and F. Jolesz, “Demonstration of potential noninvasive ultrasound
brain therapy through an intact skull,” Ultrasound in Medicine & Biology,
vol. 24, no. 2, pp. 275–283, 1998.

[91] G. T. Clement and K. Hynynen, “A non-invasive method for focusing ultrasound
through the human skull,” Phys Med Biol, vol. 47, pp. 1219–1236, Apr. 2002.

[92] F. Fry and J. Barger, “Acoustical properties of the human skull,” The Journal
of the Acoustical Society of America, vol. 63, no. 5, pp. 1576–1590, 1978.

[93] J. A. Jensen and Y. Li, “Imaging blood’s velocity using synthetic aperture ultra-
sound,” in Synthetic Aperture Radar, 2012. EUSAR. 9th European Conference
on, pp. 42–45, VDE, 2012.

[94] A. Arnau et al., Piezoelectric transducers and applications, vol. 2004. Springer,
2004.

[95] G. Tsivgoulis, V. Sharma, and A. Alexandrov, “Multi-depth power M-mode
Doppler in the evaluation of acute cerebral ischemia,” in Science Innovation
Synergy Symposiums in Cardiac and Vascular Medicine 2007 Yearbook, pp. 42–
54, 2007.
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