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DISCRETE TIME ¢-TASEPS
ALEXEI BORODIN AND IVAN CORWIN

ABSTRACT. We introduce two new exactly solvable (stochastic) interacting particle systems which
are discrete time versions of ¢-TASEP. We call these geometric and Bernoulli discrete time g-TASEP.
We obtain concise formulas for expectations of a large enough class of observables of the systems
to completely characterize their fixed time distributions when started from step initial condition.
We then extract Fredholm determinant formulas for the marginal distribution of the location of any
given particle.

Underlying this work is the fact that these expectations solve closed systems of difference equa-
tions which can be rewritten as free evolution equations with & — 1 two-body boundary conditions
— discrete g-deformed versions of the quantum delta Bose gas. These can be solved via a nested
contour integral ansatz. The same solutions also arise in the study of Macdonald processes, and we
show how the systems of equations our expectations solve are equivalent to certain commutation
relations involving the Macdonald first difference operator.

1. INTRODUCTION

The purpose of this paper is to introduce and analyze two exactly solvable discrete time versions
of ¢-TASEP. Before introducing them we recall the continuous time Poisson ¢-TASEP which was
previously studied in [9] 12].

Let us fix some notation used throughout. For N > 1 we denote the state of ¢-TASEP with NV
particles as Z(t) = (+ 00 = 2o(t) > 21(t) > 22(t) > -+ > an(t)) € ZV, where we have fixed a
virtual particle at infinity by setting xo(t) = +00. The gap between particle i and i — 1 is denoted
gap;(t) := mj—1(t) — z;(t) — 1.

1.1. Continuous time Poisson ¢-TASEP. We define and provide some background for the con-
tinuous time Poisson ¢-TASEP. All of the results of this paper will be stated simultaneously for this
process as well as its two discrete time variants.

Definition 1.1. The N-particle continuous time Poisson ¢-TASEP with particle rate parameters
ai,...,ay > 0 is an interacting particle system #(¢) in which for each 1 < i < N, z;(t) moves to
x;(t)+1 at exponential rate a;(1—¢%*Pi(")) (which vanishes when gap, (t) = 0), where q is a parameter
in (0,1). Here we assume that these exponentially distributed jumping events are all independent,
and we note that since they occur in continuous time, no two jumps occur simultaneously, almost
surely. Also note that the evolution of z;(-) only depends on those particles with lower indices than
i. Step initial condition is defined as setting x;(0) = —i for 1 <i < N.

Remark 1.2. The continuous time Poisson ¢-TASEP and the recognition of its exact solvability
comes from the work of [9] on Macdonald processes. It was soon after studied in its own right
in [I2] via the type of many body system approach methods which we develop herein for the two
discrete time variants of the process. Recently [32] showed how ¢-TASEP arises from considerations
involving a g-deformed generalization of the dual RSK correspondence and [I7] showed how it arises
from a certain class of nearest-neighbor stochastic dynamics on Gelfand-Tsetlin patterns. It would
be very interesting to extend those works or the method of [20] to include the (more general) discrete
time ¢-TASEPs of the present paper as well.
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The evolution of gap,;(t) = z;—1(t) — x;(t) — 1 for 1 < i < N (for the continuous time Poisson
¢-TASEP) is given by a totally asymmetric zero range process with site dependent jump rate
gi(k) = a;(1 —¢*) and infinite sink and source at the boundary. A variant of this zero range process
can be seen as corresponding to a particular representation of the ¢g-Boson Hamiltonian considered
in [36]. In [36], integrability (in the form of L and R matrices satisfying Yang-Baxter relations)
for this g-Boson Hamiltonian was shown, though the connection of that to the exact solvability of
¢-TASEP discussed below remains to be understood. A stationary (infinite lattice) variant of the
above gap zero range process was also discussed immediately after Theorem 2.9 of [5] and an O(t2/ 3)
upper and lower bound on the variance of the stationary current is established therein.

Poisson ¢-TASEP has an interpretation as a model for traffic on a one-lane (discrete) road Z in
which the rate at which cars jump forward is modulated by the distance to the next car (as well
as a car dependent rate parameter a;). As the distance goes to zero, the jump rate goes to zero,
and as the distance grows, the jump rate approaches a;. Step initial condition corresponds to an
initially jammed configuration.

When ¢ — 0, continuous time Poisson ¢-TASEP becomes the well-studied model of continuous
time TASEP (and likewise the discrete time versions of ¢-TASEP we introduce become known
discrete time version of TASEP). The configuration of particles in TASEP for a fixed time ¢ can be
described as a determinantal point process in which all correlation functions are given by minors
of a single correlation kernel (cf. [25] [16] and references therein). In other terminology, TASEP is
free-fermion, or related to Schur processes, or non-interacting line ensembles. Given that structure
there exists a clean path to Fredholm determinant formulas for marginal distributions, which in
turn allow readily for asymptotic analysis (cf. [8, [B] and references therein).

The present work, where ¢ € (0,1), does not appear to be determinantal, hence new ideas are
necessary to study and extract asymptotic distributional information about the processes considered.
In recent years there has been a flurry of activity surrounding the analysis of non-determinantal yet
still exactly solvable stochastic interacting particle systems [39] [40] [41] 37, 2], [35] 23] (18 B0, 20} ©OL
12, B2, 17]. In [9 12] it was explained how, instead of the determinantal structure of correlation
functions, these non-determinantal systems are exactly solvable due to the existence of concise and
exact formulas for expectations of large classes of observables of the particle systems (in fact, in
many cases large enough classes to uniquely characterize the fixed time distribution of the particle
systems).

A natural question about ¢-TASEP is to compute the distribution of x,,(¢) (which is the location
of particle n at time t). There are (presently) two approaches to compute this distribution. The
first is through the theory of Macdonald processes [9], and the second is through the many body
system (or duality) approach [12].

The first approach is entirely based on the integrable properties of Macdonald polynomials (see
Section for a brief review on the relationship of the two approaches), and these properties
naturally lead to the discovery of ¢-TASEP as well as the computation of nested contour integral
formulas for expectations of certain observables of the process. In particular, for step initial condition
this shows that (see also [I5] or Theorem 2] below) for n; > ng > --- > ny > 0,

k 1)kghk=1)/2 _ ko /n . dz:
T, (t)+ni | ( ZA — B a; 1)tz A%
E[Hq Z() ] o 27-“ / / H H<H6Li—2]‘>e(q ) ! Zja (1)
i=1

—qz
1<A<p<k “A T 9B 55 \iZy

where the contour of integration for z4 contains aq,...,ay as well as {gzp}B>4, but not zero (see
Figure 2] for an example of such a contour when all a; = 1). The above formula is given in Theorem
2.1l along with parallel formulas for the discrete time versions.
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Since the observables ¢+ are all in (0,1), their moment problem is well-posed. This means
that the above formulas uniquely characterize the joint distribution of ¢-TASEP at time ¢ (provided
it is started from step initial condition at time zero). It remains a challenge to extract manageable
(from the perspective of large ¢ and n asymptotics) formulas for joint distributions, though it
is understood how to derive a Fredholm determinant formula which characterizes the one-point
distribution of x,(¢). This is described in Theorem [2.4]

The second approach to solving the continuous time Poisson ¢-TASEP is based solely on the
observation that the dynamics of the particle system implies that the expectations on the left-hand
side of ([II) satisfy certain closed systems of coupled ODEs, which we call many body systems. These
systems have unique solutions and it is easy to check that the nested contour integral formulas on
the right-hand side of (Il satisfy these systems (and hence are equal to the expectations on the
left-hand side of ({I)). This second approach is more direct (it avoids explicit mention of Macdonald
polynomials) and appears to be more general (it applies to ASEP [12], which is not known to
fit into the theory of Macdonald processes). On the other hand, it requires non-trivial input of
a suitable interacting particle system, the correct observables to study and some inspiration in
guessing a closed form solution to the associated many body system. For all of the versions of
¢-TASEP the fact that these expectations satisfy the many body system can be seen immediately
from the Macdonald process perspective as a consequence of certain commutation relations involving
Macdonald difference operators (see Section [6.2]).

It is this second approach which we employ in this paper to study the two exactly solvable discrete
time ¢-TASEPs we now introduce.

Before we proceed, let us fix some additional notation. We use aq,...,ay > 0 to denote particle
rate parameters, and aq, a9, ... € (0,1) and S1, B2, ... € (0,00) to denote (discrete) time dependent
jump parameters. The indicator function of an event E is written 1{E}. The g-Pochhammer symbol
is defined as

n—1
(@ =[J(U—ag"),  (1:0)00 = [J(1 - ad).
=0 >0

Finally, we define a variant of the Weyl chamber as
W];O: {ﬁ: (n1,...,ng) cZF N>ni>ng>-- anZO}.

1.2. Discrete time ¢-TASEPs. The two discrete time versions of ¢-TASEP which we introduce
and study were not fabricated out of thin air, but rather came from further investigations into
dynamics related to Macdonald processes which may be detailed in a future work (cf. [I7] for some
related developments). All three versions of ¢-TASEP are illustrated in Figure [Il

1.2.1. Discrete time geometric q-TASEP. We will make use of the following ¢-deformation of the
truncated geometric distribution. For m € Z>¢ and « € (0, 1) the distribution py, o(j) is defined as

N = ol (o M i< m
pm,oz(j)_ J( 7Q)m—j (q;q)m_j(q;q)jl{OSJS }

For m = 400 we extend the definition so that

Prooali) = o (0 mﬁl{o < ).

I

J
Lemma 1.3. For m € Z>oU {400} and a € (0,1), pma(j) > 0 for all j and

Z pm,a(j) =L
=0
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Poisson ¢-TASEP Bernoulli ¢-TASEP
rate a;(1 — ¢&*) Update z1(t + 1) first Prob 71125‘;1
—a A 18t+1
<+“—6O0—606 — @ 6O —O0—@ —O0—» <+« —0 —@& 6O —©0—6— O —»

I‘l(f) .I‘i,l(t) Iz(t) T (t)
Then update z5(t + 1) based on whether x;(t) = z1(t + 1)

a2Bt+1
Prob 1+a2Bi41

Geometric C_I‘TASEP 4—6—.26—6—6—6—A.—P
Pgap, aio1lJ Pgap;_;.ai—1ai11\J or Prob (1 — qgapz)%

A —a az2Bt41
<« O —6—6— 60— —» -« o0 e o6 o6 o5 e o5 »

(1) zi—1(t) x2(t) z1(t+1)

Ficure 1. Continuous time Poisson ¢-TASEP, discrete time geometric ¢-TASEP
with parallel update, and discrete time Bernoulli ¢-TASEP with right-to-left sequen-
tial update.

Proof. The positivity is immediate as a,q¢ € (0,1). That these p, o(j) sum to one can be seen
inductively (in m) by using the recursion (see (10.0.3) in [4]) for the ¢-Binomial coefficients (which
occur in the definition of p,, o(j) as the fraction). O

We may now introduce the first discrete time version of ¢-TASEP. We work in the greatest
generality for which this is exactly solvable. For simplicity, a reader may want to think of all
parameters a; = 1 and all oy = a.

Definition 1.4. The N-particle discrete time geometric ¢-TASEP with particle rate parameters
ai,...,any > 0 and time dependent jump parameters ag,as,... € (0,1) is an interacting particle
system Z(t) in discrete time ¢ € Z>o. At time t 4 1 the system stochastically evolves from its state
at time t according to the following parallel update rule: For each 1 <i < N,

P(xl(t + 1) = 33‘2(75) + j‘gapi(t)) = Pgap, (t),aic41 (])

where the update is independent for each ¢ and . Since we observe the convention of xy(t) = 400,
in the above update rule gap;(t) = +oo. We assume throughout the paper at the a; and oy are
such that ajay < 1 for all ¢ and ¢, otherwise the process is not well-defined.

These dynamics mean that at time ¢ + 1 each particle x; hops to a random location in the
set {x;(t),z;(t) + 1,...,2,-1(t) — 1} with hop length distributed according to independent random

variables with distribution Pgap, (1),a;a.4,- Lhese dynamics clearly preserve the order of particles.

Remark 1.5. When ¢ — 0 the jump probabilities become

pgapz-(t)matﬂ(j) = (aiat-i-l)j(l —ajopy1)1{1 < j < gap;(t)} + (aiat+1)gapi(t)1{j = gap;(t)}.

This corresponds with a geometric jump of rate a;as+1 in which all of the weight given to jumps
j > gap;(t) are collapsed onto the weight of j = gap;(t). In other words, in parallel each particle
attempts a geometric jump to the right subject to blocking by the previous location of the next
particle. This process was studied previously in [42] as a marginal of dynamics on Gelfand-Tsetlin
patterns which preserve the class of Schur processes.
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1.2.2. Discrete time Bernoulli q-TASEP.

Definition 1.6. The N-particle discrete time Bernoulli ¢-TASEP with particle rate parameters
ai,...,ay > 0 and time dependent jump parameters 31, B2,... € (0,00) is an interacting particle
system Z(t) in discrete time ¢ € Z>o. At time t + 1 the system stochastically evolves from its state
at time t according to the following sequential update rules: First update x;(t + 1) according to

1 _
m for b = 0,
P(:El(t—l—l):xl(t)—l-b) = % for b =1,
0 otherwise.

Then, for i« = 2 through N (in that order) if x;_1(t + 1) — z;—1(t) = 1 (i.e., the previous jump
occurred) then update

1 _
m fOT b = 0,
P(wift+1) = mi(t) + b) = & 1225 forb=1,
0 otherwise.

If x;—1(t+1) — 2;-1(t) = 0 (i.e., the previous jump did not occur) then update

—1+a1iff;ilﬁzgji(t) for b =0,
]P’(a:,-(t +1) = x;(t) + b) =< (1- qgapi(t))%tﬁtl+1 for b =1,
0 otherwise.
The updates are all independently distributed.
These dynamics mean that z1 jumps right by one with probability % and otherwise stays
put. Sequentially, if x;_1 jumped, then z; jumps right by one with probability 1115 tﬁtlﬂ, otherwise if
x;—1 stayed put, then x; jumps right by one with probability (1 — qgapi(t))%. These dynamics

clearly preserve the order of particles.

Remark 1.7. When ¢ — 0 the update rule becomes the following: At time 41, particle z1 jumps to

the right by 1 with probability % and stays put otherwise; then sequentially for xo through x ,

the particle z; jumps to the right by 1 with probability

aif41

14a;Be+1
otherwise it stays put. To be clear, if z1(t) = 5 and z2(t) = 4 (neighbors) and 7 jumps right so
that z1(t + 1) = 6, then the rightward jump for x5 is available and P(z5(t + 1) = 5) = %
This sequential discrete time TASEP was studied previously in [I6] as a marginal of dynamics on

Gelfand-Tsetlin patterns which preserve the class of Schur processes.

if the destination site is unoccupied,

1.2.3. Scaling limits. As o and 8 go to zero and time is suitably rescaled, the discrete time g¢-
TASEPs both converge to the continuous time Poisson version. That is to say (taking all oy = «
and B; = B) that with o = (1 — ¢)e and t = ¢~ '7 geometric ¢-TASEP #(t) converges as a process
to continuous time Poisson ¢-TASEP with 7 representing time. The same result holds for Bernoulli
¢-TASEP with S =eand t = ¢ '7.

As g — 1, the dynamics of the continuous time Poisson ¢-TASEP converge (under appropriate
scaling) to the solution of the semi-discrete stochastic heat equation (equivalently the O’Connell-Yor
directed polymer [31], B0]) — see Theorem 4.1.26 of [9] or Proposition 6.2 of [12]. This semi-discrete
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stochastic heat equation converges under diffusive space/time scaling and weak noise scaling to the
continuum stochastic heat equation [29] [I, 2]. It is also shown in [29] that the continuous time
Poisson ¢-TASEP has a direct limit to the solution to the continuum stochastic heat equation.
Presumably a similar sequence of limits for the discrete time ¢-TASEP dynamics should exist. It
would be interesting to investigate whether there exist other degenerations of these discrete time
q-TASEPs besides those just mentioned. One could, for instance, keep the a or 8 parameters fixed
and scaling ¢ — 1. At least for the geometric case, one expects to make some contact with the work

of [20].

1.3. Moment formulas and distribution functions. The three versions of ¢-TASEP share the
following three surprising properties, which amount to their exact solvability:

(1) The expectations of observables Hle ¢t for 7 € W’éo evolve according to closed
systems of coupled ODEs (in the continuous time case) or coupled difference equations (in
the discrete time case). We call these systems true evolution equations.

(2) The true evolution equations are almost constant coefficient or separable, except for effects
which arise when some of the n; are close together. Rather than trying to solve the true
evolution equation directly, one can look for solutions to the free evolution equation (i.e.,
the constant coefficient and separable system neglecting the boundary effects) on the larger
space i € Z%, which have the right initial data when restricted to W&, and which satisfy
certain boundary conditions when some of the n; are all equal. The restriction of such a
solution to W’éo will coincide with the solution to the true evolution equation. Generally,
for every possible combination of clusters of 7 (i.e., strings of equal coordinates) there will
be additional boundary conditions which must be satisfied. It turns out that for the three
versions of ¢-TASEP we consider, it suffices to consider only & — 1 two-body boundary
conditions (which ends up being the same for all three systems) corresponding to when n; =
n;4+1. That the two-body boundary conditions imply all many body boundary conditions is
the hallmark of integrability in the language of (quantum) many body systems. This type
of reduction goes back to the 1931 work of on diagonalizing the Heisenberg spin chain [7].
Our reduction, under the scaling limit to the continuum stochastic heat equation mentioned
above, cincides with that for the quantum delta Bose gas (also known as the Lieb-Liniger
model [27]).

(3) A general class of solutions to the free evolution equation exists since it is separable and
constant coefficient. It is not immediately clear how to combine solutions from this class
so as to additionally satisfy the k& — 1 two-body boundary conditions and the initial data.
However, for the initial data corresponding to step initial condition, it is also possible to
(easily) check that nested contour integral formulas (such as in () solve the free evolution
equation and satisfy the k — 1 two-body boundary conditions. One may speculate that these
formulas should be related to the Bethe ansatz for diagonalizing this system (cf. [24] [10] for
such a relationship for a limiting continuum version of these many body problems). From
this it would be possible to produce solutions corresponding to general initial conditions.
To our knowledge the Bethe ansatz has not been worked out sufficiently in this context (see
however related work of [36], 34] [38]).

1.4. Outline. In Section [2] we record the consequences of the above mentioned properties. The rest
of the paper is devoted to proving these results along the lines of the three steps given above. In
particular, in Section [B]we prove that the expectations of the above mentioned observables do satisfy
explicit true evolution equations. In Section 4l we demonstrate the integrability of these systems by
reducing consideration to free evolution equations with k£ — 1 boundary conditions. In Section [ we
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check that for initial data corresponding to step initial conditions this system is indeed solvable via
a nested contour integral formula. In Section [6]l we also briefly remark on the relationship between
the true evolution equations and Markov process duality as well as certain commutation relations
involving Macdonald difference operators.

1.5. Acknowledgements. AB was partially supported by the NSF grant DMS-1056390. IC was
partially supported by the NSF through DMS-1208998 as well as by Microsoft Research through
the Schramm Memorial Fellowship, and by a Clay Mathematics Institute Research Fellowship.

2. MAIN RESULTS

We state in parallel our main results for all three variants of ¢-TASEP. To facilitate this we use
Z(t) for each process and instead use different expectation symbols to denote running the different
dynamics.

Theorem 2.1. Fiz q € (0,1). Consider:
(1) Continuous time q-TASEP with particle rate parameters ay,...,an > 0. Let EP°! represent
the expectation operator for this process started from step initial condition. Define

tPoi(Z) — etz;

(2) Discrete time geometric q-TASEP with particle rate parameters aq,...,an > 0 and time
dependent jump parameters oy, aq,... € (0,1). Let E8 represent the expectation operator
for this process started from step initial condition. Define

t

o) =T —

o (eszq)oe
(3) Discrete time Bernoulli q-TASEP with particle rate parameters ai,...,ay > 0 and time
dependent jump parameters 1, B2, ... € (0,00). Let EBer represent the expectation operator

for this process started from step initial condition. Define
t

Pz =[]+ Bs2).

s=1

Fiz k > 1, then for all i € Wgo (i.e.,my >ng>--->np>0)and £ € {Poi,geo,Ber},

k k k(k—1) k n; ¢
R quni(t)—l—ni] _ (—1)"q k2 // H ZA — ZB H (H aq > fé(qzj)%7 (2)
i=1 (2me) rcacper AT GBI\ A ) T (%) 2
where the contour of integration for z4 contains aq,...,an, and {qzp}p>a but not 0 or any poles
Of fz(qz)
fe(=)

The remaining sections of this article are concerned with proving the above result (see in particular

Section [{l).

Remark 2.2. Consider running an arbitrary combination of the three types of ¢-TASEP with
general parameters: Run continuous time Poisson ¢-TASEP for time v > 0 and discrete time
geometric ¢-TASEP with a1, as9,... and discrete time Bernoulli ¢-TASEP with (1, 52,.... The
methods we develop herein imply the following results. The terminal state of the particle system
after running combinations of the three dynamics does not depend on the order in which they were
run (in fact, one can take turns between running the three different dynamics). Moreover, letting
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A
Z1

G
=

y

FIGURE 2. Nested contours for k£ = 3 and a; = 1.

Z(t) represent the state of the process after having run these three dynamics we find that for all
kzlandﬁEW’gO,

k k(k 1)
B [H i (t)+m] _ / / H ZA — 2B
i=1 27” 1<A<B<k A T 1*B
)vss 14+ qBmz; dz;
(g—1)vz; _ # J
X e 1—apm, ,
H(Uaz-zj) I
where the contour of integration for z4 contains ai,...,ay, and {qu} B>A but not 0 or any other

poles of the integrand. The above expression is just a product of I’ ((q )) over { € {Poi, geo, Ber}.

The above nested contour integral formulas arise naturally in the study of Macdonald processes
(cf. Proposition 3.1.5 of [9] and Corollary 4.7 of [15]) and the existence of the associated integrable
quantum many body systems is actually a consequence of this connection (see Section for more
details).

Remark 2.3. The expectations considered above in Theorem 2] uniquely characterize the fixed
time joint distribution of ¢“1®+1 . ¢*N®+N “and hence also that of Z(t). This is because the
g“i M+ are deterministically in (0,1), and thus their moments uniquely identify their distributions
[33, 26]. In principle it should be possible to extract formulas for any fixed time expectations of
Z(t) from the explicit formulas in Theorem [ZI1 It would be desirable to find moment generating
functions (which characterize the joint distributions of Z(t)) for which there are sufficiently compact
formulas to allow for asymptotics. Presently it is only known how to do this for the one-point
distribution of ().

As an application of the above moment formulas it is possible to prove the following Fredholm
determinant formula for the ¢-Laplace transform of ¢*»®*" which in turn characterize the distri-
bution of z,(t) via a simple inversion formula (see Remark [2.6]). The procedure for going from the
nested contour integral formulas above to the Fredholm determinant formula is developed in [9] and

the below result follows immediately from this procedure. For simplicity of contours, we assume
here that all a; = 1 (see Remark 2.5]).

Theorem 2.4. Fiz q € (0,1) and particle rate parameters a; = 1. Consider the three versions of
q-TASEP corresponding with { € {Poi,geo,Ber} (in the notation of Theorem [21). Then for all
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(e C\Ry

Cqrtniq)

where det(I + Kf) is the Fredholm determinant of Kf : L2(Cy) — L*(Cy) for Cy a small positively
oriented circle containing 1. The operator K f 1s defined in terms of its integral kernel

1 too+1/2 T hé(qsw) 1
K (w,w') = —/ =
¢(w,w) 27 J_ioot1/2 sin(—ws)( < ht(w) ¢ w —w'

E’ [(;] = det(I + K{) (3)

with
K (w) = (w; q) ff (w)
where the function ff(w) is defined as in Theorem [21.
The following second formula also holds:
(Cq™rrtniq) (¢ @)oo
where det(I + Cf(z) is the Fredholm determinant of ¢ times the operator f(’f : L2(C0,1) — L2(C0,1)

for Co1 a positively oriented circle containing 0 and 1 (and no poles of ff(w)). The operator K% is
defined in terms of its integral kernel
1 >" filqw) 1

P4 n
K(w’w)_<1—w fHw) qu' —w

where the function ff(w) is defined as in Theorem [Z1

(4)

Proof. We refer to the first Fredholm determinant (B as Mellin-Barnes type, and the second Fred-
holm determinant () as Cauchy type. These Mellin-Barnes type and Cauchy type Fredholm deter-
minant formulas were previously proved in the form of Theorems 3.2.10 and 3.2.16 (respectively)
of [9]. However, those results are phrased in terms of Macdonald processes (in which (¢¥**) corre-
sponds with E[¢*(®»()+m)]) The general scheme which leads to these results is recorded in Sections
3.1 and 3.2 of [I2] and shows how to go from the nested contour integral formulas for ¢ [qk(m”(tH")]
to the (respective) Mellin-Barnes and Cauchy type Fredholm determinant formulas in the theorem.
In the application of Propositions 3.6 and 3.10 of [I2] it is necessary to check certain technical
conditions on the function f to make sure that the formal manipulations which lead to the Fred-
holm determinants are, in fact, numerical identities. These conditions are checked in the proofs of
Theorems 3.2.10 and 3.2.16 (respectively) of [9] so we do not repeat them. O

Remark 2.5. The only modification of Theorem [24] for general a; is that in the first Fredholm

determinant,
n

Wt (w) = [ J(w/ai; @)oo £ (w),
i=1
and consequently some care must be taken in specifying the appropriate choice of contours for the
w and s integration (so that the w contour contains the ay, ..., a, while avoiding other poles). See
for example, Theorem 3.2.11 of [9], or Theorem 4.13 of [13]. Likewise, in the second Fredholm

n ~
determinant formula, the term <ﬁ) in defining Kg(w,w’ ) is replaced by [[i, a;ﬁw and the

contour Cj ;1 is replaced by a suitable one which contains 0 and all a1, ..., ay,.
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Remark 2.6. The transform from the probability distribution of ¢+ o the expectation on the
left-hand sides of @) and (@) is called a g-Laplace transform. Just as the usual Laplace transform
can be inverted via a single contour integral in the spectral variable, so too can we recover the
distribution of ¢®»®*" or x,,(t) + n from its transform. To state this inversion, write

Q) =B | |
(C) [(qun(t)+n; q)w]

Then it follows from Proposition 3.1.1 of [9] (see also [6]) that

P (o) +n=m) = —0" 5 | (@GR G O

where C,, is a positively oriented circle which encircles {q_j}0§j§m+1.

Remark 2.7. There are a number of interesting limit theorem results which should be accessible
via asymptotic analysis of the Fredholm determinants in Theorem 241 The Mellin-Barnes type
Fredholm determinant seems to be most easily analyzed asymptotically. Presently, the only asymp-
totics related to ¢-TASEP which have been worked out correspond with first taking the limit for
n fixed and ¢ — 1 in which ¢-TASEP converges [12] to the semi-discrete stochastic heat equation
[31L B0]. At that level [9 13| 14] have proved GUE Tracy-Widom limit theorems (see also [I1] for
a related discrete stochastic heat equation [37]). There remain a number of limit theorems which
should be provable from the Fredholm determinant formulas above, such as the GUE Tracy-Widom
limit theorems for the three variants of ¢-TASEP. It is possible that in proving such results slightly
different choices of contours (as in [13, [14]) will be necessary.

3. TRUE EVOLUTION EQUATIONS

The first surprising property of -TASEP is that the expectations of the observables Hle g (Bt

evolve according to closed systems of coupled ODEs (in the continuous time case) or coupled dif-
ference equations (in the discrete time case). We call these systems the true evolution equations.
This property is not a generic property of interacting particle systems, but rather something quite
special to these systems and these choices of observables.

In order to state the true evolution equations it will be useful to have an alternative notation for
n e W’éo wherein y; counts the number of n; = i (i.e., the size of the cluster of n;’s equal to 7).
More precisely, define

YN = {g=(yo.y,-.. yn) € ZIf" (5)
N

vWo= {gevN:> yi=k} (6)
=0

To each 7i € Wgo associate (1) € V¥ via y; (i) = |{j : n; = i}|, and to each i € Y} associate
n(y) € Wgo as the unique 7 such that 3(7) = ¢. Thus %(7) lists the multiplicities of each number

in {0,1,..., N} in 7 and 7i(¥) associates to such multiplicities an ordered list in W’;O. For instance
if i = (4,4,2,1) then 7(77) = (0,1,1,0,2). We say that 7 has ¢ clusters if ¢ = [{i : y;(77) > 0}|. For
the present example 77 = (4,4,2, 1) has three clusters.

For a vector i € Y} and a vector §= (s1,...,sy) with 0 < s; < y; define
g‘i;’_l = (y07"'7yi—1+Si7yi_8i7"'7yN)

Z7§ = (yo+s1,y1+S2—S1,Y2+ 53 —S2,...,YN—1 + SN — SN—1,YN — SN)
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Both of these map ¢ into another element of YkN .
The following combinatorial coefficients are used in defining the true evolution equation.

Definition 3.1. For a € R, g € (0,1), y € Z>¢ and integers 1 < s <y define

(4:9)y

Ca(y,s) = (=a)*(=a; @)y—s : (7)
N @ @)y-s (@ a)s

with the convention that Cy(y,s) =0 for s <0 or s > y.

We record the following easily checkable properties of the coefficients C,(y, s) which will prove
useful:

(0" = D0+ ")Calys) = all =@ =*)Calps = 1)
Caly+1:5) = (1+a0")Caly, ) — a1 Caly, s = 1) )
Caalyrs) = 1= (1" )Caly ) + a1 = ) Calys = 1))

Definition 3.2. For a > 0,1 <i < N and i € YV define the following difference operators
Vi
(L H@) =l =) (F@G) = F@), A D@ = Y Calysr s)FG5-0)-

Remark 3.3. If f(3) = 0 for ¢ with yo > 0, then it follows that
LON@) =al—a)(~ £@). (A N@) = Caly1,00£ (7).

Moreover, for such an f, we have that

AL A ) = Cor(91.0) S oo 2)-+ 3 o 55 (9)

s0=0 sny=0

with s; = 0.

Definition 3.4. We say that h(t; §) solves the (rate parameter ay,...,ay) continuous time Poisson
¢-TASEP / discrete time Geometric ¢-TASEP (with time dependent jump parameters oy, ag, ... € (0,1))
/ discrete time Bernoulli ¢-TASEP (with time dependent jump parameters 31, 32,... € (0,00))
true evolution equation with initial data ho(y) if

(1) For all 4 € YV and ¢ > 0,

N
jth( 7) = Z £§ai)h(t; 7) (Poisson),
h(t+1;y) = Ag““‘““) e A(_aNa”l)h(t; ) (geometric),
A(mﬁtﬂ A(aNﬁ“l)h(t +1;9) = Ag‘l“lﬁtﬂ A(q“’\’ﬁt“)h(t ) (Bernoulli);

(2) For all § € YV such that yo > 0, h(t; %) = 0 for all t > 0;

(3) For all 7 € YN, h(0;%) = ho(¥).
Lemma 3.5. The above respective true evolution equations have unique solutions.
Proof. The operators 52@ and Aga) map the space of functions f : YV — R onto itself. In fact,
these operators restrict to mapping the space of functions f : YkN — R onto itself. On account of

this, the above true evolution equations restrict to a collection of closed systems of linear ODEs (for
the continuous time case) or difference equations (for the two discrete time cases), indexed by k. It
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suffices, therefore, to prove existence and uniqueness when restricted to the system corresponding
to each k > 1.

For fixed k, our system of linear differential or difference equations is also triangular in the
following sense. Define a partial ordering on YkN sothat ¢/ <y ifforall 0 <i< N, yl+-- - +yjy <
¥ + -+ + yn. Then triangularity means for the continuous time case that %h(t; ) depends only
upon h(t,y') for ¢ < ¢, and for the discrete time cases that h(t + 1;¢) depends only upon h(t, ")
for ¢/ < g. This is easily seen from the definition of the true evolution equations.

Finally, for each k& > 1, the associated closed, triangular system of linear ODEs / difference
equations is also finite. One account of this, one can apply standard methods (such as in [19] for
the continuous time case or linear algebra for the discrete time cases) to conclude the existence and
uniqueness of solutions. O

We may now state the main result of this section, which is that expectations of certain observables
of the three variants of ¢-TASEP solve the above (respective) true evolution equations.

Theorem 3.6. Consider the (rate parameter ay,...,ayn) continuous time Poisson q-TASEP / dis-
crete time Geometric q-TASEP (with time dependent jump parameters oy, aq, ... € (0,1)) / discrete
time Bernoulli q-TASEP (with time dependent jump parameters 1, 32,... € (0,00)) started from
an arbitrary initial condition Z(0) = &. Then for any k > 1 and 7i € W’;O,

k
E [H qWH"i] = h(t: 7)) (10)
1=0

where h(t;y) solves the (respective) true evolution equation with initial data

ho(4(17)) = E

H ql'ni"l‘ni] )
=0

Proof. Due to Lemmal[3.5lit suffices to show that the left-hand side of (I0]) satisfies the true evolution
equation (in each of the three cases).
In what follows let ¢ = #(7). It is then convenient to rewrite the left-hand side of (0] as

E

k N '
H qni (t)-l-m] —F [H q(wi(t)“rl)yi]
1=0 =0

with the convention that when 39 > 0, the above is zero, and when yy = 0, the above product starts
at i = 1. From this one readily sees that condition (2) of the true evolution equation is satisfied.
Condition (3) is immediate as well.

We prove condition (1) for each of the three cases. In fact, the Poisson case was previously proved
in [12], though we include it here as well for completeness.
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Poisson case: Let L denote the generator of continuous time Poisson g-TASEP. Then it follows
that

d il o) ﬁ (xi(t)‘i‘i)yi] — IE [ﬁ (xi(t)"‘i)yi] ) [L ﬁ (l‘i(t)-i-i)yi]
dt =0 ! N =0 ! N =0 !
[ N
- E Z aj(1 — ¢r—1=2O-1y (q(rj(t)+1+j)yj — q\@i (t)+j)yj) H PICHORDIT
=5

[~ N
= E Zaj(l _ qwjfl(t)—mj(t)—l)(qyj —1) Hq(:ci(t)ﬂ)yi

L =0
[~ N ' N N '

= K Z£§GJ) Hq(-’ﬂi(t)+l)yi — Z£§GJ)E [H q(mi(t)-i-l)yi] .
| 7=1 =0 j=1 i=0

This shows that the expectation in question does satisfy the true evolution equation.
Geometric case: We show the following stronger statement. Let oY be the sigma-field generated

by the random variables x1(t),...,zx(t). Then, as o}¥ measurable random variables
N N
E [H q(wi(t+1)+l)yj|JtN] _ Ag_alaﬂrl) . ”AS\:aNat+1) Hq(mi(t)-l-z)yi
=0 1=0

Taking expectations of both sides (with respect to the random variables #(t)) recovers the desired
result. In what follows we write a instead of ayyq.
In order to show the above result, observe that it follows immediately from the geometric dynamics

that
N [gap;(t

N
H (i (t+1)+1)y; ‘O’ ] — H Z pgap ® azoe jyZ Hq zi(t)+i)y (11)
=0

i=1

E

Lemma 3.7. For allm,y >0 and a >0
Y

> Pmali)d? =D Caly. s)g™™, (12)
=0 s=0

and likewise

Z poo,a(j)qjy = C—a(y7 O)

=0
Applying this lemma we find
Y2 YN
LHS M) = C_4,a(y1,0 Z Caya (Y2, 52)gEP2(0)s Z C_analyn, sn)gEPnDsx Hq ai(t)+i)y
s2=0 sny=0 i=0
= C—aloz y17 Z C—agoe y2732 Z C—aNOc YN, SN Hq 2i(t)+0) (Witsir1—si)
s2=0 sny=0 =0

with the convention sy = s; = sy4+1 = 0. The second line follows from the definition of gap,(t).
Thus, we have reached a formula for the left-hand side of (I]) which, in light of equation (@) matches
the right-hand side of (II]).
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Proof of Lemma [3.7 We will prove equation (I2)). The m = 400 case is in the same spirit so we
leave it out. Taking m fixed, denote the left-hand side of ([I2]) as s.
We may apply Lemma with the parameter « from its statement taken to be ¢Ya. This yields

m
Y Pmgrali) =1
j=0

From the definition of py, qvq(j) this equality can be rewritten as

(4" 7a;q)y = 1. (13)
We may expand the product (¢™ a;q), as
(¢ a Q)y = Z(_qm_]a)rer(lv g,--. 7qy—1)'
r=0

where e, is the degree r elementary symmetric polynomial (see e.g. Section 1.2 of [28]). Plugging
this into (I3) and rearranging the summations of j and r yields

Yy m
)¢ er(1,q, 0" ") D 4 pmald) = 1.

r=

Rewriting in terms of the p,,, we find

y
S a0 e =1 (1)
Y r=0
Note also that (see e.g. Section 1.3, exercise 1 of [28])
- s (459
er(lq,....,¢ H=q 2 —2 2
ol ) (@) (4 @)y—r

The relation (I4) on the p, uniquely characterizes them, hence it suffices to check that the
right-hand side of (I2) also satisfies the relation when substituted for the j1,. This amounts to

Yy y—r
r(r 1) (q’ q)y . .
)"'q"™"q — C_oly —ri)g™ = 1. (15)
= (4; )r (a5 4)y—r ZZ:;

In order to check that the above relation holds we can gather all coefficients associated with ¢("+9m
and check that for r 4+ ¢ = 0 the coefficients combine to equal 1, and for r 4+ ¢ > 0 they combine to
0. Letting n = r + 4, we must therefore check that

r(r—1)
1 =0
y —2O—a(y_r,n—7"):{ n )

(a; q)y )r (a5 q) 0 n>0.

Using the definition of the C' coefficients the above relation reduces to

(@ 9)y (a59)y—n a"i(—l)TL - {1 =0, (16)

(G @)y—n (a:9)y = () (@ Dn—r |0 n>0.
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From Corollary 10.2.2(c) of [4] we find that

n ; qr(r?—l) 1 ne 0’
D o =
= (¢ 0)r (¢ Qn—r 0 n>0,
from which (I8 immediately follows. O

Bernoulli case: We will show the following stronger statement. For j > 1 and ¢ > 0, let a{ the

sigma-field generated by the random variables z1(t),...,2;(t). Then, as ¢} measurable random
variables
N ' N '
A:(lalﬁt+1) o Ag\?wﬁtH)E [H gD+ Ui\f] _ qumﬁtﬂ) e _Aggawﬁtﬂ) Hq(xi(t-i—l)-i-Z)yi_ (17)
i=0 i=0

Taking expectations of both sides (with respect to the random variables #(t)) recovers the desired
result. In what follows we write 3 instead of Siy1.
The following lemma will quickly yield a proof of (IT)).

Lemma 3.8. Fori=2,..., N,

N -1
O 7Ut+1]

Yi
> Cuplyi, si)E [q(“(”l)*’)(y"‘Si)q(’“*l(t“)“‘”s"
;=0

Yi
- Z aniﬁ(yia Si)q(zi(t)+l)(yi_Si)q(zifl(t)—l-z—l)si7
8120

and fori=1
Ca5(y1, 0)E [q(xl(t+l)+1)y1|afv] = Cla,s(y1,0)g@r O+

Proof. Let us first consider the i = 1 case. Given the knowledge of z1(t), the dynamics of Bernoulli

¢-TASEP implies that with probability 1?}@? 5. we have that x1(t4+1) = x1(t)+1 and with probability

we have that x1(t + 1) = z1(¢). This implies that

L
144

Ca(y1,0)E [q(m(tﬂ)ﬂ)ngﬂ Cuyp(y1,0)g = O+ Dw <ﬂqyl TR >

1+ a1 1+a15
an16(yla O)Q(xl(t)ﬂ)yl )

as desired. Here we used the third relation of (§) with s = 0 to reach the above conclusion.
Now consider the case when ¢ = 2,..., N. Let I;_1 represent the indicator function for the event
that x;—1(t+1) = z;—1(t) + 1 (i.e., particle i — 1 jumped at time ¢+ 1). Note that this is measurable
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with respect to afv , Ui;%' Thus, by virtue of the Bernoulli dynamics, we have that for r,s > 0

E |:q($i(t+1)+i)rq(wi*1(t+1)+i_1)s |a,fv, O’zﬁ]

(zi(t)+i)r

= 1;—-14

q(mil(t)—l—l—l—i—l)s( wp

_|_
1 +aiﬁq 1 +a2-6>

x;1(t)—x;(t)—1
+ (1 o Ii_l)q(xi(t)+i)7’q(xi71(t)+i—l)8 ((1 _ qxifl(t)—:ci(t)—l) ai/B r 1 + al/Bq 1) ®) )

1+ a,ﬂq 14 a;8
. . 1
— @) +ir (zi—1(t)+i—1)s I 1a:Ba™ s T 165+ (1—T_a" +(1—1I_
q q 1+ai5(z 1a;3q + 1i—1q +( i l)q +( i 1))
- ~ 1
(zs@)+i)(r=1) J(wi—a () +i-1)(s+1) _ = (. _T g
+4q q v ad (a;B(1 = Li-1)(1 —¢")).

Using the above, we may now compute

N 1—1
o 7Ut+1]

Yi
> Cuplyi, si)E [q(“(t“)“)(yi‘s”q(’“*l(t“)“‘”si
s;=0

Yi
= 3 g+ mms) i O+-Ds:

s;=0
(lic10iBq” + Licaq® + (1 — Li_1)ai B¢ ™" 4+ (1 — L;_1))

a;f3
14+ a;6

X <Caiﬁ(yi7 Si)m

+ Cap(Yirsi — 1)

(1—11)(1 - qyi—SH—l))'

Observe that we may rewrite the above factor (in large parentheses) as

1
1T ap ((1 + aiBq¥ ) Cosp(yis 8:) + aiB(1 — ¢V 1) Co (i, 8i — 1)>
I . s, . o
T3 0 (Counlvios0) (@B + 07 —aiBg ™ = 1) = Caplyi st = V(1 = =)

= Cya;8(Yis 5i)-

This last equality came from two facts. The left-hand side has two terms. The first is equal to
Cya,8(Yi, si) by the third relation of (). The second term (with I;_;) is zero by the first relation of

As a consequence of the above calculation we find that

Yi
Z Caiﬁ(yiy Sz')E [q(%(t+1)+l)(yi_si)q(mi71(t+1)+2—1)si O'iv, 0';__’_}]
s;=0
Yi . |
= Z anig(yi, Si)q(-'ﬂi(t)‘l’l)(yi—Si)q(wifl(t)-i—z—l)si’
5;=0

as desired to complete the proof of the lemma. O
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In order to conclude the proof of the Bernoulli case we use conditional expectations to rewrite
the left-hand side of (I7)) with yo = 0 as

Al (a18) . - Al aN 16) A%Nﬁ)E|:q(m1(t+1)+1)ylE[q(xQ(H‘l)'FQ)yQ

..E|:q(xN71(t+1)+N_1)yN—1E|:q(xN(t+l)+N)yN|O_N N— 1]|O_N N— 2}

N 1 N
t 5041 t 5041 "Ut aUt+1MUt }

_ A(cuﬁ A(GN 15 [ (m1(t+1)+1)y1E |:q(m2(t+1)+2)y2 .F [q(mN,l(t—l—l)—i-N—l)yN,l

x Z CaNﬁ(yN’SN)E[q<mw<t+1>+N><yN—sN>q<xN71<t+1>+N—1>sN|0iv,atfv+'11}‘ng’(,ﬁg] --|a§V,a§+1]|a§V]

SN—O
= A A(GN e [ (xl(tﬂ)ﬂ)ylE[q(m(m)”)yz "'E[q( —1 (D) +N-1yn - 1\05\[,05112] |Oiv,atl+1]|fffv]
yn
% Z Coans(yn, sn)q N OFNx —sn) g@n—1(HF+N=1)sy
SN:O

where the first equality was from definition and the second equality followed from applying Lemma
3.8 with « = N. We may continue to use Lemma to reduce the expression above, ultimately
leading to

N
LHS [I7) = Cya,5(y1,0 Z Cyaz8(Y2, 52) Z Coans yN,SN)Hq(mi(t)ﬂ)(y”si“_si)
so=0 sny=0 =0

with the convention sg = s1 = sy+1 = 0. On account of Remark we may now recognize that
the right-hand side above, is equal to the right-hand side of (7)), as desired to complete the proof
of the Bernoulli case. O

4. FREE EVOLUTION EQUATIONS WITH k£ — 1 BOUNDARY CONDITIONS

It is not a priori clear how to approach the problem of solving the true evolution equations of
Theorem in closed form. Away from the boundary of W’éo (i.e., when all of the elements of
i are different, or equivalently all y; < 1) the true evolution equation is constant coefficient and
separable. This constant coefficient, separable equation can be extended to all of (Zzo)k and is
what we will call the free evolution equation. The true and free evolution equations do not match
near the boundary of W& <o when there is clustering in 7i.

The following idea can be traced to Bethe’s 1931 solution to the Heisenburg spin chain [7] and
can be thought of as a generalization of the method of images or reflection principle. Bethe’s idea is
to try to rewrite the true evolution equation as the restriction of the free evolution equation subject
to certain boundary conditions which, if satisfied, would imply that the restriction matched the true
evolution equation. Generally the free evolution equation may be defined on a larger space (here
(Z>0)*) than is physically meaningful (here W¥ ) and the initial data need only be imposed on the
physically relevant portion of the space. If such a solution satisfying the free evolution equation,
boundary conditions and initial data exists, then its restriction to the physically relevant space will
necessarily solve the true evolution equation for the right initial data. This existence of solutions is
not assured.

If the system in consideration is k-dimensional, then generically there could be boundary con-
ditions corresponding to all possible compositions of {1,...,k}. If in fact only the k — 1 nearest
neighbor boundary conditions are necessary, then the system is called integrable in the language of
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quantum many body systems. This is the case for the true evolution equations of Poisson, geometric
and Bernoulli ¢-TASEP.

For the Poisson ¢-TASEP this reduction was observed in Proposition 2.7 of [I2]. One should note
that it is not a priori clear that the boundary conditions for the discrete time ¢-TASEPs with time
varying parameters ay or [ would not depend on t. In fact, it turns out that this ¢ dependence of
the true evolution equation plays no role in the form of the boundary condition. In fact, between
all three versions of ¢-TASEP, the exact same boundary condition arise.

Definition 4.1. For a function f : Z — R define the operators V, and V via
(Vof)(n) = A +2z)f(n) —zf(n=1),  (Vf)(n)=fln—-1)—f(n)
For a function f : Z¥ — R, let [V,]; and [V]; act on the i*" coordinate of f.

The following theorem relates the true evolution equations for ¢-TASEP to free evolution equa-
tions with k£ — 1 boundary conditions.

Theorem 4.2. If u(t; i) solves:
(1) For all i € (Z>0)* and t >0,

k
d . . :
au(t; n) = Z an, (1 — q)[V]i(t; 77) (Poisson),
ult+1;7m) = [V_anlatﬂ]  [Vean, anp Jku(t; ) (geometric),
[vanlﬁtﬂ]l e [vankﬁtﬂ]ku(t +1L7) = [vqanl Bl [vqankﬁtﬂ]ku(t? 7t) (Bernoulli);

(2) For all i € (Z>o)* such that for some i € {1,...,k— 1}, n; = ni1,
(IV]i = q[V]ip1)u(t; 1) = 0;

(3) For allii € (Z>0)k such that ng, = 0, u(t; @) =0 for all t > 0;
(4) For all7i € W>0, u(0;7) = ho(y(7));

then for all §f € YV, h(t; §) = u(t; 71(¥)) where h is the solution to the true evolution equation for the
(rate parameter ay, . ..,ayn) continuous time Poisson q-TASEP / discrete time Geometric q-TASEP
(with time dependent jump parameters ay,aq, ... € (0,1)) / discrete time Bernoulli - TASEP (with
time dependent jump parameters (1, B2, ... € (0,00)), started from initial data ho(y).

Proof. Tt is immediate from the third and fourth hypotheses of Theorem [£2] that conditions (2) and
(3) of Definition B4l are satisfied. It suffices to check that condition (1) of the true evolution equation
is satisfied by u(¢;7()). We show this first for the Poisson case (which previously appeared in the
proof of Proposition 2.7 of [I2]). We then deal simultaneously with the geometric and Bernoulli
cases by using Lemma [l below. In what follows we assume that 7 = 7i() and hence § = (7).
Poisson case: Recall that the size of the cluster of elements of 77 equal to i is given by y;. Consider
the cluster of elements equal to N: n; = ny = --- = ny,. Every other cluster works similarly to
what we now describe and though it is possible that the cluster we study is empty, we may repeat
the below calculation for any other cluster.

In order to prove the true evolution equation it suffices (by summing over all clusters) to show
that

(1—9q) ZCLN u(t; ) = an(1 — ¢V)Vyyu(t; i) zﬁg\?]\’)u(t; ),
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where the second equality follows immediately from the definition of ﬁg{;N ). To see the first equality
we use the boundary condition for the free evolution equation which implies that for i € {1,...,yn},
[V]iu(t; i) = ¢V~ [V]yyu(t; 7). Summing over i gives the desired equality.

Geometric and Bernoulli cases: We use Lemma [L4] below to prove the equivalence of the free
and true evolution equations for both the geometric and Bernoulli cases. However, we first provide
a lemma which quickly leads to the proof of Lemma [£4]

Lemma 4.3. Fizy > 1 and a > 0. Assume that a function f(ni,...,ny) is such that if n;y = njpq
forany i€ {1,...,y—1} then ([V]; — q[V]i+1)f(7) = 0. Then

(Va1 [Valy f(n ZC (y,8)f(n,...,nyn—1,...,n—1). (18)

y—s s

Proof. We prove this by induction in y. For y = 1 observe that by definition of [V,],
Valif(n) = (1+a)f(n) —af(n—1)
= Ca(170)f(n) + Ca(L 1)f(n - 1)7

since Cy(1,0) = (1 4+ a) and Cy(1,1) = —a.
For y > 1 assume that we have proved the lemma for y — 1. Thus we have

y—1
Vali[Valz -+ [Valyf(n,...,n) = [Vah Y Caly—1,9)f(n,n,...,n,n—1,...,n—1)
s=0 y—1—s s
y—1
= ZC“ -1,8)(1+a)f(n,n,...,nun—1,....,n—1) (19)
——
5=0 y—1—s s
y—1
+ Coly—1,8)(— -Ln,...,n,n—1,...,n—1).
; (y =1L s)(=a)f(n—1,n lnn n—1)
y—1—s s

Using the relation ([V]; — q[V]i+1)f(77) = 0 for @ such that n; = n;11, we see that

f(n—1,n,....non—1,....n—1) = ¢ 1 5fn,....n,n—1,...,n—1)
SN—— SN——
y—1l—s s y—1—s s+1
+(1 - 1 f(n,...,n,n—1,....,n—1).
N——
y—s s

Plugging this into (I9) we arrive at

—_

<

Culy —1,8)(1 + =1, n =1
(y—1s)A+a)f(n,n,...,n,n n—1)

y—1l—s s

@
Il
o

y—1
—i—ZC’a(y— 1,3)(—a)<qy_1_sf(n,...,n,n—1,...,n— D+0—-¢" 1" f(n,...,n,n—1,...,n— 1))

s=0 y—1—s s+1 y—s
Grouping the coefficients of f(n,...,n,n—1,...,n— 9 in the above summations and using the
——
Yy—s s
second relationship in (§) we recover (I8)) and hence complete the inductive step. O
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Lemma 4.4. Fiz N,k > 1 and a1,...,ay > 0. Assume that a function f(ni,...,ny) is such that
if ng =niqp1 for any i € {1,...,y — 1} then ([V]; — q[V]it1)f (@) = 0. Then for all ny>ng > >
ng > 0,

Van J1 -+ Van, I (1, Z Cay (y1, 1) Z Can (yn, sn) J(A(T)).
s1=0 sny=0
Proof. Observe that 71 can be split into clusters of equal variables so that ny = ... =n,, = N and
Nyn+1 =+ = Nyy+yn_; = IV — 1 and so on (recall that i = 7/(i7) gives the sizes of these clusters).

Due to the ordering of 7, the result we seek to prove follows readily from applying Lemma to
each cluster of 7 starting with the cluster of n; which equal 1, and ending with the cluster of n;
equal to N. ]

Let us now complete the proof of Theorem

We may apply Lemma [£4] (given below) to the solution wu(t; ) of the geometric / Bernoulli free
evolution equation (the boundary condition on u implies the hypotheses of the lemma are met).
Since u(t; ) = 0 for ng, = 0, it follows that the summation over s; in the outcome of the application
of the lemma should be removed and only the s; = 0 term remain (that is, because all terms
involving s; > 0 are necessarily zero). Comparing the outcome to the (respective) true evolution
equation of Definition B.4] one finds that they match. O

The following is an immediate corollary of the combination of Theorems and

Corollary 4.5. Consider the (rate parameter ai,...,ayn) continuous time Poisson q-TASEP /
discrete time Geometric q-TASEP (with time dependent jump parameters ai,aq,... € (0,1)) /
discrete time Bernoulli g- TASEP (with time dependent jump parameters 31, B2, ... € (0,00)) started
from an arbitrary initial condition ¥(0) = . Then for any k > 1 and ny > ng > -+ > ng > 0,

k
E Hq%@)w] = u(t; i)

i=1

where u(t; 1) solves the (respective) free evolution equation with k — 1 boundary conditions started
from initial data
k
- quni-i-m'] )
i=1

5. CHECKING THE NESTED CONTOUR INTEGRAL FORMULAS

We now conclude the proof of Theorem 2.1] by showing that the right-hand side of (2) solves the
free evolution equations with k — 1 boundary conditions which is given in Theorem Corollary
then immediately implies Theorem 2.1l For ease of readability let us recall the right-hand side
of [2)) and denote it as

k(k 1) J
P A T HH ) ()
1<A<B<k AT B IS YT ZJ ZJ) &

There are four hypotheses to check in Theorem [4.2] The ﬁrst hypothesis to check is that m(¢; i)
solves the free evolution equation corresponding with the choice of £ € {Poi, geo, Ber}. Since the
free evolution equation is linear and separable, it suffices to check that for arbitrary z and n,

= a; fe(qz)
2.1;[1 a; — 2 fe(z)
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satisfies the & = 1 version of the respective free evolution equations.
Poisson case: We must check that

d H @i (g-1)zt _ an(1 — q)VH i (q-1)zt

dtizlai—z el

The d/dt brings out a factor (¢—1)z on the right-hand side, while the V brings out a factor #2=%—1.
Comparing both sides we find equality.

Geometric case: We must check that

n w t+1 n a: t
i i
P I (TSR P ) (]
Ay — 2 - a; — 2
i=1 s=1 i=1 s=1

an—=z2
an

The V_g,a,,, brings out a factor ((1 — Upy1) + Aoy ) which simplifies to (1 — ay412), and
hence we find equality.

Bernoulli case: We must check that

n t+1 n t
a; 1+ qBsz a; 1+ qBsz
\Y I | | | =V I | | | .
anBitl el 1+ Bsz qanfi+l vl St 1+ Bsz

The V,, 5t+1 on the left-hand side brings out a factor ((1 + anBit1) — anfiy1 =2 ) which simplifies

an
to (1 + Bi412), while the Vg, 841 on the right-hand side brings out a factor ((1 + qanfBir1) —
G Bi+1 “ZZZ ) which simplifies to (1 4+ ¢f4+12). Comparing both sides we find equality.
The second hypothesis to check is that the boundary condition is satisfied. Without loss of

generality assume ny = ng (general n; = n;;1 is identical). We wish to show that

([V]1 — q[V]2) m(t; @) = 0.

Applying the operator [V]; — ¢[V]2 to the integrand of m(t;7) brings out a factor of —(z1 — qz2).
This new factor cancels the denominator (z; — gz2). On account of this we may freely (without
encountering any poles) deform the contours for z; and 29 to coincide. Hence we may write

(IV)1 - q[V]a) m(t; 7) = / / (21— 20)G(21) G (2) 21 dzs

where the function G(z) involves the integrals in zs,...,z;. Since the two contours are identical,
this integral is clearly zero, as desired.

The third hypothesis to check is that for ny = 0, m(¢;7) = 0. This follows from simple residue
calculus since when ng = 0 there is no pole at z; = 1 and since this was the only pole contained by
the zj contour, by Cauchy’s theorem the z; integral equals 0.

The final hypothesis to check is the initial data. Since we are dealing with step initial condition
z;(0) = —i, it follows that ¢*(©*" = 1 and hence we must show that m(0;Z) = 1. This follows
from residue calculus as well. Expand the z; contour to infinity. Since t = 0, fg(z) = 1 and so
the only pole in z; is encountered at z; = 0 (23 = oo is not a pole because of the decay coming
from 1/(1 — z1)). Because we pass the pole at 0 from the outside, the contribution of the residue
is —¢g~* =1 times the same integral, but with & — 1 variables. Repeating this procedure yields the
desired result.

This completes the proof of Theorem 211
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6. RELATION TO DUALITY AND MACDONALD PROCESSES

6.1. True evolution equations and duality. At least for the Poisson and geometric ¢-TASEP,
the true evolution equations are closely related to Markov process dualities. This was understood
for Poisson ¢-TASEP in [9]. Two Markov processes z(t) and y(t) (with state spaces X and Y
respectively) are said to be dual with respect to a function H : X x Y — Rifforallz € X,y €Y
and ¢t > 0,
E [H(x(t);y)] = B [H (2;y(t))]

where E? and EY refer to the expectations of the respective Markov chains x(t) and y(t) started
from x(0) = z and y(0) = y.

Let us recall the duality for the Poisson ¢-TASEP. Let (t) be the totally asymmetric zero range
process with state space YV from ([B) in which the rate at which a particle moves from site i to i — 1
(for i =1,...,N) is given by a;(1 — ¢¥"). Notice that this is the same jump rate as in Remark
though presently there are no sources or sinks. Let Z(¢) be the continuous time Poisson ¢-TASEP
with N particles. Then it is easily checked that Z(t) and g(t) are dual with respect to

N
H(#§) = [[ a0
=0

where for yp = 0 the product is over ¢ > 1 and for yy > 0, the product is taken to be zero (due to
the virtual particle g = +00). The true evolution equation follows immediately from this duality
since
d d al (a)
S HE(0): ) = S8 HE )] = Y0 L (1w ).
i=1

Here, the first equality is from duality and the second one is from the Kolmogorov forward equation
and the fact that Zf\il .Cga) is the generator of the dual zero range process.

It is also possible to relate the discrete time geometric ¢-TASEP to a discrete time totally asym-
metric zero range process i/(t) with state space Y. In parallel, the state of (t) is updated to
that of (¢t + 1) via the following procedure which occurs at each site i = 1,..., N. At time ¢ there
are y;(t) particles lined up above site i. Start with the bottom-most particle and with probability
a;o41 move the particle to site ¢ — 1 at time ¢ + 1. Then proceed sequentially by considering the
second particle from bottom, and then the third and so on. For the j** particle from bottom, with
probability a;ay11¢™ move it to site ¢ — 1 at time ¢ + 1. Here m; counts the number of particles
in site i which are below the j* particle and which have been tagged to move to site i — 1 at time
t + 1. The update rule is sequential within each site i, but parallel amongst different sites.

This duality can be proved using similar considerations as in the above proof of the geometric
true evolution equation. Since it is not necessary for the purposes of this paper, we leave this just
as a remark and do not present this proof.

It is not presently clear how to relate the true evolution equation for the discrete time Bernoulli
g-TASEP to a duality for that system.

6.2. True evolution equations and Macdonald difference operators. (Ascending) Macdon-
ald processes (see Section 2 and 3 of [9] for more details) are measures on triangular arrays of
interlacing nonnegative integers

A= D9 1<icis N <A <20,

We write AU) for the j™ level of the triangle, and note that AU) is a partition of length at most
j. The measure on A is specified by ai,...,ay > 0, {aq,®2,...}, {B1,52,...,}, v > 0 and two



DISCRETE TIME ¢-TASEPS 23

parameters ¢,t € (0,1) as follows:
Py (a1)Pye /a0 (a2) -+ Py jyov-n (an) @y (p)
H(Cbl,... ,CLN;p)
and the marginal of this measure on a single level AV is given by
Py (a1, an)Qyov (p)
H(ala"' 7aN;p)

In the above, P and () are Macdonald symmetric functions (indexed by partitions or skew partitions)
and p is a Macdonald positive specialization (i.e., a homomorphism from the algebra of symmetric

functions to R that sends Macdonald symmetric functions to elements of R>q) specified via the
generating function

)

P()\) =

POAN)) =

= > wQu () = o [T D2 g 4 )
=0

For such a specialization and positive a;, the numerator in the definition of P above is non-
negative for all triangular arrays A, and as long as the normalizing constant Il(ay,...,an;p) :=
II(a, p) - - (an; p) is finite, the above expression describes a probability measure.
For a partition p of length N, the Macdonald polynomial P, is an eigenfunction for the first
Macdonald difference operator
tr; —x;
Dy =S[00

Z

1=1 j#i
(where Ty 5, f(x1,...,zN) = f(z1,...,q2,...,xN)) With eigenvalue
gV T e T2 gD, (21)

Notice that when t = 0 the eigenvalue is simply ¢"~. We will assume henceforth that ¢ = 0 (though
everything except the commutation relations holds for general t).
The normalizing constant is given by

H(ab cee ,(IN;p) = Z P)\(N)(alv cee ,(IN)Q)\(N) (p)
AV)
It was observed in [9] that by linearity of Dy and by the above eigenvalue relation, for any y > 0
(Dn)"I(z1, ..., TN5p) _ E[q,\%wy]'
H(ml,...,mN;p) r1=a1,...LN=aN

A generalization of this was provided in [I5], showing that if D; represents the first difference
operator acting on x1,...,x;, then for any y1,...,yn >0

(D) - (DNn)*NIL(z1, - - -, N5 p)
H(.’L’l,... 7-Z'N7p)

N .
~E [H q*?)yi] .
=1

Since the D; and II are explicit and suitably nice, it is possible to encode the above repeated
application of difference operators onto II in terms of a nested contour integral formula (one recovers
the difference operators by expansion of the formula into residues). It is shown in [I5] that for

7=(0,y1,...,yn) with zﬁ-v_lyj = k, and 7i = §(i1),

k(k 1) k )
Ay ZA — 2B a; |\ Il(gz;; p) dz;
[Hq ] 2m / / H A—(]ZBH (H ai_zj> (z:p) 25

1<A<B<k j=1 1

T1=a1,...EN=aN
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where the contour of integration for z4 contains ai,...,ay, and {gzp}p>4 but not 0 or any other
poles of the integrand.
Plugging in the formula for II (given above in terms of «’s, 5’s and 7) it is immediately clear that

N
Hq)\( )Zh] =K [H q(wi(t)‘i'i)yi] ’ (22)
i=1

where the expression on the right-hand side corresponds to the version of ¢-TASEP considered in

Remark 221 Therefore, since these moments characterize the joint law of {)\(Z v, and {z;(t)+i}Y,,
it follows that these two sets are equal in distribution.

There are two immediate questions this equality prompts. First is whether there is a way to
embed the various ¢-TASEP dynamics into a Markov chain on interlacing triangular arrays so that
this equality becomes natural. Second is how the true evolution equation (which the right-hand
side of the above equality satisfies) can be seen directly from the left-hand side as a consequence
of Macdonald difference operator relations (without any reference to ¢-TASEPs). We answer both
of these questions for continuous time Poisson ¢-TASEP first, and then indicate some extensions of
the answer to the second question for the two discrete time versions as well.

There exist Markov dynamics on the space of interlacing triangular arrays which preserve the class
of Macdonald processes. One example of such a dynamic was introduced and studied in Sections 2
and 3 of [9] (see [32] [I7] for other such dynamics). When the parameter ¢ = 0 the continuous time

dynamics on the triangular arrays becomes quite simple (cf. Section 3.3 of [9]). Each )\Z(-j ) attempts
to increase its value by one according to independent exponentially distributed jumping times with
rate given by

(1 - q)\EJ, 2 )\(J))(l o qAEj)_)‘gi)l"'l)

(J)_y(G-1)
(1—gh A )

(IJ 9
where terms involving indices outside of the triangular array are omitted. The simplest Macdonald
process with which to initiate A is specified by taking all a; = 5; = 7 = 0 and corresponds with
taking )\Z(.j) = 0. Then if the above dynamics are run for time ¢ (not to be confused with the
Macdonald parameter ¢ which has been fixed to be zero) then A(t) is distributed according to a
Macdonald process specified by taking all a; = 3; = 0 but v = t¢.

The above dynamics have the property that the evolution of {)\Z@ }Z]\Ll is marginally Markovian

(with respect to its own filtration). In fact, calling )\Z(-Z) = x;(t) + ¢ we readily observe that x;(t)
evolves according to continuous time Poisson ¢-TASEP with particle jump parameters a1, ...,ay.
It was through this line of reasoning that Poisson ¢-TASEP was first introduced and through the
above Macdonald difference operator considerations that the formulas for moments of ¢% "+ were
initially calculated.

In light of equation ([22]) we are led to the second question, of how the true evolution equation
for Poisson ¢-TASEP can be seen directly from the language of Macdonald difference operators. In
particular, we would like to show that

h(t;y) = E

N .
I1 q<xi(t>+z>yi]

i=1

solves
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We claim that the fact that h(¢; ¢) solves the true evolution equation can be seen as a consequence
of a commutation relation for Macdonald first difference operators, as well as the fact that by the
above discussion
(D1)¥t - (Dy)¥N ezt ton)t

el@i+-+zn)t

h(t; ) =

T1=0a1,..,TN=0N

The commutation relation is given as part 1 of the following lemma. For parts 2 and 3 it is
convenient to define

k
AP =N Cyk, 8)(Dy1)* (D),
s=0

where Cy(k, s) were defined in (7).

Lemma 6.1.

(1) For any k>0 and any 1 <n <N,

[ Z:UZ] (1 = ¢")2p (D1 — Dy)(Dy) . (24)

(2) For any k>0,1<n <N and a € (0,1),

n

n)k 1 _ ﬁ 1 Al=aznk)
s (e q)es T (0T @)oe

(3) For any k > 0,1 <n <N and 5 € (0,00),

n

Afpen k) ﬁlﬂm = TJ(1 + Bay) AGon b,
=1

i=1

Proof. We first remark that in the statement of the lemma, > ;" | x;, [T, (axl o= and [T, (1+p8z)
should all be treated as operators which act by multiplication. Thus, we seek to prove the above
identities as operators applied to general functions F(x1,...,z,). By polarization it suffices to prove
these identities when applied to functions of the form F(z1,...,x,) = f(z1)--- f(z,). We prove
part 1 of the lemma and simply note that analogous considerations (or comparison to the treatment
of the geometric and Bernoulli many-body systems earlier in this paper) suffice to prove parts 2 and
3.

We can rewrite the desired identity we wish to prove as (adding harmless 1/F(z1, .

.., &) factors
to both sides)

T i=1% () i=1Ti [
dt F(x17"'7$n)e ( n) ¢ (1’1, 7‘T") =0
! k k—1
secesdn
for F(x1,...,2,) = f(x1) - f(zy). This may be expressed in terms of nested contour integrals.

The left-hand side becomes

R

— gz T; — 245 Ziq Zq
1<A<p<i “A T 4*B j=li=1 "t < 9) J
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while the right—hand side becomes

S S I a2 ) I S

1<A<B<k Jj=1li=1
(26)

In both sets of integrals we assume that the z4 contour can be chosen so as to contain gzp for
B > A as well as {x1,...,x,}, but not 0 or any poles of f(qz)/f(z). Observe that due to the choice
of nested contours, it follows that for 1 < i < y—1 and any symmetric function G(z1, ..., 2z;) (which
does not introduce new poles into the below integrand)

/ / H M(Zi —qzi+1)G(21, ..., 2;) = 0.

— gz
\<A<p<i “A T 4*B

Using this, we find that the term Zi:l 2; in the integrand of (23] can be turned into (1 — ¢*)(—2)
which exactly matches the term in the integrand of (26 and thus proves the lemma. O

To conclude, let us explain how the commutation relations imply the true evolution equation.
Observe that

d
dth( y) = —ple_tpl(Dl)yl ce. (DN)yNetpl + e—tp1(D1)y1 R (DN)prletpl
where p1 = ZZJ\LI x;, and on the right-hand side we assign x1 = a1,...,zxy = ay after applying all

of the operators (we suppress writing this assignment above and in what follows). The commutation
relation allows us to pull the p; in the second term from the right side of the expression to the left
side. In the first application of (24]) we replace

(Dn)¥Vp1 = p1(DN)N + 2n(1 — ¢*V)(Dn—1 — Dy)(Dy)¥¥
and find

d
h( ) — —ple_tpl (Dl)y1 .. (DN)yNetm + e—tp1(D1)y1 .. (DN_l)yNApl(DN)yNetpl

dt
(1 — qu)e_tpl(Dl)yl o (Dn_1)"(Dyn_; — DN)(DN)yN_letpl.
Repeating this N times we find

= a1 = g )e (D) - (Dymy = Di)(Di) -+ (D) Ve,

the right-hand side of which is readily matched to that of the true evolution equation.
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