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# Condensed phase electron transfer beyond the Condon approximation 

Department of Chemistry, Massachusetts Institute of Technology, 77 Massachusetts Ave, Cambridge MA 02139


#### Abstract

Condensed phase electron transfer problems are often simplified by making the Condon approximation: the approximation that the coupling connecting two charge-transfer diabatic states is a constant. Unfortunately, the Condon approximation does not predict the existence of conical intersections, which are ubiquitous in both gas-phase and condensed-phase photochemical dynamics. In this paper, we develop a formalism to treat condensed-phase dynamics beyond the Condon approximation. We show that even for an extremely simple test system, hexaaquairon(II) / hexaaquairon(III) self-exchange in water, the electronic coupling is expected to fluctuate rapidly and non-Condon effects must be considered to obtain quantitatively accurate ultrafast nonequilibrium dynamics. As diabatic couplings are expected to fluctuate substantially in many condensed-phase electron transfer systems, non-Condon effects may be essential to quantitatively capture accurate short-time dynamics.


## I. INTRODUCTION

Electron transfer is a fundamental process in chemistry and biology. An exact dynamical description of this process from first principles is difficult if not impossible due to the multitude of degrees of freedom involved in solvent reorganization. These solvent degrees of freedom are critical for properly describing electron transfer rates and dynamics, as observed originally by Marcus [1-3] and subsequently reinforced by many others [412]. Because exact quantum methods cannot describe systems with thousands of degrees of freedom without running into exponential scaling, approximate models are often invoked to describe electron transfer dynamics.

One important model for describing condensed-phase electron transfer is the spin-boson model, a system-bath model that describes a two-level system coupled linearly to a large number of harmonic bath modes [13]. While simpler than an atomistic model, the spin-boson model still cannot be solved analytically for a general bath: the exact density matrix and the propagator must each be expanded in the basis of a many-dimensional collection of harmonic oscillators, again leading to exponential scaling.

For certain classes of baths, it is possible to converge the dynamics on to the numerically-exact result before reaching the point where exponential scaling becomes prohibitive. To enumerate a few: the QUAPI method [14-19] will converge so long as the bath autocorrelation function decays quickly as $t \rightarrow \infty$; the MCTDH method [20, 21] will converge so long as the majority of the bath is slow with respect to population transfer and can thus be treated classically or semi-classically; and the HEOM method [22, 23] will converge if the bath can be accurately represented with a Debye spectral density. The treatment of a general bath is largely limited to more approximate methods, a few of which are detailed in Refs. [24-26].

[^0]The spin-boson model is useful; however, it is not without its limitations. One limitation is that the spinboson model makes the Condon approximation-which states that eleetronic transitions occur instantaneously on the timescale of nuclear motion, or alternatively that the electronic coupling operator $\hat{V}$ is a constant that does not depend on nuclear coordinates [27]. This approximation is often successful, but in certain casesspecifically, in cases with ultrafast electronic relaxation through conical intersections-it is demonstrably bad.

Optically-excited molecules can relax back to the ground state either through radiative processes or nonradiative processes. When relaxation is fast, it is nearly always the case that molecules relax from excited state to ground state through conical intersections-regions where the excited state adiabatic potential energy surface cross the ground state adiabatic potential energy surface [28, 29]. Conical intersections have been studied extensively in the gas phase both theoretically [30-35] and experimentally [36-38]. Condensed-phase photochemistry is often much more complicated, as a continuum of bath modes must now be considered. Especially challenging to incorporate are low-frequency solvent modes, which can play a role in the dynamics even though passage through conical intersections is rapid.

Condensed-phase conical intersections are less studied, though there have been several important experimental and theoretical achievements in their description over the last two decades. While some early experiments observed conical intersections in small molecules such as pyridine [39], interest in understanding condensed-phase conical intersections has grown due to an increasing desire to understand the isomerization of biomolecules, including biofluorophores [40], DNA/RNA [36, 41], and retinal [42-44]. Computational and theoretical models have been of utmost importance in interpreting experimental data. For example, Martinez et al have described conical intersections in biofluorophores using high-level electronic structure calculations in QM/MM dynamics [45, 46]. Additionally, Burghardt, Hynes et al have successfully described the conical intersection in retinal (and other Schiff bases) by parameterizing a model

(a)

(b)

Figure 1. Conical intersections in N dimensions manifest themselves as surfaces intersecting along N-2 dimensions; thus, the smallest dimension along which two adiabats can intersect is two, and in 2D that intersection is a point. (a) Under the Condon approximation, the coupling can never be zero for any value of the two nuclear coordinates, and the two adiabats will never intersect; the closest they get to each other is an avoided crossing, with magnitude 2V. (b) If the coupling is allowed a linear dependence on each coordinate, the adiabats can intersect at a single point -a conical intersection.
diabatic Hamiltonian (which can then be diagonalized) along a choice of two relevant solvent degrees of freedom [47-50].

Despite these advancements, there is certainly room for the investigation of other models which incorporate non-Condon effects in order to develop a more complete picture of passage through conical intersections. In addition to some of the applications above, conical intersections in condensed phases are thought to be important for such processes as internal conversion and intersystem crossing [51], the understanding of which is essential for the prediction of quantum yields in devices such as photovoltaics and light-emitting diodes [52]applications which may benefit greatly from a general model. Any progress towards the creation of such a model is thus of great scientific importance.
In order for a conical intersection to exist, two conditions must be upheld: (1) the excited state and ground state have the same energy; and (2) the electronic coupling between the two states must be zero [28]. Under the Condon approximation, the electronic coupling is not a function of the nuclear coordinates and can never be zero; thus, any model utilizing the Condon approximation, including the canonical spin-boson Hamiltonian, cannot describe conical intersections-phenomena
which are paramount to the accurate description of photochemical processes. The qualitative difference is shown in Figure 1.

In this paper, we examine approximate solutions to the linear vibronic coupling Hamiltonian, which is an extension of the spin-boson Hamiltonian that includes these non-Condon effects. Using a generalized master equation formalism [53], we derive memory kernels for the linear vibronic coupling Hamiltonian to fourth order in perturbation theory in the electronic coupling, amounting to augmenting the well-studied second- and fourth-order kernels [20,26,54] with several extra nonCondon terms. In order to demonstrate the impact of these non-Condon terms, we examine the dynamics of the electron transfer self-exchange reaction $\mathrm{Fe}(\mathrm{II})+$ $\mathrm{Fe}($ III $) \rightarrow \mathrm{Fe}($ III $)+\mathrm{Fe}(\mathrm{II})$ in water. We choose this system because (1) the partitioning between system and bath is straightforward; (2) the system is very wellstudied [55-64]; and (3) there is no intrinsic bias driving the reaction one way or the other, meaning we are not in a regime where second-order methods are known to give qualitatively incorrect answers [20, 26].

## II. THEORY

## A. Spin-Boson Hamiltonian

Mathematically, the spin-boson model can be described with the Hamiltonian

$$
\begin{align*}
\hat{H}_{S B M}= & \hat{H}_{s}+\hat{H}_{b}+\hat{H}_{s-b} \\
= & \left(\begin{array}{cc}
-\frac{\epsilon}{2} & V_{0} \\
V_{0} & \frac{\epsilon}{2}
\end{array}\right)+\sum_{j}\left(\begin{array}{cc}
\frac{\hat{p}_{j}^{2}}{2}+\frac{1}{2} \omega_{j}^{2} \hat{x}_{j}^{2} & 0 \\
0 & \frac{\hat{p}_{j}^{2}}{2}+\frac{1}{2} \omega_{j}^{2} \hat{x}_{j}^{2}
\end{array}\right) \\
& +\sum_{j}\left(\begin{array}{cc}
c_{j} \hat{x}_{j} & 0 \\
0 & -c_{j} \hat{x}_{j}
\end{array}\right) \tag{1}
\end{align*}
$$

where $\hat{H}_{s}$ is the Hamiltonian describing the two-level system, $\hat{H}_{b}$ the harmonic bath, and $\hat{H}_{s-b}$ the systembath coupling. The two system states intrinsically differ in energy by a bias of $\epsilon$ and are coupled with a constant coupling $V_{0}$. The bath is comprised of a collection of harmonic oscillators with frequency $\omega_{j}$ that couple to the system with coupling $c_{j}$. The mass-scaled normal mode coordinates and momenta of the bath are represented by $\hat{x}_{j}$ and $\hat{p}_{j}$, respectively.

## B. Linear Vibronic Coupling Hamiltonian

The most straightforward way to generalize the spinboson Hamiltonian to include non-Condon effects is to add to the Hamiltonian a linear off-diagonal coupling to the bath. This new Hamiltonian is known as the linear vibronic coupling Hamiltonian, and has been studied in some detail [35, 65-70]

$$
\text { Publishing } \hat{H}_{L V C}=\hat{H}_{S B M}+\sum_{j}\left(\begin{array}{cc}
0 & V_{j} \hat{x}_{j} \\
V_{j} \hat{x}_{j} & 0 \tag{2}
\end{array}\right)
$$

where $\hat{H}_{S B M}$ is the Hamiltonian defined in equation 1. This Hamiltonian has the advantage over $\hat{H}_{S B M}$ in that for some set of bath coordinates $\left\{\hat{x}_{j}\right\}$, it is possible for $\hat{H}_{L V C}$ to become proportional to the identity, allowing for the existence of conical intersections.

The linear vibronic coupling model can be understood by considering a two-level system interaction with a collection of harmonic oscillators. The two states have an energy difference, $\epsilon$, and a coupling, $V$, which each fluctuate in time. The fluctuations in $\epsilon$ and $V$ are driven by the action of the harmonic bath: some bath modes couple to the energy gap $\epsilon(t)$, driving its fluctuations; other bath modes couple to the coupling, $V(t)$, driving its fluctuations. In general, some bath modes could drive fluctuations in both $\epsilon$ and $V$, introducing crossterms into the dynamics correlating the energy gap and coupling trajectories; as discussed in more detail in the next section, we have theoretical reasons to believe that the latter effects will be small in general, and we will be testing this hypothesis for a sample system.

## C. Mode Continua in Condensed Phases

In the gas phase, the number of bath modes defining $\hat{H}_{S B M}$ or $\hat{H}_{L V C}$ is denumerable: a nonlinear molecule with $N$ atoms has $3 N-6$ vibrational models. In the condensed phase, where thousands of atoms must often be considered to get even a rudimentary description of charge-transfer dynamics, the number of bath modes quickly becomes innumerable. This facilitates the introduction of the spectral density, which coarse-grains an uncountably large number of bath modes in the condensed phase into a continuous function describing how strongly the bath couples to the diagonal elements of the system Hamiltonian at various frequencies $\omega[27]$

$$
\begin{equation*}
J_{E G}(\omega) \equiv \frac{\pi}{2} \sum_{j} \frac{c_{j}^{2}}{\omega_{j}} \delta\left(\omega-\omega_{j}\right) \tag{3}
\end{equation*}
$$

In the case of the linear vibronic coupling model, the bath alse couples to the off-diagonal elements of the system Hamiltonian. We thus must introduce two more spectral densities: one describing the explicit coupling of the bath to off-diagonal elements of the Hamiltonian,

$$
\begin{equation*}
J_{V}(\omega) \equiv \frac{\pi}{2} \sum_{j} \frac{V_{j}^{2}}{\omega_{j}} \delta\left(\omega-\omega_{j}\right) \tag{4}
\end{equation*}
$$

and one describing the cross-correlation between timedomain energy gap fluctuations and coupling fluctuations,

$$
\begin{equation*}
J_{\text {cross }}(\omega) \equiv \frac{\pi}{2} \sum_{j} \frac{c_{j} V_{j}}{\omega_{j}} \delta\left(\omega-\omega_{j}\right) \tag{5}
\end{equation*}
$$

where $\omega_{j}, c_{j}$, and $V_{j}$ are Hamiltonian parameters introduced in equations 1 and 2. The details of how these spectral densities may be obtained from molecular simulation will be discussed in the following section.
For many physical systems, it is appropriate to make the approximation

$$
T_{\text {cross }}(\omega) \approx 0
$$

i.e., there is no correlation between bath modes which drive fluctuations in the energy gap and those which drive fluctuations in the coupling. While such a crosscoupling may exist in principle, in the vast majority of physical situations, very different bath motions are required to drive charge transfer in molecular systems like transition metal complexes and organic semiconductors. We call this approximation the "zero cross-correlation" (ZCC) approximation. We will later justify this approximation for the system which we have chosen to benchmark the dynamics method outlined in this paper, both through rigorous theoretical arguments and numerical results.

## D. Generalized Master Equations and Memory Kernels

In order to study the dynamics generated by the linear vibronic coupling Hamiltonian, we have adopted a generalized master equation formalism [71-73], following the approach of Sparpaglione and Mukamel [53]. Generalized master equations are convenient ways of expressing the population dynamics of a system coupled to a bath when one is not interested in the detailed dynamics of the bath. For the correct choice of memory kernels, they are formally exact.

We will examine two particular choices of initial condition in this manuscript. The electron transfer system is comprised of two states, $|1\rangle$ and $|2\rangle$, corresponding to the reactant diabat and product diabat of a redox reaction, respectively. The first, dubbed the 'thermal' initial condition, refers to dynamics that begin on state $|1\rangle$ when the bath is in thermal equilibrium with state $|1\rangle$, which corresponds to non-driven electron transfer in solution.

The second, dubbed the 'nonequilibrium' initial condition, refers to dynamics that begin on state $|2\rangle$ when the bath is in thermal equilibrium with state $|1\rangle$, which corresponds to an instantaneous vertical transition from the equilibrium geometry of the reactant diabat to a high-energy point on the product diabat. This initial condition is similar to the initial condition in an optical experiment, as discussed in detail in Ref. [49]. While the non-equilibrium configuration draws its inspiration

Aflom optical experiments, it should be noted that in the Publistipllebi on(II)-iron(III) system we will study below, it would be very difficult (if not impossible) to prepare this initial state experimentally. Thus, the connection to an optical experiment should be thought of as no more than an analogy below. By design, the nonequilibrium initial condition will differ from the thermal one primarily at short times, ultimately allowing us to examine the influence of conical intersections on short-time versus long-time dynamics.

Both initial conditions are discussed in further detail in Appendix A. We note that we are probing the forward electron transfer reaction and the backward electron transfer reaction, respectively, when studying dynamics using the thermal initial condition and the nonequilibrium initial condition.

We now assume a set of generalized master equations of the form

$$
\begin{aligned}
& \dot{p}_{1}=-\int_{0}^{t} K_{1}\left(t, t_{1}\right) p_{1}\left(t_{1}\right) d t_{1}+\int_{0}^{t} K_{2}\left(t, t_{1}\right) p_{2}\left(t_{1}\right) d t_{1} \\
& \dot{p}_{2}=\int_{0}^{t} K_{1}\left(t, t_{1}\right) p_{1}\left(t_{1}\right) d t_{1}-\int_{0}^{t} K_{2}\left(t, t_{1}\right) p_{2}\left(t_{1}\right) d t_{1}
\end{aligned}
$$

Here, $p_{1}(t)$ and $p_{2}(t)$ are the populations of state $|1\rangle$ and state $|2\rangle$ respectively, and $K_{1}\left(t, t_{1}\right)$ and $K_{2}\left(t, t_{1}\right)$ are memory kernels describing the $1 \rightarrow 2$ and $2 \rightarrow 1$ population transfer process, respectively. These equations are similar to the equations in the SparpaglioneMukamel formalism [53], except that the kernels are no longer time-translationally invariant. This broken symmetry allows us to describe in general both thermal and nonequilibrium dynamics, as time translational symmetry is lost upon invoking the nonequilibrium initial condition. We emphasize that these generalized master equations are formally exact: one only has to determine the memory kernels in order to uniquely determine the populations of a two-level system. If the memory kernels are known exactly, solving these master equations will uniquely determine the populations exactly, as well. Other authors have/recently applied this formalism to study chemical dynamics [74].
While determining $K\left(t, t_{1}\right)$ is tantamount to solving the time-dependent Schrödinger equation and is thus exponentially hard, one can expand $K\left(t, t_{1}\right)$ in a formal power series in the electronic coupling operator $\hat{V}$,

$$
\begin{equation*}
K\left(t, t_{1}\right)=\hat{V}^{2} K^{(2)}\left(t, t_{1}\right)+\hat{V}^{4} K^{(4)}\left(t, t_{1}\right)+\ldots \tag{7}
\end{equation*}
$$

and use time-dependent perturbation theory in order to derive analytic expressions for $K^{(2)}, K^{(4)}$, and in principle all higher order terms. The exact kernel can then be reconstructed via a resummation technique, e.g. a Padé resummation [54, 75-77]. Note that truncating this perturbation series to second order for the spinboson model results in the famous non-interacting blip approximation (NIBA) [24, 78], which is the Fermi's Golden Rule result for this problem-in many senses, it is a dynamical generalization of Marcus theory.

Using time-dependent perturbation theory and the master equations defined in equation 6 , we have derived the non-Condon version of the memory kernel $K^{(2)}\left(t, t_{1}\right)$, giving us a version of NIBA which includes linear vibronic coupling and allowing us to compute generalized Marcus rates (and short-time dynamics!) beyond the Condon approximation. As we are ultimately interested in describing photochemistry, we present here memory kernels derived using the nonequilibrium initial condition: $p_{2}(0)=1$ but the bath is initially in equilibrium with state $|1\rangle$. A full derivation of both the nonequilibrium kernels described in this paragraph as well as the memory kernels used for the thermal initial condition are presented in Appendix A. In summary, to second order in perturbation theory in $\hat{V}$,

$$
\begin{equation*}
K^{(2)}\left(t, t_{1}\right)=K_{c}^{(2)}\left(t, t_{1}\right)+K_{n c}^{(2)}\left(t, t_{1}\right) \tag{8}
\end{equation*}
$$

where $K_{c}^{(2)}\left(t, t_{1}\right)$ is the Condon kernel,
$K_{c}^{(2)}\left(t, t_{1}\right)=2\left\langle V^{2}\right\rangle \exp \left[-Q^{\prime}\left(t-t_{1}\right)\right] \cos \left(\phi\left(t, t_{1}\right) \pm \epsilon\left(t-t_{1}\right)\right)$
defining

$$
\begin{align*}
& \phi\left(t, t_{1}\right) \equiv Q^{\prime \prime}\left(t-t_{1}\right)-2 Q^{\prime \prime}(t)+2 Q^{\prime \prime}\left(t_{1}\right)  \tag{10}\\
& Q^{\prime}(t) \equiv \frac{4}{\pi} \int_{0}^{\infty} d \omega \frac{J_{E G}(\omega)}{\omega^{2}}(1-\cos (\omega t)) \operatorname{coth}\left(\frac{\beta \omega}{2}\right) \\
& Q^{\prime \prime}(t) \equiv \frac{4}{\pi} \int_{0}^{\infty} d \omega \frac{J_{E G}(\omega)}{\omega^{2}} \sin (\omega t) \tag{11}
\end{align*}
$$

and $K_{n c}^{(2)}\left(t, t_{1}\right)$ is the non-Condon kernel,

$$
\begin{align*}
& \left(\left(R^{\prime}\left(t-t_{1}\right)-2 R^{\prime}(t)\right)\left(R^{\prime}\left(t-t_{1}\right)-2 R^{\prime}\left(t_{1}\right)\right)-R^{\prime \prime}\left(t-t_{1}\right)^{2}\right) \cos \left(\phi\left(t, t_{1}\right) \pm \epsilon\left(t-t_{1}\right)\right) \\
& \left.+\left(2\left(R^{\prime}(t)+R^{\prime}\left(t_{1}\right)-R^{\prime}\left(t-t_{1}\right)\right) R^{\prime \prime}\left(t-t_{1}\right)\right)\right) \sin \left(\phi\left(t, t_{1}\right) \pm \epsilon\left(t-t_{1}\right)\right) \\
& \pm 2 V_{0}\left(R^{\prime}(t)+R^{\prime}\left(t_{1}\right)-R^{\prime}\left(t-t_{1}\right)\right) \cos \left(\phi\left(t, t_{1}\right) \pm \epsilon\left(t-t_{1}\right)\right) \\
& \left. \pm 2 V_{0} R^{\prime \prime}\left(t-t_{1}\right) \sin \left(\phi\left(t, t_{1}\right) \pm \epsilon\left(t-t_{1}\right)\right)\right] \tag{12}
\end{align*}
$$

defining

$$
\begin{align*}
R^{\prime}(t) & \equiv \frac{2}{\pi} \int_{0}^{\infty} d \omega \frac{J_{\text {cross }}(\omega)}{\omega} \cos (\omega t) \\
R^{\prime \prime}(t) & \equiv \frac{2}{\pi} \int_{0}^{\infty} d \omega \frac{J_{\text {cross }}(\omega)}{\omega} \operatorname{coth}\left(\frac{\beta \omega}{2}\right) \sin (\omega t) \tag{13}
\end{align*}
$$

and

$$
\begin{align*}
S^{\prime}(t) & \equiv \frac{1}{\pi} \int_{0}^{\infty} d \omega J_{V}(\omega) \cos (\omega t) \operatorname{coth}\left(\frac{\beta \omega}{2}\right) \\
S^{\prime \prime}(t) & \equiv \frac{1}{\pi} \int_{0}^{\infty} d \omega J_{V}(\omega) \sin (\omega t) \tag{14}
\end{align*}
$$

If we approximately neglect cross-correlation, $R^{\prime}(t)$ $R^{\prime \prime}(t)=0$, and Equation 12 simplifies:

$$
\begin{align*}
K_{n c}^{(2)}\left(t, t_{1}\right) \approx & 2 \exp \left[-Q^{\prime}(t)\right] \times  \tag{15}\\
& {\left[S^{\prime}\left(t-t_{1}\right) \cos \left(\phi\left(t, t_{1}\right) \pm \epsilon\left(t-t_{1}\right)\right)\right.} \\
& \left.-S^{\prime \prime}\left(t-t_{1}\right) \sin \left(\phi\left(t, t_{1}\right) \pm \epsilon\left(t-t_{1}\right)\right)\right]
\end{align*}
$$

from simulation is actually quite difficult. As such, we have chosen to define the Condon rate in terms of $\left\langle V^{2}\right\rangle$, a quantity much more readily obtainable.

We also note that diabatic population transfer is slowed down by non-Condon effects. In the Marcus normal regime, adiabatic population transfer is thus sped $u p$, which makes sense: non-Condon effects facilitate traversal through conical intersections, a fast nonradiative decay pathway. To summarize, at short times, we find that non-Condon effects are expected to (1) slow down diabatic population transfer, but (2) speed up adiabatic population transfer if the experimentallymeasurable coupling is taken to be the root-mean-square average coupling.

## III. COMPUTATIONAL DETAILS

## A. Extracting spectral densities from molecular simulation

Following our discussion in Section IID, it is apparent that in order to map chemical dynamics on to the spin-boson model, we require a way to extract the bath spectral density (or densities) from molecular simulation. Many authors [27, 59, 85, 86] have observed that the energy gap spectral density $J_{E G}$ defined in equation 3 is related to the Fourier transform of the energy gap fluctuation autocorrelation function:

$$
\begin{equation*}
J_{E G}(\omega)=\frac{\beta \omega}{4} \int_{0}^{\infty}\langle\delta \Delta E(t) \delta \Delta E(0)\rangle \cos (\omega t) d t \tag{16}
\end{equation*}
$$

where $\beta$ is the inverse temperature, $\delta \Delta E(t) \equiv \Delta E(t)-$ $\langle\Delta E\rangle$, and $\Delta E(t)$ is the energy gap, $\Delta E(t) \equiv E_{2}(t)-$ $E_{1}(t)$. We recognize that the coupling and cross spectral densities defined in equations 4 and 5 can be written in terms of the coupling autocorrelation function and the energy gap - coupling cross correlation function, respectively:

$$
\begin{align*}
J_{V}(\omega) & =\beta \omega \int_{0}^{\infty}\langle\delta V(t) \delta V(0)\rangle \cos (\omega t) d t  \tag{17}\\
J_{\text {cross }}(\omega) & =\frac{\beta \omega}{2} \int_{0}^{\infty}\langle\delta \Delta E(t) \delta V(0)\rangle \cos (\omega t) d t \tag{18}
\end{align*}
$$

- Where $\delta V(t) \equiv V(t)-\langle V\rangle$.

PublishYfigg these relations, we are able to map time corre-
 from molecular simulation, on to the linear vibronic coupling Hamiltonian-a Hamiltonian with an in-principle numerically exact dynamical solution. In the remainder of this section, we discuss in detail how we extract the relevant information from simulation for a simple molecular system. In the following sections, we discuss the short-time and long-time dynamics which result from this mapping.

## B. Simulation details

## 1. Molecular dynamics simulations

In order to examine the non-Condon effects on electron transfer dynamics predicted by equation 12 , we have examined the aqueous electron transfer selfexchange reaction

$$
\mathrm{F} e^{\mathrm{II}}+\mathrm{F} e^{\mathrm{III}} \rightarrow \mathrm{~F} e^{\mathrm{III}}+\mathrm{F} e^{\mathrm{II}}
$$

All molecular dynamics simulations were performed using the GROMACS 4.6 .5 software package [87]. Two iron atoms (van der Waals parameters $\sigma_{i}=2.2 \AA, \epsilon_{i}$ $=0.0323 \mathrm{kcal} / \mathrm{mol}$ employing combination rule $\sigma_{i j}=$ $\sqrt{\sigma_{i} \sigma_{j}}$ for both $\sigma$ and $\epsilon[60]$ ) were placed at their touching-sphere distance of $5.5 \AA$ inside a periodic simulation box of dimensions $4 \mathrm{~nm} \times 4.55 \mathrm{~nm} \times 4.018 \mathrm{~nm}$ and then solvated with 2466 molecules of TIP3P water [88]. Iron atoms were allowed to interact with solvent via nonbonding interactions only. For NVT runs, the simulation box was coupled to a Nose-Hoover thermostat at 300 K with a time constant of 200 fs . Electrostatics were treated with the Particle Mesh Ewald method [89] with a cutoff of 1.5 nm ; van der Waals interactions were cut off after 1.4 nm . A harmonic restraining potential ( $r_{0}=0.35 \mathrm{~nm}, k=100.0 \mathrm{~kJ} \mathrm{~mol}-1 \mathrm{~nm}^{-2}$ ) was used in order to keep the two irons in close proximity to each other.
A 1 ns NVT equilibration run was performed followed by a 1 ns NVT production run, each with a timestep of 1 fs. 300 configurations were sampled randomly from the production run at intervals of 100 fs ; from each of these starting configurations, a 50 ps NVE run with a timestep of 0.5 fs was performed in order to ensure that correlation functions were sampled in the correct ensemble. For the NVE runs, Coulomb interactions were treated with the Reaction Field Zero method [90] with a cutoff of 1.3 nm , for better energy conservation; van der Waals interactions were treated as before.
For each snapshot in each NVE simulation, the energy was computed twice: once with the original force field and again with the charges on the two iron atoms swapped. The difference between these two energies is the energy gap, $\Delta E$. The mean energy gap was subtracted from each data point to give fluctuations in the
energy gap, $\delta \Delta E$. A 5 ps energy gap - energy gap time correlation function was computed using a shifting average over the data from each NVE run to give $\langle\delta \Delta E(t) \delta \Delta E(0)\rangle_{N V E}$; these correlation functions were then averaged over the 300 different NVE runs to give a the final energy gap - energy gap time correlation function at $300 \mathrm{~K},\langle\delta \Delta E(t) \delta \Delta E(0)\rangle_{N V E}$.

For these same snapshots, we also computed the coupling $V$ using the ansatz outlined in the subsequent section. The mean coupling $\langle V\rangle$ was subtracted out from each value of $V(t)$ to give fluctuations in the coupling, $\delta V$. A 5 ps coupling - coupling time correlation function was computed in the same manner as for the energy gap correlation function (including the same averaging over many NVE trajectories) to give $\langle\delta V(t) \delta V(0)\rangle_{N V E}$. Finally, we also constructed the energy gap - coupling cross-correlation function, $\langle\delta \Delta E(t) \delta V(0)\rangle_{N V E}$, using a similar procedure Plots for one NVE trajectory and the resulting correlation functions are shown in Figure


## 2. Ansatz for the coupling

From our NVE production runs, we extracted the coordinates of the two iron atoms and those of the twelve waters forming the first solvation shell (six in an octahedral configuration around each iron). In principle, one can compute the coupling using an $a b$ initio method such as constrained density functional theory with configuration interaction [91-94]; in practice, we found these computations to be quite challenging for this system [95]. As such, we treated the coupling semiempirically.

Physically, in our test system, electron transfer occurs from the d-orbital manifold of one metal center to the d-orbital manifold of the other metal center; thus, the coupling should physically arise from the interaction between the d-orbitals on the two metals. Additionally, the coupling should decay exponentially with distance [4, 9, 94], and, in order to allow for the existence of conical intersections, should be zero for some nuclear configuration [28]. The overlap of d-orbitals on the two metal centers is an observable with both of these properties that also serves as a direct probe for the interaction between d-orbitals on the metals.

Figure 3 shows four snapshots from a single NVE molecular dynamics trajectory described in the previous section. In each case, we have computed the two d-orbitals that are expected to contribute most significantly to electron transfer between the two atoms using the simple heuristic defined in Appendix C. The figure shows that two things occur over the course of the simulation: (1) the crystal field around each iron ion rotates, causing the d-orbitals on the irons to rotate with respect to each other; and (2) degenerate orbitals mix, causing the orbitals to change shape qualitatively. The latter effect occurs because the distorted octahedral environment causes electron transfer to occur from (and


(b)

Figure 2. (a) Energy gaps and couplings fluctuate rapidly on short timescales due to bath motions; the trajectory shown here is one of 300 NVE trajectories sampled from an NVT ensemble used to compute time correlation functions. (b) Energy gap - energy gap and coupling - coupling time autocorrelation functions are computed for this system, as well as energy gap - coupling cross-correlation functions. For illustration only, the correlation functions are normalized (by $\mathrm{C}(0)$ for the two autocorrelation functions and by $\sqrt{C_{E G}(0) C_{V}(0)}$ for the cross-correlation function); unnormalized correlation functions were used in all calculations.
to) the lowest energy $\mathrm{t}_{2 g}$-like orbital on each iron atom, and the shape of that orbital fluctuates with the environment. The procedure we used to compute overlaps, accounting for both factors, is detailed in Appendix C. We note that the sensitivity of the electronic coupling matrix element to the orientations of the metal atoms has been demonstrated before using more sophisticated wavefunction techniques [61, 96]. Our calculations are intended to capture the same qualitative dynamics at greatly reduced cost.

The overlap of the d-orbitals on the two irons involved in our electron transfer process makes an excellent proxy for a coupling. Like couplings, overlaps decay exponen-
(a)

Figure 3. Over the course an NVE trajectory, the orbitals of the two irons change significantly. Due to both rotation of the crystal field around each iron and mixing of degenerate $\mathrm{t}_{2 g}$ orbitals, both the orientation and qualitative character of the orbitals with respect to one another fluctuate. This causes large fluctuations in the overlap, meaning that even for this simple system, we cannot expect the coupling between the two orbital manifolds to remain constant-it, too, must fluctuate.
tially with distance, and since the orbitals are rotating with respect to one another throughout the course of the simulation, there is some rotation of the two molecules that will make the orbitals on one iron orthogonal to the orbitals on the other iron, giving an overlap of zero. We thus make an ansatz that the coupling is directly proportional to the overlap of the two d-orbitals involved in electron transfer, overlap, S:

$$
\begin{equation*}
V=\alpha S \tag{19}
\end{equation*}
$$

We first compute the overlap for the face-to-face configuration described in Ref. [61] at $7.3 \AA$ and fix the undetermined constant $\alpha$ using the reported literature value for the coupling at this distance and this configuration, $V_{\text {lit }}=25.4 \mathrm{~cm}^{-1}$

$$
\begin{equation*}
\alpha=\frac{V_{l i t}}{S_{7.3}} \tag{20}
\end{equation*}
$$

We then apply Equation 19 to compute couplings. It stands to reason that the coupling cannot be constant, even in this simple system: the orbital overlap changes

## 3. Computing memory kernels and populations

In order to compute population dynamics and rates, equations 9 and 12 were implemented in FORTRAN 95. Since the spectral density $J(\omega)$ is sampled at a finite number of frequencies from molecular dynamics simulations, we chose to linearly interpolate between the sampled frequencies, as the integrals $Q^{\prime \prime}(t), R^{\prime}(t)$, and $S^{\prime \prime}(t)$ are piecewise analytic for a piecewise linear spectral density. The three remaining integrals $\left(Q^{\prime}(t), R^{\prime \prime}(t)\right.$, and $S^{\prime}(t)$ ) are not analytic; we computed these numerically using Simpson's Rule for each piecewise-linear segment, recursively subdividing the intervals until an absolute accuracy of $10^{-15}$ was reached. In order to avoid numerical divergences, we treated frequencies lower than $10^{-4}$ a.u. by taking the first 20 terms in the Taylor expansion about $\omega=0$ of each integrand and evaluating the integral analytically.

Once the kernels were computed, the populations were computed using a standard algorithm for solving Volterra integrodifferential equations of the second kind [97] to solve equation 6 for $P(t) \equiv p_{1}(t)-p_{2}(t)$, the difference in population between states 1 and 2 as a function of time.

## 4. Neglecting the cross-correlation

In Section II C, we hypothesized that the crosscorrelation between energy gap and coupling could be neglected in practice. For the hexaaquairon selfexchange simulation discussed in this section, we can justify this approximation as follows. The simulation is symmetric: state $|1\rangle$, where iron(II) is on the left side of the simulation box and iron(III) is on the right side, is indistinguishable from state $\backslash 2\rangle$ when each is at equilibrium. Because of this symmetry, $\langle\hat{V}\rangle$ should be identical regardless of whether the sampling is done in state $|1\rangle$ or state $|2\rangle$. However, one can show that

$$
\begin{equation*}
\langle\hat{V}\rangle_{1 / 2}=V_{0} \mp \frac{2}{\pi} \int_{0}^{\infty} d \omega \frac{J_{\text {cross }}(\omega)}{\omega} \tag{21}
\end{equation*}
$$

where $V_{0}$ is the Hamiltonian parameter defined in Equation 1, the subscripts on the angle bracket refer to which state the ensemble average is taken in, and the minus sign corresponds to sampling in state $|1\rangle /$ the plus sign in state $|2\rangle$.

It follows that the integral involving $J_{\text {cross }}(\omega)$ must be zero. One can show that this directly implies $\langle\delta \Delta E(0) \delta V(0)\rangle=0$. For the problem studied, we computed this correlation function; in our simulation, $\langle\delta \Delta E(0) \delta V(0)\rangle=-2.9 \times 10^{-7}$, and at all later times it has a magnitude smaller than this, as shown in Figure

2(b). We anticipate that the cross-correlation will have a negligible impact on the dynamics. We will examine the actual effects of the computed cross-correlation function in detail in the resulting section.

## 5. Computing free energy surfaces

To analyze the position of the conical intersection for our system, we computed diabatic and adiabatic free energy surfaces. For each snapshot in a single NVE trajectory, we formed two lists of coordinates, $\left\{+\frac{\Delta E}{2}, V\right\}$ and $\left\{-\frac{\Delta E}{2}, V\right\}$, corresponding to the location on the lefthand and righthand potential energy surface of each snapshot along the energy gap and coupling coordinates. We then performed a 2D kernel density estimation using the Scott heuristic along these coordinates to compute $\mathcal{P}_{1}(\Delta E, V)$ and $\mathcal{P}_{2}(\Delta E, V)$, the observed probability density functions for the left diabat and the right diabat, respectively. Next, we computed diabatic free energy surfaces as

$$
F_{i}(\Delta E, V)=-k_{B} T \ln \mathcal{P}_{i}(\Delta E, V)
$$

These are plotted in the subsequent section. We also found it useful to analyze the adiabatic free energy surfaces, which we computed as the eigenvalues of the Hamiltonian

$$
\hat{h}(\Delta E, V)=\left(\begin{array}{cc}
F_{1}(\Delta E, V) & V \\
V & F_{2}(\Delta E, V)
\end{array}\right)
$$

We note that along these coordinates, the conical interesection occurs when the energy gap and coupling both vanish simulataneously: At $\{\Delta E=0, V=0\}$, the origin of our coordinate system.

## IV. RESULTS AND ANALYSIS

## A. Spectral densities

The spectral densities computed for iron selfexchange in water are showcased in Figure 4. The energy gap spectral density showcases the strength with which certain bath frequencies drive energy gap fluctuations; similarly, the coupling spectral density showcases the strength with which certain bath frequencies drive coupling fluctuations. The small magnitude of the cross spectral density confirms that the cross-correlation should have a small effect on the dynamics, as expected from theory.

The energy gap spectral density has four features of note: a weak, broad, low-frequency band and three strong, sharp, high-frequency bands. Following the work in Refs. [57] and [59], we interpret these features as bath modes driving outer-sphere and inner-sphere electron transfer, respectively. The three high-frequency
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Figure 4. Energy-gap, coupling, and cross spectral densities are computed from the correlation functions shown in Figure 2 via equations 16,17 , and 18 , respectively. The energy-gap spectral density has high-frequency structure due to iron-oxygen vibrations-inner-sphere bath modes. While the coupling spectral density shows less structure, there is still substantial off-diagonal system-bath coupling at low and higher frequencies. For illustration purposes, the spectral densities shown are computed from the normalized correlation functions; unnormalized spectral densities were used in dynamics calculations.
bands can be assigned to typical vibrational frequencies observed in hexaaquairon complexes [98], including Fe-O stretching around $\sim 500 \mathrm{~cm}^{-1}$ and $\mathrm{H}_{2} \mathrm{O}$ rocking around $\sim 750 \mathrm{~cm}^{-1}$. The role of outer-sphere bath modes and inner-sphere bath modes in driving iron selfexchange electron transfer has long been a subject of debate [55-61, 99-101], with a consensus that both types of modes can play a role but that coupling-driven outersphere electron transfer often plays the bigger role. We observe here both modes of electron transfer driven by energy gap fluctuations occur: slow bath librations drive outer-sphere electron transfer and fast $\mathrm{Fe}-\mathrm{O}$ and $\mathrm{H}_{2} \mathrm{O}$ vibrations drive inner-sphere transfer.
Energy gap fluctuations are not the only force driving electron transfer; though smaller in magnitude, coupling fluctuations also drive electron transfer, shown by the substantial magnitude of the coupling spectral density. Bath modes that drive fluctuations in the coupling tend to be lower-frequency in nature; in the present case, coupling fluctuations are coupled to iron-iron separation distance and the relative orientation of the irons' ligands with respect to one another. In principle, these coupling fluctuations may be correlated to energy gap fluctuations, as, according to our ansatz for the coupling, both result from a shifting charge distribution caused by fluctuating solvent motions. However, due to the use of the diabatic representation for our dynamics simulations, changes in the charge density along the reaction coordinates are unlikely: diabatic states do not change appreciably along a reaction coordinate [94].

## B. Thermal dynamics

We begin our analysis by examining the dynamics that arise when starting from the thermal initial condition. Using the spectral densities presented above with the memory kernels presented in Equations A26 and A27 in Appendix A, we solved the generalized master equation (Equation 6) to generate electron transfer dynamics for the ground-state electron transfer process. Though we have derived expressions for the non-Condon kernels through fourth-order in perturbation theory, we limit our dynamical treatment for this sample problem to second order, as the average coupling for this system is known to be small [61]. The results are shown in Figure 5. The Condon and non-Condon kernels produce essentially identical short-time dynamics: Both show a very short oscillation for approximately 5 fs before plateauing. The timescale of these oscillations corresponds with the timescale of the fastest bath mode observed in the spectral density, indicating that this fast inner-sphere bath motion drives a small amount of initial electron transfer.

Additionally, once the populations plateau around $\sim 5$ fs, the Condon and non-Condon curves run parallel to one another, indicating that both decay towards equilibrium at the same rate. Non-Condon effects thus conclusively do not affect short-time or long-time electron transfer dynamics for the ground state iron(II) /iron(III) self-exchange reaction-an observation consistent with decades of literature on this reaction [55-64]. We note that whether or not we neglect the cross-correlation, the non-Condon terms have an almost negligible effect on the dynamics.

The unimportance of non-Condon effects for dynamics resulting from the thermal initial condition suggests that the conical intersection is far from the minimum energy path connecting the two wells of the ground-state adiabatic potential energy surface. In order to test this hypothesis, we construct the two diabatic free energy surfaces, as well as the ground- and excited-state adiabatic free energy surfaces that result from diagonalizing the $2 x 2$ diabatic Hamiltonian. While ideally potential energy surfaces would be used to study the relative importance of a conical intersection, potential energy surfaces are very high-dimensional. Additionally, the Condon reaction path exists on the free energy surfaces and not the potential energy surfaces. We thus examine free energy surfaces purely for illustrative purposes.

The computed free energy surfaces are shown in Figure 6. We observe from the diabatic surfaces in Figure 6(a) that the major axes of the paraboloid diabats do not align with the chosen reaction coordinates, suggesting that a finite-albeit small-cross-correlation between energy gap and coupling is present in our data. The adiabatic surfaces reveal even more. The conical intersection in this problem, marked on each plot with a bold black ' X ', is relatively far from the minimum free energy path connecting the minima of the ground-state adiabat. This confirms our earlier hypothesis: the coni-


Figure 5. Ground-state iron(II)/Iron(III) electron transfer dynamics using the thermal initial condition. Non-Condon (ZCC) dynamics are computed as described in Section II C. The population of the product diabat is plotted as a function of time. The system is initially entirely in electronic state $|1\rangle$, and the bath is initial in thermal equilibrium with this same state (|1才). This choice of initial conditions corresponds to the ground-state electron transfer reaction. After a high-frequency bath mode causes a small amount of initial electron transfer, both Condon and non-Condon kernels plateau at a population near 0 and relax towards equilibrium ( $p_{2}=0.5$ ) at the same rate, indicating that non-Condon effects have negligible impact on the ground-state electron transfer process-regardless of whether or not the energy gap - coupling cross-correlation is neglected.
cal intersection is not expected to play a significant role in the thermal electron transfer problem.

The excited-state adiabat, however, tells a different story. The conical intersection here is located extremely close to the minimum of the excited state adiabat, suggesting that including non-Condon effects is essential to adequately describe ultrafast electron transfer dynamics originating on the excited state - a state very similar to that of our nonequilibrium initial condition proposed in Section IID. Thus, based on this result, we now turn our attention to studying how non-Condon effects may influence ultrafast passage through a conical intersection by looking at electron transfer dynamics using the nonequilibrium initial condition.

We wish to stress that the 'nonequilibrium' initial condition is in no way an initial condition that can be experimentally prepared via optical excitation for the iron(II) - iron(III) system under study. In this system, there are many low-lying excited states that would interfere with the preparation of the described state. Additionally, the oscillator strength of the intervalence transition described to reach the nonequilibrium state in our prepared 'nonequilibrium' initial condition is very small, if not zero. For these reasons, the preparation of this initial condition for this system is artificial: nobody has ever observed this kind of transition exper-


Figure 6. Free energy surfaces along the energy gap and coupling coordinates for iron(II) / iron(III) electron transfer. The location of the conical intersection in each plot is marked with a solid black X. (a) Diabatic free energy surfaces show a small cross-correlation between energy gap and coupling. (b) The lower adiabatic free energy surface. The location of the conical intersection is far from the minimum free energy path between minima, so the conical intersection does not play a role in thermal dynamics. (c) The upper adiabatic free energy surface. The conical intersection is near the minimum of the upper adiabat, so ultrafast passage from the upper adiabat to the lower should be observed for any initial nonequilibrium state originating close to this point.

A imentaly. Nevertheless, we expect that the dynamics Publistitinin with this initial state could be representative of onttically-induced dynamics in other condensed-phase systems, and thus present these results as a proof-ofprinciple for the method underlying the dynamics. For the time being, these effects should be thought of strictly as an analogy.

## C. Ultrafast nonequilibrium dynamics

Figure 7(a) showcases the short-time dynamics generated by the spectral densities in Figure 4. Plotted here are the populations of the product diabats as a function of time computed using the kernels in Equation 15. The dynamics show several features, including a dip at approximately 15 fs and another dip at approximately 40 fs before a long, slow relaxation to equilibrium. We suspect the first dip is due to a small amount of innersphere transfer from the Fe-O stretching mode, and the second dip is due to the onset of slow outer-sphere population transfer. Though the curves appear flat after approximately 60 fs , their slopes are extraordinarily small but non-zero, indicating the transition of the electron transfer from a dynamical process to a rate process.

One can see quite clearly the role of the conical intersection in this problem: non-Condon effects appreciably increase the amount of initial electron transfer from reactant diabat to product diabat. Additionally, non-Condon effects strictly slow down diabatic population transfer (and thus, since this reaction occurs in the Marcus normal regime, speed up adiabatic transfer)in line with the observation made in Section HD. We note that non-Condon effects do not seem to play a role until after the dip at 40 fs . This result is consistent with our computed spectral densities in Figure 4, which indicate that only slow low-frequeney bath modes contribute to fluctuations in the coupling. The fact that the non-Condon effects "turn on" after this time is simply a reflection of the result that for this problem, there are no high-frequency peaks in the coupling spectral density.
Unfortunately, because outer-sphere electron transfer dominates and $\langle V\rangle_{r m s}$ is very small for this system, the magnitude of population transfer over the first 100 femtoseconds is small. Nevertheless, examining this system provides an important benchmark: if $\langle V\rangle_{r m s}$ were bigger, non-Condon effects would play a vital role in population transfer. This can be seen by scaling $\langle V\rangle_{r m s}$ by a factor of 10 so that it has a value of approximately 0.1 eV (a reasonable size for a coupling in, say, an organic charge-transfer system), and scaling the fluctuations in the coupling appropriately. The resulting dynamics are shown in Figure 7(b)-showcasing appreciable diabatic population transfer over the first 100 femtoseconds. In the case where the coupling is larger (though still small enough that we can neglect fourth-order effects), nonCondon effects prevent $0.5 \%$ of the population from switching diabats by the time a slow relaxation towards equilibrium is reached at approximately $55 \mathrm{f}_{\mathrm{s}}$-a non-


Figure 7. (a) Nonequilibrium Condon and non-Condon dynamics for hexaaquairon(II/III) self-exchange, with $\langle V\rangle_{r m s}=34.5 \mathrm{~cm}^{-1}$. Non-Condon (ZCC) dynamics are computed as described in Section II C. Non-Condon effects are appreciable, even though charge-transfer is slow due to the small value of $\langle V\rangle_{r m s}$ for this system. (b) If the coupling used is instead $\langle V\rangle_{r m s}=345 \mathrm{~cm}^{-1}$-a reasonable size for many condensed-phase charge-transfer systems-it becomes readily apparent that non-Condon effects are required to recover quantitative population transfer, and that crosscorrelation plays only a small role. (c) The instantaneous rate of change of the population difference between the two states as a function of time, $\dot{P}(t)$, for the case depicted in (b).

AlR
Publish ${ }^{\text {Pf }}$ fig te the very small magnitude of the crosscorrelat on function in Figure 2 and the resulting cross spectral density in Figure 4, and despite our argument that the cross-correlation should be rigorously zero for this problem, we observe that the cross-correlation provides a modest effect on population dynamics. We can think of two possible explanations for this inconsistency. The first is that we may be inconsistent in assigning the phase of V , leading to a spurious crosscorrelation. This effect may be magnified when we compute $\delta V(t) \equiv V(t)-\langle V\rangle$, as $\langle V\rangle$ is difficult to compute correctly. Because the phase of V is arbitrary, if we were to include all second order effects (including crosscorrelation), it shouldn't matter how we choose the sign of V . We believe that the result that includes crosscorrelation is likely indicative of the 'true' curve, as it would appear if we assigned the 'right' sign to V at every time point and neglected the cross correlation. In that scenario, the cross-correlation would be zero, but the coupling-coupling autocorrelation function would be summarily different, capturing all of the effects that we see when we include the cross-correlation.
The second possibility is that some of the inner-sphere reorganization is correlated to the coupling: some mode that changes the energy gap also changes the shape of the orbital involved, leading to correlation between $V$ and $\Delta E$. Regardless of which is responsible for the observed cross-correlation phenomenon, we note that the observed correlation (i.e., the cross-correlation spectral density) is small, so it seems reasonable to neglect these terms, as least in higher-order (i.e. fourth-order and beyond) contributions to the dynamics.
We conclude our discussion by observing that for the system studied, non-Condon effects do not appear to change the overall long-time rate of electron transfer (despite affecting the instantaneous rate significantly at short times). Figure 7(c) contains a plot of the rate of change of the diabatic populations with time for both the Condon case and the non-Condon case. While the two curves do not align at short and intermediate times, they are identical at long times-consistent with the Nonequilibrium Fermi's Golden Rule result detailed in Refs. [79] and [68]. We do not know if this is a general phenomenon or one that is system-specific; nevertheless, the observation that for at least some systems non-Condon effects appear to have negligible impact on rates is important and should be noted.

## V. CONCLUSIONS

In this paper, we have asserted that even in simple electron transfer systems, the Condon approximation will often result in short-time dynamics that are not quantitatively accurate. We have shown that for hexaaquairon self-exchange in water, the coupling is expected to fluctuate significantly on short ( $\sim 10-100 \mathrm{fs}$ ) timescales. In more complex systems, this fluctuation
in the coupling is necessary in order to predict ultrafast nonequilibrium dynamics accurately, including such phenomena as conical intersections. By developing a formalism based on the linear vibronic coupling Hamiltonian, we show that in iron self-exchange, for reasonable values of $\langle V\rangle_{r m s}$, non-Condon effects are expected to substantially alter the amount of initial nonequilibrium charge transfer that occurs before the system begins its slow relaxation towards equilibrium.

We hope to extend our work to provide more accurate dynamics by going to higher-orders in perturbation theory, so that we can safely tackle the intermediate- and strong-coupling regimes with conviction. We also wish to examine the effect of using polarizable force fields on the resulting spectral densities, as polarizable force fields are necessary for quantitatively-accurate solvent reorganization and thus photochemical dynamics [102].

Ultimately, we hope to use our formalism to study chemical systems with conical intersections. Many chemical systems contain conical intersections that can be directly modeled [103-107]. Direct observation of molecular relaxation through conical intersections via a mapping on to the linear vibronic coupling Hamiltonian could potentially allow us to make predictions about nonradiative decay rates in photochemistry-an essential component to first-principles prediction of quantum yields. Even an approximate description of such photochemical dynamics will be invaluable towards predicting the photochemical properties of small molecules in the condensed phase.
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## Appendix A: Derivation of the Nonequilibrium Kernels to Fourth-order $K^{(2)}$ and $K^{(4)}$

We present here an explicit derivation of the nonequilibrium memory kernels for the linear vibronic coupling Hamiltonian to fourth-order in perturbation theory. The lack of explicit time dependence in $\hat{H}_{L V C}$ implies that the overall density matrix of the system $\rho(t)$ evolves as

$$
\begin{equation*}
\rho(t)=e^{-i t \hat{H}_{L V C}} \rho(0) e^{i t \hat{H}_{L V C}} \tag{A1}
\end{equation*}
$$

Since we are only interested in the populations in states $|1\rangle$ and $|2\rangle$, we can trace out the bath modes and write:

$$
\begin{align*}
& p_{1}(t)=\operatorname{Tr}_{\text {bath }}[\rho(t)|1\rangle\langle 1|]  \tag{A2}\\
& p_{2}(t)=\operatorname{Tr}_{\text {bath }}[\rho(t)|2\rangle\langle 2|]=1-p_{1}(t) \tag{A3}
\end{align*}
$$

state $|1\rangle$, we have:

$$
\rho(0)=\left(\begin{array}{cc}
\rho_{B} & 0  \tag{A4}\\
0 & 0
\end{array}\right)
$$

where $\rho_{B}$ is the initial bath density matrix. We discuss two initial conditions:

1. The nonequilibrium initial condition, $\rho_{B}=$ $\frac{e^{-\beta \hat{h}_{2}}}{\operatorname{Tr}\left[e^{-\beta \hat{h}_{2}}\right]}$, where the system has been electronically excited from $|2\rangle$ to $|1\rangle$, but the bath modes have not yet had an opportunity to relax from their initial thermal equilibrium with $|2\rangle$.
2. The thermal initial condition, $\rho_{B}=\frac{e^{-\beta \hat{h}_{1}}}{\operatorname{Tr}\left[e^{-\beta \hat{h}_{1}}\right]}$, where the system starts in State $1\left(p_{1}(0)=1\right)$ in equilibrium with the bath.

We focus most of our discussion on the nonequilibrium initial condition. This initial condition implies $p_{1}(0)=1$ and so we have

$$
\begin{equation*}
p_{1}(t)=1+p_{1}^{(2)}(t)+p_{1}^{(4)}(t) \ldots \tag{A5}
\end{equation*}
$$

where $p_{1}^{(2 n)}(t)$ is the $2 n^{\text {th }}$ order term in the series (odd order terms are zero with these initial conditions), which are all zero at $t=0$ and can be determined using timedependent perturbation theory.
We then define $\hat{h}_{1}, \hat{h}_{2}, \hat{O}(t)$ and $F_{2 n}\left(t_{1}, t_{2}\right)$ such that

$$
\begin{gather*}
\hat{H}_{L V C}=\left(\begin{array}{cc}
\hat{h}_{1} & V_{0}+\sum_{j} V_{j} \hat{x}_{j} \\
V_{0}+\sum_{j} V_{j} \hat{x}_{j} & \hat{h}_{2}
\end{array}\right) \quad(\mathrm{A} 6  \tag{A6}\\
\hat{O}(t) \equiv e^{i \hat{h}_{1} t}\left(V_{0}+\sum_{j} V_{j} \hat{x}_{j}\right) e^{-i \hat{h}_{2} t} \quad(\mathrm{~A} 7  \tag{A7}\\
F_{2 n}\left(t_{1}, t_{2} \ldots t_{2 n}\right)=\operatorname{Tr}\left[\prod_{i=1}^{n}\left(O\left(t_{2 i-1}\right) O^{\dagger}\left(t_{2 i}\right)\right) \rho_{B}(0)\right] \tag{A8}
\end{gather*}
$$

The populations $p^{(2 n)}(t)$ can be obtained by integrating traces $F_{2 n}\left(t_{1}, t_{2} \ldots t_{2 n}\right)$, which can be evaluated using a Gaussian coherent state basis as described in our previous work [54]. Consequently, we find that for nonequilibrium $\rho_{B}$ we have:

$$
\begin{align*}
F_{2}\left(t_{1}, t_{2}\right)= & \left(\left(V_{0}+\alpha\left(t_{1}, t_{2}\right)\right)\left(V_{0}+\beta\left(t_{1}, t_{2}\right)\right)\right. \\
& \left.+\gamma\left(t_{1}-t_{2}\right)\right) f_{2}\left(t_{1}, t_{2}\right) \tag{A9}
\end{align*}
$$

where

$$
\begin{equation*}
f_{2}\left(t_{1}, t_{2}\right)=\exp \left[-i \epsilon\left(t_{1}-t_{2}\right)-Q^{\prime}\left(t_{1}-t_{2}\right)-i \phi\left(t_{1}, t_{2}\right)\right] \tag{A10}
\end{equation*}
$$

and we define

$$
\begin{align*}
\phi\left(t_{1}, t_{2}\right) & \equiv Q^{\prime \prime}\left(t_{1}-t_{2}\right)-2 Q^{\prime \prime}\left(t_{1}\right)+2 Q^{\prime \prime}\left(t_{2}\right)  \tag{A11}\\
\alpha\left(t_{1}, t_{2}\right) & \equiv 2 R^{\prime}\left(t_{1}\right)-R^{\prime}\left(t_{1}-t_{2}\right)+i R^{\prime \prime}\left(t_{1}-t_{2}\right)  \tag{A12}\\
\beta\left(t_{1}, t_{2}\right) & \equiv 2 R^{\prime}\left(t_{2}\right)-R^{\prime}\left(t_{1}-t_{2}\right)+i R^{\prime \prime}\left(t_{1}-t_{2}\right)  \tag{A13}\\
\gamma(t) & \equiv S^{\prime}(t)-i S^{\prime \prime}(t) \tag{A14}
\end{align*}
$$

Here, $Q^{\prime \prime}(t), Q^{\prime \prime}(t), R^{\prime}(t), R^{\prime \prime}(t), S^{\prime}(t)$, and $S^{\prime \prime}(t)$ have been defined previously, in Equations 11 - 14. Note that for the spin-boson Hamiltonian, when the coupling is a constant $\left(V_{0}\right), \alpha=\beta=\gamma=0$. In the case where we can neglect the cross-correlation, $R^{\prime}(t)=R^{\prime \prime}(t)=0$ and the above equations simplify:

$$
\begin{equation*}
F_{2}\left(t_{1}, t_{2}\right) \approx T_{2}\left(t_{1}, t_{2}\right) f_{2}\left(t_{1}, t_{2}\right) \tag{A15}
\end{equation*}
$$

where $f_{2}\left(t_{1}, t_{2}\right)$ is defined in Equation A10 and we define

$$
\begin{align*}
T_{2}\left(t_{1}, t_{2}\right) & \equiv\left(V_{0}^{2}+\gamma\left(t_{1}-t_{2}\right)\right) \\
& =\left(\left\langle V^{2}\right\rangle+\gamma\left(t_{1}-t_{2}\right)-\gamma(0)\right) \tag{A16}
\end{align*}
$$

When we can neglect cross-correlation, we can analogously write the fourth-order bath correlation function $F_{4}$ as

$$
\begin{equation*}
F_{4}\left(t_{1}, t_{2}, t_{3}, t_{4}\right)=T_{4}\left(t_{1}, t_{2}, t_{3}, t_{4}\right) f_{4}\left(t_{1}, t_{2}, t_{3}, t_{4}\right) \tag{A17}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{4}\left(t_{1}, t_{2}, t_{3}, t_{4}\right)=\frac{f_{2}\left(t_{1}, t_{2}\right) f_{2}\left(t_{2}, t_{3}\right) f_{2}\left(t_{3}, t_{4}\right) f_{2}\left(t_{1}, t_{4}\right)}{f_{2}\left(t_{1}, t_{3}\right) f_{2}\left(t_{2}, t_{4}\right)} \tag{A18}
\end{equation*}
$$

and

$$
\begin{align*}
T_{4}\left(t_{1}, t_{2}, t_{3}, t_{4}\right)= & T_{2}\left(t_{1}, t_{2}\right) T_{2}\left(t_{3}, t_{4}\right)+T_{2}\left(t_{1}, t_{3}\right) T_{2}\left(t_{2}, t_{4}\right) \\
& +T_{2}\left(t_{1}, t_{4}\right) T_{2}\left(t_{2}, t_{3}\right)-2 V_{0}^{4} \tag{A19}
\end{align*}
$$

All that remains is to connect the bath correlation functions $F_{2}$ and $F_{4}$ to the memory kernels $K^{(2)}$ and $K^{(4)}$. From perturbation theory, these bath correlation functions are related to the populations by

$$
\begin{align*}
& p_{1}^{(2)}(t)=-2 \int_{0}^{t} d t_{1} \int_{0}^{t_{1}} d t_{2} \operatorname{Re}\left[F_{2}\left(t_{1}, t_{2}\right)\right]  \tag{A20}\\
& p_{1}^{(4)}(t)=2 \int_{0}^{t} d t_{1} \int_{0}^{t_{1}} d t_{2} \int_{0}^{t_{2}} d t_{3} \int_{0}^{t_{3}} d t_{4} \operatorname{Re}\left[F_{2}\left(t_{1}, t_{2}, t_{3}, t_{4}\right)\right]+\int_{0}^{t} d t_{1} \int_{0}^{t_{1}} d t_{2} \int_{0}^{t} d t_{3} \int_{0}^{t_{3}} d t_{4} F_{2}\left(t_{2}, t_{1}, t_{3}, t_{4}\right) \tag{A21}
\end{align*}
$$

The memory kernels $K^{(2 n)}\left(t, t_{1}\right)$ cannot be uniquely determined; however, kernels consistent with Equations A20 and A21 can be obtained by expanding the rate equations (Equation 6) in the coupling $\hat{V}$ and matching orders in perturbation theory by analogy. This results in the kernels

$$
\begin{equation*}
K_{1}^{(2)}\left(t, t_{1}\right)=2 \operatorname{Re}\left[F_{2}\left(t, t_{1}\right)\right] \tag{A22}
\end{equation*}
$$

which is consistent with A20, and

$$
\begin{equation*}
K_{1}^{(4)}\left(t, t_{1}\right)=-2 \operatorname{Re}\left[\int_{0}^{t_{1}} d t_{2} \int_{0}^{t_{2}} F_{4}\left(t, t_{1}, t_{2}, t_{3}\right) d t_{3}+\int_{0}^{t} d t_{2} \int_{0}^{t_{2}} F_{4}\left(t_{1}, t, t_{2}, t_{3}\right) d t_{3}\right]+K_{+}^{(2)}\left(t, t_{1}\right) \int_{0}^{t_{1}} d t_{2} \int_{0}^{t_{2}} K_{1}^{(2)}\left(t_{2}, t_{3}\right) d t_{3} \tag{A23}
\end{equation*}
$$

which is consistent with A21. This analysis also holds for the backward kernel $K_{2}$ under the substitution $\epsilon \rightarrow-\epsilon$.

We briefly consider the thermal initial conditions discussed at the start of this section. Under this set of initial conditions, only the form of $f_{2}$ changes on moving from nonequilibrium initial conditions to thermal conditions; thus, all of the equations described in this section can be used to compute memory kernels under thermal initial conditions, making the substitution:

$$
\begin{align*}
f_{2}\left(t_{1}, t_{2}\right) & \rightarrow f_{2}^{t h}\left(t_{1}-t_{2}\right)  \tag{A24}\\
f_{2}^{t h}(t) & =\exp \left[-i \epsilon t-Q^{\prime}(t)-i Q^{\prime \prime}(t)\right] \tag{A25}
\end{align*}
$$

Importantly, the non-Condon piece of the kernels, $T_{2}$, remains the same so long as cross-correlations between energy gap fluctuations and coupling fluctuations can
be neglected. The fourth-order kernels can be derived making the same substitution for $f_{2}$ and using equations A18 and A19.

For reference, the full second-order thermal kernel is

$$
K_{t h}^{(2)}(t)=K_{t h, c}^{(2)}(t)+K_{t h, n c}^{(2)}(t)
$$

where $K_{t h, c}^{(2)}(t)$ is the Condon piece,

$$
\begin{equation*}
K_{t h, c}^{(2)}(t)=2 V_{0}^{2} \exp \left[-Q^{\prime}(t)\right] \cos \left[Q^{\prime \prime}(t) \pm \epsilon t\right] \tag{A26}
\end{equation*}
$$

and $K_{t h, n c}^{(2)}(t)$ is the non-Condon piece,

$$
\begin{align*}
K_{t h, n c}^{(2)}(t)= & 2 \exp \left[-Q^{\prime}(t)\right]\left[S^{\prime}(t) \cos \left(Q^{\prime \prime}(t) \pm \epsilon t\right)-S^{\prime \prime}(t) \sin \left(Q^{\prime \prime}(t) \pm \epsilon t\right)\right. \\
& +\left(\left(R^{\prime}(t)\right)^{2}-\left(R^{\prime \prime}(t)\right)^{2}\right) \cos \left(Q^{\prime \prime}(t) \pm \epsilon t\right)-2 R^{\prime \prime}(t) R^{\prime}(t) \sin \left(Q^{\prime \prime}(t) \pm \epsilon t\right) \\
& \left.\mp 2 V_{0}\left(R^{\prime}(t) \cos \left(Q^{\prime \prime}(t) \pm \epsilon t\right)-R^{\prime \prime}(t) \sin \left(Q^{\prime \prime}(t) \pm \epsilon t\right)\right)\right] \tag{A27}
\end{align*}
$$

where the top sign is for the forward kernel, $K_{1}$, and the bottom sign is for the reverse kernel, $K_{2}$.

## Appendix B: Time-domain Padé resummation

Previously, we have explored several different resummation schemes [54] in Fourier space for second and fourth-order dynamical memory kernels. We concluded
that while Padé resummation gives the most accurate resummed kernel in certain regions of parameter space; in other regions, in fails entirely, giving divergent dynamics at long times. A detailed analysis of Padé resummations for this problem [77] has made explicit certain conditions on the second-order and fourth-order kernels that predict whether or not Padé resummation will blow up or not; using these conditions, Reichman et al have shown that Padé resummation is expected to behave the Padé resummation fails are that the Padé resummation is a rational resummation, and certain sets of bath parameters cause singularities in the resummed kernel in Fourier (or Laplace) space, leading to long-time divergences. A Padé resummed kernel can be written in Laplace space as

$$
\begin{equation*}
K_{\text {Padé }}(s)=\frac{\left[K^{(2)}(s)\right]^{2}}{K^{(2)}(s)-K^{(4)}(s)} \tag{B1}
\end{equation*}
$$

Besides the methods that have been investigated previously, there is one additional method that can be used to potentially smooth the divergences inherent to a rational approximation: Get rid of the denominator. We do so by first rearranging equation B 1 :

$$
\begin{equation*}
K_{\text {Padé }}(s)=K^{(2)}(s)+\phi(s) K_{\text {Padée }}(s) \tag{B2}
\end{equation*}
$$

where we have defined

$$
\phi(s) \equiv \frac{K^{(4)}(s)}{K^{(2)}(s)}
$$

We then analytically inverse Laplace transform equations B2 and B3, recognizing that a multiplication in the Laplace domain is a convolution in the time domain:

$$
\begin{gather*}
K^{(4)}(t)=\int_{0}^{t} d t^{\prime} \phi\left(t-t^{\prime}\right) K^{(2)}\left(t^{\prime}\right)  \tag{B4}\\
K_{T D P}(t)=K^{(2)}(t)+\int_{0}^{t} d t^{\prime} \phi\left(t-t^{\prime}\right) K_{\text {Padé }}\left(t^{\prime}\right) \tag{B5}
\end{gather*}
$$

where the acronym TDP stands for "time-domain Padé." We can thus carry out Padé resummation in the time domain by solving equation B4 numerically for $\phi(t)$, and then using that solution to solve equation B5 numerically for $K_{T D P}(t)$.

## Appendix C: Computing the overlap between d-orbitals

According to crystal field theory, the electron transfer in this problem is from the $t_{2 g}$ manifold of one iron to the $t_{2 g}$ manifold of another iron; thus, the d-orbitals overlaps relevant to our problem are the overlaps of $d_{x y}$, $d_{x z}$, and $d_{y z}$ on one iron atom with those of $d_{x y}, d_{x z}$,
and $d_{y z}$ on the other iron atom. Since there are manifolds of orbitals and thus 9 relevant overlaps involves in this electron transfer process, we choose to use as $S$ in equation 19 the magnitude of the largest eigenvalue of the 3 x 3 overlap matrix in the subspace of the $t_{2 g}$ manifolds.

Evaluation of these overlaps not simple: it is confounded by the rotation of one iron with respect to the other. The process by which we arrive at the eigenvalue of the $t_{2 g}-t_{2 g}$ subspace of the overlap matrix can be enumerated as follows:

1. Using a STO- 16 g basis set which we parameterized to fit a Slater orbital with an exponent of 6.25 (as determined by Slater's Rules [108]), compute the 36 overlaps of the unrotated Cartesian dorbitals $d_{x x}, d_{x y} d_{y y}, d_{x z}, d_{y z}$, and $d_{z z}$ on one iron atom with the other, and build the untransformed cartesian overlap matrix $S_{i j}=\left\langle d_{i}^{F e(I I)} \mid d_{j}^{F e(I I I)}\right\rangle$.
2. Build the two rotation matrices $\mathbf{R}_{\mathbf{1}}^{\prime}$ and $\mathbf{R}_{2}^{\prime \prime}$ that transform the Cartesian basis vectors into the principle axes of molecule 1 and the principle axes of molecule 2 , respectively. The principle axes can be determined from diagonalization of the inertia tensors for each hexaaquairon molecule. Special care must be taken to reorder the principle axes at each simulation step to ensure, e.g., that the rotated x axis remains in the x position and do not flip to the $y$ or $z$ position.
3. Build the matrices $\mathbf{T}_{\mathbf{d} 1}^{\prime}$ and $\mathbf{T}_{\mathbf{d} 2}^{\prime \prime}$ that transform the Cartesian d-orbitals in the lab frame to the rotated frame for each molecule. These are $6 \times 6$ matrices for quadratic and bilinear coordinates which can be constructed using appropriate combinations of elements from the linear rotation matrices $\mathbf{R}_{\mathbf{1}}^{\prime}$ and $\mathbf{R}_{\mathbf{2}}^{\prime \prime}$.
4. Build the matrix $\mathbf{Y}$ that transforms the Cartesian d-orbitals into the spherical d-orbitals
5. The rotated overlaps in the spherical harmonic basis can then be computed as

$$
\begin{equation*}
\mathbf{S}_{r o t}=\mathbf{Y}^{T}\left[\mathbf{T}_{\mathbf{d} 1}^{\prime}\right]^{T} \mathbf{S T}_{\mathbf{d} \mathbf{2}}^{\prime \prime} \mathbf{Y} \tag{C1}
\end{equation*}
$$

Once the $6 \times 6 \mathbf{S}_{\text {rot }}$ is computed, the 3 x 3 block corresponding to the $t_{2 g}$ subspace, $\mathbf{S}_{\text {rot }}^{t 2 g}$, can be excised. The numerical value $S$ to be used in equation 19 can be computed as

$$
\begin{equation*}
S=\max \left(\operatorname{abs}\left(\operatorname{eig}\left(\mathbf{S}_{r o t}^{t 2 g}\right)\right)\right) \tag{C2}
\end{equation*}
$$
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