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ABSTRACT 

Language learning aptitude during adulthood varies markedly across individuals. An 

individual’s native-language ability has been associated with success in learning a new language 

as an adult. However, little is known about how native-language processing affects learning 

success and what neural markers of native-language processing, if any, are related to success in 

learning.  We therefore related variation in electrophysiology during native-language processing 

to success in learning a novel artificial language. Event-related potentials (ERPs) were recorded 

while native English speakers judged the acceptability of English sentences prior to learning an 

artificial language. There was a trend towards a double dissociation between native-language ERPs 

and their relationships to novel syntax and vocabulary learning.  Individuals who exhibited a 

greater N400 effect when processing English semantics showed better future learning of the 

artificial language overall. The N400 effect was related to syntax learning via its specific 

relationship to vocabulary learning. In contrast, the P600 effect size when processing English 

syntax predicted future syntax learning but not vocabulary learning. These findings show that 

distinct neural signatures of native-language processing relate to dissociable abilities for learning 

novel semantic and syntactic information. 
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1. INTRODUCTION 

 Although typically developing children seem to acquire their native language effortlessly, 

learning a novel language in adulthood is notoriously challenging and marked by wide disparities 

in attainment (Newport, 1990; Snow & Hoefnagel-Hohle, 1978). Several decades of research have 

examined the cognitive/behavioral, affective/motivational, and instructional/environmental factors 

that may relate to better learning outcomes (Carroll et al., 2010; Linck et al., 2013; Melby-Lervåg 

& Lervåg, 2011; see also reviews: DeKeyser, 2012; Lesaux et al., 2006; Sparks, 2012). It is striking 

that, across numerous studies, native-language skills form the basis of language-learning aptitude 

(Carroll et al., 2010) and are strongly related to novel-language attainment (Melby-Lervåg & 

Lervåg, 2011; Sparks et al., 2012; Sparks et al., 2009). Even distinct subskills such as phonological 

processing and language comprehension (including semantics and syntax) appear to be shared 

across native-language and novel-language learning (Sparks et al., 2012). However, semantics and 

syntax are intertwined in the process of language acquisition as well as in many language 

assessments. It is not yet known how individuals’ processing of native-language semantics and 

syntax impacts their success in learning those aspects of a novel language. 

Numerous studies of native-language processing have revealed dissociable neural 

substrates of semantic and syntactic processing.  Lesion studies dating from the work of Broca and 

Wernicke provide evidence for separate loci of semantic and syntactic processing, owing to the 

variety of aphasia that results from the insult (Alexander et al., 1990; Benson, 1985; Vignolo, 

1988); neuropsychological approaches also support the claim that semantic and syntactic 

knowledge rely on separate memory systems (Ullman et al., 1997). Event-related potentials (ERPs) 

in response to semantic and syntactic features exhibit distinct temporal and scalp distribution 
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patterns (Hagoort et al., 1993; Kutas & Hillyard, 1984;  Osterhout & Holcomb, 1992). Moreover, 

as individuals’ semantic and syntactic skills improve during foreign-language learning, these ERPs 

appear to grow more native-like (Batterink & Neville, 2013; Hahne et al., 2006; McLaughlin et 

al., 2004; McLaughlin et al., 2010; Midgley et al., 2009; Morgan-Short et al., 2012a; Newman et 

al., 2012; Osterhout et al., 2006; Tanner et al., 2014; Yum et al., 2014). 

Given that there are distinct neural signatures of semantic and syntactic processing, it is 

possible that these neural indices could be predictive of one’s ability to learn these two aspects of 

a novel language. In this study, we measured ERPs in the native language and related them to 

adults’ learning of a miniature artificial language in an immersive training setting. 

1.1 ERP Markers of Native Language Processing 

The N400 and P600 are among the most studied electrophysiological signatures of native 

language comprehension. The N400 is a negative deflection peaking around 400 ms after stimulus 

onset that indexes the processing of meaning. A greater N400 amplitude can be elicited by 

manipulating cloze probability (DeLong et al., 2005; Federmeier et al., 2007; Kutas & Hillyard, 

1984; Kutas, 1993), semantic priming (Bentin et al., 1985; Kutas, 1993), word frequency (Van 

Petten & Kutas, 1990), semantic category (Federmeier & Kutas, 1999), and orthographic 

neighborhood size (Laszlo & Federmeier, 2009). In contrast, the P600 is a positive deflection that 

usually begins around 500 ms after stimulus onset and lasts a few hundred milliseconds. P600 

amplitude reflects aspects of the processing of syntax and increases in response to various types 

of morphosyntactic violations (Hagoort et al., 1993; Osterhout & Holcomb, 1992), more 

complicated syntax (Friederici et al., 2002; Kaan et al., 2000), and less preferred syntactic structure 

(Itzhak et al., 2010; Osterhout et al., 1994). 
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Syntactic processing has also been associated with activity in an earlier time window, 

between 250 and 500 ms after stimulus onset. The widely-reported left anterior negativity (LAN) 

or anterior negativity (AN) is elicited by morphosyntactic violations such as subject-verb 

agreement errors and case marking errors (Friederici, Hahn, & Mecklinger, 1996; Friederici & 

Frisch, 2000; Coulson et al., 1998; Münte, Heinze & Mangun, 1993; Münte et al., 1997; Gunter, 

Stowe, & Mulder, 1997). The LAN/AN is often interpreted as reflecting neural sensitivity to 

morphosyntactic errors in an intermediate phase of sentence processing and, together with a later 

positivity (the P600), may contribute to a biphasic LAN-P600 pattern (Steinhauer & Drury, 2002). 

Additionally, an N400 elicited by morphosyntactic violations has been found to reflect processing 

at a lexical level (Osterhout, 1997; Tanner & Van Hell, 2014). Lastly, a positive deflection with a 

scalp distribution like that of the P600 in this same time window (the “early P600”) has also been 

reported to reflect immediate diagnosis of and recovery from a nonpreferred structure (Mecklinger 

et al., 1995; Patel et al., 1998). 

Interestingly, despite behavioral fluency, adults display substantial variability in 

electrophysiological responses to inputs in their native language. Some variability in each 

component has been associated with variation in specific language skills. A larger magnitude of 

the P600 has been related to higher grammatical proficiency in adults (Pakulak & Neville, 2010), 

and a greater N400 effect has been linked to comprehension skill (Landi & Perfetti, 2007). A few 

notable studies describe how individuals differentially engage semantic versus syntactic processes 

in response to the same stimuli. In sentences with temporary syntactic ambiguity (e.g., The boat 

sailed down the river sank), the disambiguating word sank elicited P600s in some participants and 

N400s in others (Osterhout, 1997). The seemingly qualitative individual difference was attributed 

to individuals’ sensitivity to the semantic versus syntactic consequences of the critical word 
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(Osterhout, 1997). In a more strictly syntactic framework, a quantitative continuum of N400- to 

P600-like effects was reported in response to morphosyntactic violations (e.g., *The clerk were 

unhappy; *The crime rate was increase) (Tanner & Van Hell, 2014). The variability in 

participants’ responses, like that reported by Osterhout (1997), suggests individual differences in 

processing schemes: based on word form (N400-types), combinatorial constraints (P600-types), 

or both (Tanner & Van Hell, 2014). A similar N400-P600 continuum has also been reported in 

morphosyntactic processing in a study of Japanese native speakers (Tanner et al., 2014). All three 

studies argue for the existence of individual differences in adults’ native-language processing, the 

ramifications of which have not yet been made clear. 

1.2 Predictors of Novel Language Learning Aptitude 

 Brain imaging has contributed much to our understanding of how the adult brain supports 

or constrains the learning of linguistic information. MRI studies have related pre-training 

anatomical features and functional neural activity (see review: Li & Grant, 2015) to individuals’ 

ability to learn new phonetic contrasts (Golestani et al., 2007; Ventura-Campos et al., 2013), words 

(López-Barroso et al., 2013; Tan et al., 2011; Veroude et al., 2010; Wong et al., 2011; Wong et 

al., 2007), syntax (Flöel et al., 2009; Loui et al., 2011), and holistic language skills (Qi et al., 2015). 

These studies show that structural and functional characteristics of the brain prior to learning are 

associated with various learning outcomes. However, the relevant brain regions and white-matter 

tracts reported in these studies are mostly overlapping, and thus not specific to the subskills of 

language learning. Existing ERP studies of adult language learning mainly track emerging novel-

language skills and have established separable ERP markers for semantic and syntactic learning 

outcomes (McLaughlin et al., 2004; McLaughlin et al., 2010; Mestres-Misse et al., 2006; Tanner 

et al., 2014; White et al., 2012; Yum et al., 2014). Nevertheless, none of these studies address 
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whether individuals are equipped with specific learning strengths for semantic and syntactic 

information before such learning begins. 

To bridge the gap between the neural signatures of native language processing and novel-

language aptitude, we measured individuals’ neural sensitivity to native-language semantic and 

syntactic anomalies using scalp ERPs. We then immersed learners in a novel language, exposing 

them to new vocabulary and syntactic information simultaneously in a three-day naturalistic 

learning paradigm. We hypothesized that the neural index of native-language semantic processing 

(the N400) would be related to individuals’ ability to learn vocabulary, which supports their ability 

to make accurate semantic acceptability judgments in the new language, and that the neural index 

of native-language syntactic processing (the P600) would be related to individuals’ ability to learn 

the morphosyntax of a new language. 

2. MATERIAL AND METHODS 

2.1 Overview of the language training procedure 

Participants completed a pre-training EEG session on Day 1 of the study, prior to training 

and testing on the miniature artificial language (Fig. 1). Participants then took part in the language 

training sessions on Day 1 (subsequent to the English EEG task), Day 2, and Day 3 of the 

experiment. Proficiency tests on vocabulary, semantic, and syntactic learning outcomes were 

administered immediately following each training session. Participants also returned on Day 4 to 

repeat the tests, although there was no training on that day. Together, the four-day procedure 

spanned no more than six calendar days. Details of each session follow below. 
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Fig. 1. Tasks and experimental design. (A) Participants completed a pre-training EEG session on 
Day 1 of the study, prior to training and testing on the miniature artificial language (MAL). Days 
2 and 3 included MAL training and testing, and Day 4 included only MAL testing. The entire 
protocol spanned no more than six calendar days. (B) EEG was recorded while participants listened 
to English sentences and performed an acceptability judgment task. The unacceptable sentences 
contained either a semantic or a morphosyntactic violation. (C) On each MAL training trial, 
participants watched an animated clip, heard the pre-recorded sentence, and repeated it aloud. Each 
training sentence was presented 12 times over the course of three days. (D) Training was followed 
by a daily Vocabulary test. Participants heard a MAL word and had to select the corresponding 
picture. (E) Participants subsequently performed an auditory sentence acceptability judgment task 
in the MAL. The unacceptable sentences contained either a semantic or a morphosyntactic 
violation. 
 

2.2 Participants 

Thirty-eight native speakers of English (25 females and 13 males; mean age = 23.0 years, 

SD = 3.2 years, range = 19 – 32 years) participated. All participants had completed high school, 

were right-handed, and had no history of hearing impairment or neurological disorder. All 

Pre-Training	EEG Training	/	Test
Day	1

Training	/	Test
Day	2

Test
Day	4

Training	/	Test
Day	3A

B

“Stehn-ihd dern-
ihd peyt-niy.”

Repeat

0.5	s 2	s	(on	average) 3	s

C Training	on	Days	1	- 3

D Vocabulary	Test	on	Days	1	- 4

“Dehz”

1 2 3 4

“The	rider	helped	put	the	
saddle	on	the	pool.”

EEG	Task	on	Day	1

“Wihs-ihd ahz-ihn
wiydow-niy.”

OK?

Y N

Semantics	/	Syntax	Test	on	Days	1	- 4E

OK?

Y N
Max:	4	s

Max:	4	s
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participants had average or above-average intelligence (age-based standard score ³ 85), as 

measured by the Verbal (Verbal Knowledge, Riddles; mean = 116.2, SD = 13.8) and Nonverbal 

(Matrices; mean = 115.9, SD = 11.3) subtests of the Kaufman Brief Intelligence Test (KBIT-2; 

Kaufman & Kaufman, 2004). Participants had limited classroom-based foreign-language learning 

experience (mean = 2.43 years, SD = 1.84 years). All procedures were approved by the 

Massachusetts Institute of Technology Committee on the Use of Humans as Experimental 

Subjects, and informed written consent was obtained from all participants, who were compensated 

$30/hour for the EEG session and $20/hour for the behavioral training and testing sessions. 

2.3 Day 1: EEG of native-language processing 

2.3.1 Stimuli. One hundred twenty pairs of English sentences were taken from Tse et al. (2007), 

half of which were acceptable and half of which were unacceptable. Of the unacceptable sentences, 

half contained a semantic incongruency in the final word position, as in (a), and the other half 

contained a grammatical violation in the middle of the sentence, as in (b); critical words are 

underlined and correct forms are provided in parentheses. 

(a) The rider helped put the saddle on the pool (horse). 

 (b) The silver plane took we (us) to paradise and back. 

Each participant heard either the correct or the incorrect version of each sentence pair. In 

order to slightly decrease participants’ expectations of an unacceptable sentence, the 120 target 

sentences were intermixed randomly with 30 filler sentences, of which 20 were correct and 10 

contained semantically anomalous words in word positions 3-7. Each participant heard all 150 

sentences evenly distributed over two blocks and arranged in a pseudorandom order such that no 

more than four consecutive trials had the same correct response. 
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Digital recordings of the sentences were made by a trained female native speaker of English 

in a double-walled acoustic chamber using a Shure WH20XLR microphone via a Roland UA-

25EX sound card to a single channel with a sampling rate of 44.1 kHz. The intensity of each 

auditory recording was scaled to 73.0 dB. In order to ensure accurate event-related potential (ERP) 

time-locking to the critical word, one experienced researcher visualized each sentence waveform 

in Praat (Boersma & Weenink, 2011) while listening to the recording and marked the onset of the 

critical word. The onsets of the critical words were then second-coded by another researcher. The 

average discrepancy of onset time was 31 ms and there was no significant difference between the 

two coders (p = 0.79). We used the onsets marked by the first coder for ERP time-locking. On 

average, the critical word in the semantic conditions was uttered at 1604 ms (SD = 204 ms) after 

sentence onset. The critical word in the syntactic conditions was uttered at 1019 ms (SD = 225 

ms). There was no significant difference between Acceptable and Unacceptable trials with regards 

to critical word onset time (two-sample t(118) = 1.23, p = 0.22, Cohen’s d = 0.22) or syllable 

length (two-sample t(118) = -0.19, p = 0.85, Cohen’s d = 0.03). The Acceptable and Unacceptable 

trials in the semantic conditions were also matched in the word frequency of the critical word, due 

to its influence on N400 amplitude (Van Petten & Kutas, 1990). Word frequency did not differ for 

Acceptable (mean = 53.65, SD = 46.96 per million words) and Unacceptable trials (mean = 60.14, 

SD = 61.89 per million words (retrieved from the American English subtitle database 

SUBTLEXWF, two-sample t(58) = -0.46, p = 0.65, Cohen’s d = -0.12). 

2.3.2 Procedure.  On Day 1, participants sat in a dimly lit sound-attenuating booth in front of an 

LCD monitor. Participants were asked to decide whether a sentence was acceptable. They listened 

to the English sentences played binaurally over Etimotic Research ER2 headphones for a total of 

20 minutes. A visual prompt (“Is this sentence okay?”) appeared after each sentence and 
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participants were made to respond “Yes” or “No” with a button press within four seconds (Fig. 

1B). After responding, participants were given visual feedback of “Good!”, “No!”, or “Too slow!” 

After the first half of the task, participants saw their average accuracy and were given the option 

to take a break. Stimulus presentation and behavioral response recording were performed using 

Psychtoolbox-3 (Brainard, 1997) for MATLAB. 

2.3.3 EEG recording. The electroencephalogram (EEG) was recorded continuously during the 

sentence judgment task from 32 scalp sites, as well as two reference sites on the left and right 

mastoids, using the Biosemi ActiveTwo System (Biosemi B.V., Amsterdam). To detect blinks and 

lateral eye movements for later correction, electrooculogram (EOG) electrodes were placed at the 

infraorbital ridge of the left eye and the lateral canthus of the right eye. The EEG was recorded 

with a low-pass hardware filter with a half-power cutoff at 104 Hz. Offset values for each electrode 

were kept below 40 mV. The data were digitized at 512 Hz with 24 bits of resolution and saved to 

a computer along with event timing information for the onset of the critical word in each sentence. 

2.4 Days 1-3: Artificial language training 

2.4.1 Stimuli. The miniature artificial language (MAL) was designed to mimic real languages of 

the world. It was modeled after an artificial language described by Finn and colleagues (2013), 

and was similar to other artificial languages (Hudson Kam & Chang, 2009; Hudson Kam & 

Newport, 2005, 2009). The MAL was meaningful and designed to be productive, so that learners 

could be assessed with novel sentences on which they had not been trained. The language consisted 

of four transitive verbs, 30 concrete nouns, two noun-specific particles, and two verb-agreement 

suffixes. The MAL used American English phonemes, but had a grammar distinct from that of 

English. As shown in example (c) and its translation equivalent in (d) below, the MAL used 

subject-object-verb word order. Noun membership was indicated by one of two noun suffixes (-
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ihd or -ihn), which is similar to the marking of gender in Romance languages, and there was 

subject-verb agreement such that the verb suffix (-niy or -ahn) depended on the subject noun suffix 

(-ihd or -ihn). 

 (c) Snehl-ihd        noy-ihn        peyt-niy 

 (d) Woman(-ihd)  rice(-ihn)    eat(-niy) 

Digital audio recordings of 60 MAL training sentences were made as described above. 

Visual stimuli were also created for the MAL training. The 30 noun images were selected to be 

highly identifiable and edited with Adobe Photoshop CS6. Using Adobe Flash CS6, these cartoons 

were animated into scenes of 2.5-s duration. The two nouns appeared simultaneously, and then the 

verb was acted out (for the MAL verb “eat”) or emphasized with arrows (for “be on top of” and 

“be under”). Auditory and visual information were merged in Adobe Pro CS6.  

2.4.2 Procedure. Training sessions were designed to be naturalistic. The 60 training sentences 

were repeated six times each on Day 1 and three times each on Days 2 and 3. Sentence presentation 

order was pseudo-randomized. Because verbs pose a special challenge in language learning 

(Golinkoff & Hirsh-Pasek, 2008), “verb sets,” in which 3 or 4 consecutive sentences used the same 

verb in combination with different nouns, were preserved. Each participant saw the same sentences 

in the same order on each day, and had the opportunity to take a break every 15 minutes. For each 

training trial, participants watched an animated video scene, listened to a pre-recorded MAL 

sentence describing the scene, and repeated the sentence aloud (Fig. 1C). No feedback was 

provided during training. Training lasted approximately 30 to 45 minutes each day. 
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2.5 Days 1-4: Artificial language proficiency tests 

Two proficiency tests were administered: a vocabulary forced choice task followed by a sentence 

acceptability task. Proficiency scores from Day 1 and Day 4 served as measures of initial learning 

and attainment, respectively.  

2.5.1 Vocabulary. Vocabulary learning was tested by means of a four-alternative forced choice 

procedure in which the participants heard a MAL word and had to select one of four pictures that 

best matched the word (Fig. 1D). The pictures in the test were the same ones that had been used 

for training. The three picture foils for each test item were chosen randomly from the remaining 

29 nouns. All 30 nouns were tested each day and presented in a random order each time, with the 

three picture foils consistent across subjects and sessions. No feedback was given. 

2.5.2 Sentence acceptability judgment. Knowledge of MAL semantics and syntax was tested by 

means of a sentence acceptability judgment task (Fig. 1E). Participants heard novel, untrained 

MAL sentences and indicated whether each was acceptable or not in the same procedure as in 

English EEG task. However, in order to minimize learning during the test, feedback was not given.  

Test sentences consisted of 160 novel sentence pairs, each containing one unacceptable 

sentence and its matched acceptable counterpart. Two lists, each containing 80 acceptable and 80 

unacceptable sentences, were created by splitting up each pair, so that each participant heard only 

either the acceptable or the unacceptable form of each pair on each day. List 1 was tested on Days 

1 and 3, and List 2 was tested on Days 2 and 4. Within each list, half of the items were flagged for 

semantic analysis and half for syntactic analysis, arranged in a pseudorandom order such that no 

more than four consecutive trials had the same correct response.  

Semantics. Unacceptable sentences flagged for semantics contained a semantic 

incongruency in final word position. As demonstrated by English translation equivalents of MAL 
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test items, either the verb was incongruent (e: A phone cannot eat a child), or the word order 

created an impossible situation (f: An apple cannot have a farmer). The critical word is underlined 

and the matched acceptable version is supplied in parentheses.  

(e) Phone child eat (Phone child is under) 

 (f) Apple farmer has (Farmer apple has) 

As knowledge of MAL lexical items is necessary for identifying these semantic violations, we 

hypothesized that semantic judgment accuracy would reflect individual differences in MAL 

Vocabulary knowledge and would be predicted by sensitivity to semantics (the N400) in the native 

language. 

Syntax. Unacceptable sentences flagged for syntax contained a morphosyntactic violation, 

either a noun class mismatch (g) or a verb agreement violation (h). In (g), the MAL noun rice takes 

the suffix -ihn, not -ihd. In (h), the MAL verb eat must take the suffix -niy in order to agree with 

the subject baby-ihd. 

(g) Student rice-ihd (rice-ihn) eat 

(h) Baby-ihd cake eat-ahn (eat-niy) 

Strictly speaking, only knowledge of structural co-occurrence information, and not of word 

meanings, is necessary for judging these sentences. Therefore, we hypothesized that syntactic 

judgment accuracy would be predicted by sensitivity to syntax (the P600) in the native language, 

rather than by the N400. 

 Thus, on each day, participants were tested on 160 MAL sentences, including 40 that were 

semantically unacceptable and 40 that were syntactically unacceptable. Participants were given 

the option to take a break after the first half of the task. 
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2.6 EEG Data Analysis 

2.6.1 EEG Preprocessing. Electrophysiological data were analyzed using the EEGLAB 13.4.4b 

toolbox (Delorme & Makeig, 2004) and ERPLAB 4.0.3.1 (Lopez-Calderon & Luck, 2014). Scalp 

electrodes were referenced offline to the average of the two mastoids. The EEG was filtered at 0.1 

Hz and 40 Hz and baselined on the 100 ms before critical word onset. We observed slow drift over 

the course of data acquisition in some participants. Although using a greater high-pass filter may 

help attenuate low-frequency noise, it has been shown that filter settings greater than 0.1 Hz can 

systematically introduce temporal distortions and spurious peaks in ERP waveforms (Acunzo, 

MacKenzie, & van Rossum, 2012; Tanner & Luck, 2016). We chose to preprocess the data without 

further filtering. Ocular artifacts were identified and removed using independent component 

analysis (Jung et al., 2000). Trials were removed from analysis if the peak-to-peak voltage between 

100 ms pre-stimulus and 1500 ms post-stimulus exceeded 150 µV for any of the 32 EEG channels. 

On average, only 4.65% of trials (5.6 out of 120 critical trials) were removed from each 

participant’s data. Acceptable and Unacceptable conditions did not differ significantly in the 

number of trials remaining after artifact rejection (t(37) = 0.95, p = 0.35). For each trial, ERPs 

were computed at each electrode, time-locked to the onset of the critical word in the utterance or 

its correct counterpart. Due to the high accuracy on the task (Section 3.1) there were too few 

incorrect trials for analysis, so all trials free of artifact were included in the ERP averages to 

maximize statistical power.  

2.6.2 ERP Analysis. ERP components related to the processing of semantic and syntactic 

information in English were investigated separately. Selection of time windows of interest was 

guided by the substantial literature on the N400 and P600, so that our results could be interpreted 

within existing frameworks. We also verified the continuity of statistically significant effects 
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within the a priori time windows with mass univariate analyses (Groppe et al., 2011). The window 

between 250 and 500 ms was selected a priori for the semantic congruency effect (Fig. 2). Reliable 

differences between ERPs elicited by semantically acceptable and unacceptable English sentences 

were determined by a repeated-measures, two-tailed permutation test based on the tmax statistic 

(Blair & Karniski, 1993) using a family-wise alpha level of 0.05. In order to identify all significant 

effects of semantic violation, all 32 scalp electrodes and all 513 time points between 0 and 1000 

ms were included in the test. The distribution of the null hypothesis was estimated by 2500 random 

permutations of the data. Results indicated a widespread negative deflection peaking at 

approximately 400 ms. The earliest and latest time points with at least two significant channels 

were 244 and 547 ms. The results of the tmax test with the same parameters performed on a single, 

representative channel (Cz) are indicated by the blue bar on its waveform in Figure 2. These results 

are consistent with the literature on the N400 (Kutas & Hillyard, 1984; Kutas & Federmeier, 2011).  

Two time windows (250-500 ms and 500-1000 ms) were selected a priori to examine the 

grammaticality effect (Fig. 3). While the 500-1000-ms window serves as the classic window of 

interest for P600 (Hagoort et al., 1993; Osterhout & Holcomb, 1992), examining the scalp 

distribution and voltage polarity of the effect between 250 and 500 ms would address the existence 

of the anterior negativity, the early P600, or the N400. An identical univariate test procedure was 

followed for syntactic processing. The tmax test revealed, similarly, a broad positive deflection 

with significant effects in at least two channels beginning as early as 170 ms. Effects were mostly 

centro-parietal and lasted until 1000 ms. Representative tmax results from channel Pz are indicated 

with a blue bar in Figure 3. These results confirmed an overall positivity in both time windows.  

ERP mean amplitudes were submitted to a repeated-measures ANOVA with factors of 

anteriority (anterior/posterior), laterality (left/central/right), and condition 
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(acceptable/unacceptable), conducted separately for semantic and syntactic stimuli. Greenhouse–

Geisser correction (Greenhouse & Geisser, 1959) was applied to avoid Type I errors in the case of 

a violation of the sphericity assumption. The ERP measures were the difference amplitudes 

averaged across the channels with the largest effect size, determined by a significant interaction 

between channel location and acceptability. The N400 effect was defined as (Acceptable – 

Unacceptable) and the P600 effect was defined as (Unacceptable – Acceptable), such that the 

canonical electrophysiological response to each would yield a positive number. 

2.6.3 Response Dominance. Although the canonical responses to semantic and syntactic violations 

are negative-going and positive-going deflections, respectively, individuals have been shown to 

vary in the magnitude and polarity of their electrophysiological responses (Osterhout, 1997; 

Tanner & Van Hell, 2014). Therefore, a response dominance index (RDI) was calculated for each 

individual to capture the robustness of the classic pattern across two typical time windows (250-

500 ms (“early”) for the N400 and 500-1000 ms (“late”) for the P600) but within the same subset 

of electrodes (see Section 3.2, Fig. 2 and 3).  

Semantic RDI = (N400 effect – semantic positivity effect)/√2 =  

((EarlyAcceptable – EarlyUnacceptable) – (LateUnacceptable – LateAcceptable))/√2 

A positive value for the Semantic RDI indicates a typical N400 response, while a negative value 

indicates a midline late positivity to a semantic violation. 

Syntactic RDI = (P600 effect – syntactic negativity effect)/√2 =  

((LateUnacceptable – LateAcceptable) – (EarlyAcceptable – EarlyUnacceptable))/√2 

A positive value for the Syntactic RDI indicates a typical P600 response, while a negative value 

indicates a posterior early negativity to a syntactic violation. 
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2.6.4 Brain-behavior correlations. As all proficiency measures were bounded between 0 and 1, 

Spearman correlations were conducted between three ERP measures (N400, early P600, and late 

P600) and five language proficiency measures, controlling a priori for individuals’ age (Birdsong 

& Molis, 2001; Hakuta et al., 2003), gender (Nyikos, 1990), and nonverbal IQ (Brooks et al., 2006; 

Kaufman et al., 2009). Due to the strong correlation between Day 1 Vocabulary learning and verbal 

IQ (Spearman’s ρ = 0.60, p = 2.6x10-4), we elected not to eliminate this important source of 

variability. The five language proficiency measures include three initial learning measures (percent 

correct on Vocabulary, Semantics, and Syntax on Day 1) and two attainment measures (percent 

correct on Semantics and Syntax on Day 4). We did not include Vocabulary accuracy on Day 4 

due to the fact that learners’ performance had reached ceiling (Section 3.3). Because the N400 

effect and P600 effect formulae were designed to yield positive numbers, we hypothesized that 

brain-behavior correlations would be positive, with greater N400 and P600 magnitudes serving as 

two aptitude markers for successful novel-language learning. Therefore, we performed one-tailed 

correlations, false-detection rate corrected for multiple comparisons (FDR < 0.05).  

2.6.5 Ten-fold cross-validation. In order to test whether the ERP components help predict 

language-learning ability at the individual level, we validated significant correlations with 10-fold 

cross-validation analysis. First we performed linear regression analysis on 90% of the participants 

as a training sample (N = 34), leaving out 10% of the participants (N = 4) to be tested. Training 

and testing participants were resampled 10 times. As a result, each participant was given a 

predicted score based on an independent training sample. The performance of each prediction 

model is reported in two measures: 1) the correlation coefficient between the predicted score and 

the actual score, and 2) the root mean square error (RMSE), measuring the normalized deviance 
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of prediction error. The analysis was conducted with the DAAG package (Maindonald & Braun, 

2014) in R 3.2.4 (R Core Team, 2014). 

3. RESULTS 

3.1 Native-language sentence acceptability task 

Participants were accurate, and significantly better than chance, at judging the semantic 

(mean = 0.95, SD = 0.03, Wilcoxon signed rank test V = 741, p = 6.60x10-8) and syntactic (mean 

= 0.97, SD = 0.03, Wilcoxon signed rank test V = 741, p = 6.59x10-8) acceptability of sentences in 

English. 

3.2 Native-language event-related potentials  

We observed an overall negative shift in response to semantic incongruency in the 250-

500-ms time window (F(1, 37) = 56.01, p = 8x10-9). There was a significant interaction of laterality 

and semantic acceptability (F(2, 74) = 14.93, p = 4x10-6), and Mauchly’s test indicated that the 

assumption of sphericity had not been violated (W = 0.99, p = 0.913). There was no significant 

interaction of acceptability with anteriority (F(1, 37) = 0.09, p = 0.77). The magnitude of the 

semantic acceptability effect was greater in the center electrodes than it was in the peripheral 

electrodes (Table S2). We therefore focused on eight center channels stretching from anterior to 

posterior (Fz, FC1, FC2, Cz, CP1, CP2, Pz, Oz) as the locus of the N400 effect (Fig. 2 & S1).  

For syntactic processing, in the 250-500 ms time window, there was an overall positive 

shift in response to grammatical violations (F(1, 37) = 7.03, p = 0.012). There were two significant 

interactions with this effect: anteriority x acceptability (F(1, 37) = 8.66, p = 0.006) and laterality 

x acceptability (F(2, 74) = 6.96, p = 0.002; Mauchly’s test was non-significant, W = 0.99, p = 
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0.81). The magnitude of the syntactic acceptability effect was greater in center as compared to 

peripheral electrodes (Table S2), and was greater in posterior as compared to anterior electrodes 

(Table S3). We therefore chose the posterior center electrodes (Cz, CP1, CP2, Pz, and Oz) as the 

locus of the early P600 effect (Fig. 3 & S2). 

 

 

Fig. 2. Waveforms recorded in response to semantically acceptable and unacceptable sentences in 
English, with channel locations on the scalp indicated by white circles. Scalp plot shows the mean 
amplitude of the N400 effect over the 250-500-ms analysis window. Analysis window (250-500 
ms) and all time points at which acceptable and unacceptable sentences differ significantly are 
indicated by bars on a representative channel, Cz. 
 

 

Semantically acceptable!
Semantically unacceptable!
Significant difference!
Analysis window!250-500 ms!
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Fig. 3. Waveforms recorded in response to syntactically acceptable and unacceptable sentences in 
English, with channel locations on the scalp indicated by white circles. Scalp plot shows the mean 
amplitude of the P600 effect over the 250-1000-ms analysis window. Two analysis windows (early 
P600: 250-500 ms; late P600: 500-1000 ms) and all time points at which acceptable and 
unacceptable sentences differ significantly are indicated by bars on a representative channel, Pz. 

 

Similarly, in the 500-1000-ms time window, there was a main effect of syntactic 

acceptability (F(1, 37) = 29.89, p = 3x10-6), as well as two significant interactions, anteriority x 

acceptability (F(1, 37) = 21.88, p = 4x10-5) and laterality x acceptability (F(2, 74) = 15.98, p = 

2x10-6; Mauchly’s test was non-significant, W = 0.96, p = 0.48). The same five posterior center 

channels were chosen for this later P600 time window (Fig. 3 & S2, Table S2 & S3). There was 

no evidence of a left anterior negativity (LAN, 250-500 ms, F(1, 37) = 0.378, p = 0.542, Table S4) 

or an anterior negativity (AN, 250-500 ms, F(1,37) = 1.241, p =  0.272, Table S3). However, a 

subset of participants (n = 9) showed syntactic negativity (Fig. 7B) at both anterior and posterior 

sites.1 

                                                
1 We tested the existence of the LAN within this subset of participants. The negativity in the five left anterior channels (Fig. S2) 

was statistically reliable (F(1,8) = 5.37, p = 0.049), and was numerically larger than that in the posterior channels, albeit with an 

insignificant interaction between acceptability and anteriority (F(1,8) = 1.15; p = 0.32). 

Syntactically acceptable!
Syntactically unacceptable!
Significant difference!
Analysis windows!

2.5 uV!

0!

6 uV!

0!
250-500 ms      500-1000 ms!
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3.3 Miniature artificial language (MAL) learning  

Participants acquired a substantial amount of the MAL vocabulary after only one day of 

training (mean = 0.82, range = 0.33 – 1.00). The majority (76%) of participants achieved 100% 

accuracy by Day 4 (mean = 0.99, range = 0.87 – 1.00). A permutation test estimated by the Monte 

Carlo method showed significant Vocabulary growth from Day 1 to Day 4 (Fig. 4, p = 5x10-4).  

Compared with Vocabulary, participants’ analysis of semantic and syntactic information 

in MAL sentences revealed slower growth and greater individual variability. Because accuracy on 

the two subtypes of semantic violations (verb, word order) was correlated on both Day 1 and Day 

4, as was accuracy on the two types of syntactic violations (noun class, verb agreement) (p’s ≤ 

0.037), we elected to use overall accuracy on semantic judgments (“Semantics”) and syntactic 

judgments (“Syntax”) as outcome measures. On Day 1, participants were slightly better than 

chance when making judgments about semantic congruency (mean = 0.58, range = 0.29 – 0.94, 

Wilcoxon signed rank test V = 487.5, p = 0.001), but not when making judgments about 

grammaticality (mean = 0.32, range = 0.39 – 0.74, Wilcoxon signed rank test V = 341.5, p = 0.46). 

On Day 4, participants were able to judge both Semantics (mean = 0.64, range = 0.42 – 0.98, 

Wilcoxon signed rank test V = 560, p = 6.07x10-5) and Syntax (mean = 0.66, range = 0.38 – 0.98, 

Wilcoxon signed rank test V = 667.5, p = 1.67x10-5) reliably above the 50% chance level. 

Permutation tests revealed significant improvements in Semantics (p = 0.04998) and Syntax (p = 

5x10-4) from Day 1 to Day 4 (Fig. 4).  
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Fig. 4. Initial learning and attainment of the MAL. Vocabulary was measured by a forced-choice 
word-to-picture matching test (chance performance = 0.25). Semantic and syntactic knowledge 
were measured by sentence acceptability judgment (chance = 0.5). Each circle represents one 
participant. 
 

3.4 Relationships between native-language ERPs and artificial-language learning 

3.4.1 Relationship between semantic and syntactic learning 

Vocabulary learning on Day 1 was positively associated with both Semantics and Syntax 

on both Day 1 and Day 4. We also observed significant correlations within learning domains. 

Initial learning of Semantics and Syntax was correlated with attainment of Semantics and Syntax, 

respectively (Table 1). 

3.4.2 Neural sensitivity to semantic and syntactic information in the native language 

The magnitude of the N400 effect was not correlated with the magnitude of the early P600 

nor with the magnitude of the late P600 effect (Table 1). 
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3.4.3 ERP markers of native language processing predict MAL learning success 

A larger English N400 effect was associated with better initial learning of Vocabulary, 

Semantics, and Syntax and marginally associated with better attainment of Semantics and Syntax 

(Fig. 6A, Table 1). In order to test whether the N400 predicted initial learning of Semantics and 

Syntax through successful acquisition of Vocabulary, we conducted structural equation modeling 

by using the lavaan R package (Rosseel, 2012). The analyses revealed non-significant direct 

associations between the N400 and Semantic learning and between the N400 and Syntax learning 

on Day 1. The N400 effect size was, however, indirectly associated with Semantics learning 

(Model A: χ2 = 15.18, p = 0.002) and Syntax learning (Model B: χ2 = 9.43, p = 0.024) through the 

mediation of Day 1 Vocabulary (Fig. 5). Based on the Akaike information criterion (AIC; Akaike, 

1974), both models were better fits than the corresponding models without Vocabulary as the latent 

variable. 

 

Fig. 5. Structural models of the relations between native-language N400 magnitude and language 
learning aptitudes. Voc: Vocabulary Day 1; Sem: Semantics Day 1; Syn: Syntax Day 1; *: 
significant path coefficients (p < 0.050). 

Difference from baseline: 
χ2 = 15.18, p = 0.002

AIC = 116.818

*

*

N400A

Voc Sem

0.89 0.75

0.39

0.33

1.00

0.20 *

*

N400B

Voc Syn

0.89 0.88

0.31

0.33

1.00

0.09

Difference from baseline: 
χ2 = 9.43, p = 0.024

AIC = 85.821
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A larger early P600 response was significantly associated with better initial Syntax learning 

(Fig. 6B). A larger late P600 was marginally associated with better initial Syntax learning (Table 

1). There was no reliable correlation between the LAN or the AN and any learning outcome (Table 

S5).   

Ten-fold cross-validation confirmed the relationships between English ERP predictors and 

MAL learning outcomes at the individual level. The N400 effect predicted Day 1 Vocabulary (r = 

0.34, RMSE = 0.188). In combination, the N400 effect and participants’ Day 1 Vocabulary 

predicted initial Semantics (r = 0.38, RMSE = 0.129). The early P600 alone predicted initial Syntax 

(r = 0.33, RMSE = 0.0804). 

 
 
Fig. 6. Scatter plots between native-language ERPs and novel-language learning outcomes. (A) A 
larger N400 effect in response to semantic anomalies in English was associated with better 
Vocabulary learning on Day 1. (B) A larger early P600 effect in response to syntactic anomalies 
in English was associated with better Syntax learning on Day 1. Scalp distribution maps below the 
scatter plots depict four representative N400 and early P600 responses on both ends of the 
spectrum. 
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Subj. 1!

Subj. 4!

Subj. 3!

Subj. 4!Subj. 2!Subj. 1!
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Table 1. Correlation matrix of 3 native-language-elicited ERP components and 5 MAL proficiency measures, controlling for gender, 
age, and nonverbal IQ. Estimates of Spearman’s rho (ρ) are above the diagonal and uncorrected one-tailed p-values are below. 

  N400 Early P600 Late P600   Vocab    
Day 1 

Semantics 
Day 1 

Semantics 
Day 4 

Syntax    
Day 1 

Syntax    
Day 4 

N400   -0.081 -0.097   0.416* 0.358* 0.324† 0.355* 0.324† 

Early P600 0.680   0.791*  -0.043 0.104 -0.071 0.489* 0.256 

Late P600 0.712 0.000*     -0.114 -0.005 -0.171 0.275 0.202 
            

Vocab    
Day 1 0.004* 0.598 0.745    0.521* 0.483* 0.316† 0.550* 
Semantics 
Day 1 0.014* 0.273 0.512  0.000*   0.346* 0.222 0.170 
Semantics 
Day 4 0.025† 0.658 0.840  0.001* 0.017*   0.159 0.096 
Syntax   
Day 1 0.015* 0.001* 0.050  0.028† 0.096 0.178   0.388* 
Syntax   
Day 4 0.024† 0.064 0.118   0.000* 0.160 0.290 0.008*   
* Significant after FDR correction (FDR < 0.050) 
† Marginal (p ≤ 0.060) after FDR correction 
                     Relationships between semantic and syntactic learning 
                     Relationships between N400 and P600 effects 
                     Relationships between N400, P600, and MAL proficiency  
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3.4.4 Testing the double dissociation pattern in the relationships between native-language ERPs 

and language-learning outcomes  

Based on pairwise correlation analysis, only the relationships between ERPs and the initial 

learning of Vocabulary, Semantics and Syntax remained significant after correcting for multiple 

comparisons (Table 1). Moreover, structural equation modeling revealed that the N400-Semantics 

relationship was mediated by the initial learning of Vocabulary (Fig. 5). Therefore, in follow-up 

analyses, we asked whether two specific learning outcomes, initial Vocabulary and initial Syntax, 

representing sound-to-meaning mapping and structural learning respectively, were better predicted 

by one ERP marker or the other. Because accuracy on these measures was correlated, we controlled 

for the contributions of each. Initial Vocabulary was significantly predicted by the N400, but not 

by the early P600. Initial Syntax was marginally predicted by the N400 and significantly predicted 

by the early P600 (Table 2). The N400-Vocabulary relationship was significantly stronger than the 

early P600-Vocabulary relationship, and the early P600-Syntax relationship was marginally 

stronger than the N400-Syntax relationship (Table 2). 

We further examined whether each ERP marker was a better predictor of one learning 

outcome than the other learning outcome. The N400 significantly predicted both initial Vocabulary 

and initial Syntax, with neither correlation stronger than the other (Table 3). However, structural 

equation modeling confirmed that the N400 predicted initial Syntax via Vocabulary (Figure 5B). 

The early P600 was a significantly better predictor of initial Syntax than of initial Vocabulary 

(Table 3). 
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Table 2. Comparison of ERP predictors of MAL learning using estimates of Spearman’s rho (ρ). 
“N400 vs. Early P600” refers to Steiger’s (1980) test of the relative strength of two correlations. 
Reading within each column, the N400 is a statistically stronger predictor than the early P600 of 
Vocabulary, and the early P600 is a marginally stronger predictor than the N400 of Syntax. 
 Vocab Day 1, 

Controlling for Syntax Day 1 
Syntax Day 1,  
Controlling for Vocab Day 1 

N400 ρ  = 0.342, p = 0.020 ρ  = 0.259, p = 0.065 
Early P600 ρ  = -0.239, p = 0.918 ρ  = 0.530, p = 0.000 
N400 vs. Early P600 z = 2.62, p = 0.004 z = -1.36, p = 0.087 

 
 
Table 3. Comparison of MAL learning outcomes predicted by ERPs using estimates of 
Spearman’s rho (ρ). “Vocab vs. Syntax” refers to Steiger’s (1980) test of the relative strength of 
two correlations. Reading within each row, the N400 is not a significantly better predictor of 
Vocabulary or Syntax, but the early P600 is a significantly better predictor of Syntax than of 
Vocabulary. 
 Vocab Day 1 Syntax Day 1 Vocab vs. Syntax 
N400 ρ  = 0.416, p = 0.004 ρ  = 0.355, p = 0.015 z = 0.345, p = 0.365 
Early P600 ρ  = -0.043, p = 0.598 ρ  = 0.489, p = 0.001 z = -2.875, p = 0.002 

 

3.5 Relationship between English ERP response dominance and MAL learning  

Participants exhibited large variability in their native-language ERPs, ranging from a 

typical N400 to a positive deflection in response to semantic anomalies, and from a typical P600 

to a negative deflection in response to syntactic anomalies (Fig. 7). In order to further validate the 

specificity of the relationship between ERP components and MAL learning, we examined partial 

Spearman correlations between the Semantic and Syntactic response dominance indices (RDI) and 

MAL learning, while controlling for gender, age, and nonverbal intelligence (Table 4). Similar to 

the pairwise correlation results in Table 1, a more positive Semantic RDI (i.e., a more typical N400 

response) was associated with better initial Vocabulary, Semantics attainment, and initial Syntax. 

A more positive Syntactic RDI (i.e., a more typical P600 response) was associated only with better 

initial Syntax. 
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Fig. 7. Scatter plots reflecting individuals’ response dominance across early (250-500 ms, x-axes) 
and late (500-1000 ms, y-axes) time windows for (A) semantic processing and (B) syntactic 
processing of the native language. In (A), individuals in the bottom right quadrant show the 
canonical N400 to semantic anomalies. In (B), individuals in the top left quadrant show the 
canonical P600 to syntactic violations. 
 
Table 4. Correlations among response dominance indices (RDI) and MAL proficiency measures, 
controlling for gender, age, and nonverbal IQ. Estimates of Spearman’s rho (ρ) and uncorrected 
one-tailed p-values are provided. 

  Vocab    
Day 1 

Semantics  
Day 1 

Semantics  
Day 4 

Syntax     
Day 1 

Syntax     
Day 4 

Semantic RDI ρ  = 0.351 
p = 0.016 

ρ  = 0.267 
p = 0.055 

ρ  = 0.334 
p = 0.021 

ρ  = 0.296 
p = 0.038 

ρ  = 0.197 
p = 0.125 

Syntactic RDI ρ  = -0.105 
p = 0.728 

ρ  = 0.050 
p = 0.386 

ρ  = -0.152 
p = 0.811 

ρ  = 0.399 
p = 0.006 

ρ  = 0.225 
p = 0.092 
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4. DISCUSSION 

4.1 Overview of results 

Despite being highly proficient in their native language, individuals exhibit substantial 

variability in their electrophysiological responses during native-language processing (Osterhout, 

1997; Tanner & Van Hell, 2014). Meanwhile, adults show a wide range of outcomes when learning 

a novel language. Here, for the first time, we showed that the extent to which typical N400 and 

P600 responses are elicited by anomalies in the native language predicted individuals’ success in 

acquiring, respectively, novel lexical-semantic and syntactic information in an immersive learning 

paradigm. Moreover, we demonstrated a double-dissociation pattern in which novel word learning 

was more strongly predicted by the ERP marker of native-language semantic processing than that 

of syntactic processing, while novel morphosyntactic learning trended towards being better 

predicted by the ERP marker of native-language syntactic processing than that of semantic 

processing. We used a ten-fold cross-validation procedure to confirm that these native-language 

ERP measures predicted specific language-learning outcomes at the individual level. 

4.2 N400 and P600 responses during auditory sentence comprehension in English 

Across 38 native English speakers, a significant N400 effect of semantic congruency was 

observed in the 250-500-ms time window. A significant P600 effect of grammaticality was 

observed in both early (250-500 ms) and late (500-1000 ms) time windows.  

The group average ERP responses to morphosyntactic violations in our sample revealed 

two notable differences as compared to previous literature. First, we did not observe the LAN 

reported in earlier ERP studies (Friederici, Hahn, & Mecklinger, 1996; Friederici & Frisch, 2000; 

Coulson et al., 1998; Münte, Heinze & Mangun, 1993; Münte et al., 1997; Gunter, Stowe, & 
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Mulder, 1997). The LAN/AN is often interpreted as reflecting neural sensitivity to 

morphosyntactic errors, and together with a later positivity (P600), may contribute to a biphasic 

LAN-P600 pattern (Steinhauer & Drury, 2012). Nevertheless, elicitation of the LAN/AN has not 

been consistently reported across studies at the group level. Other studies investigating 

morphosyntactic violations reported an absence of the LAN/AN (Osterhout et al., 1996; Allen, 

Badecker & Osterhout, 2003; Hagoort & Brown, 2000). Evidence from recent individual-

difference studies (Tanner & Van Hell, 2014) and the current findings revealed that the existence 

or absence of the LAN/AN could be driven by subgroups of participants. As we discuss below, 

participants displayed a continuum of responses ranging from a syntactic negativity to the 

canonical P600 in response to morphosyntactic violations. In our sample, a subset of participants 

showed signs of the biphasic LAN-P600 pattern that is consistent with many group analysis results 

reported previously. 

Second, in the 250-500-ms time window, we observed a positive shift (the early P600) 

instead. The P600 effect is generally long lasting, and it is not uncommon for researchers to define 

two or even three time windows for its analysis. A review of 29 ERP studies of grammatical 

agreement in written language showed that effects are commonly reported in the early (roughly 

500-700 ms) or late (roughly post-700 ms) time windows, and sometimes in both (Molinaro et al., 

2011). However, modality may play a role, as the P600 elicited by auditory presentation appears 

to emerge earlier (Osterhout & Holcomb, 1993; Patel et al., 1998). In the present study, we used 

auditory presentation and observed an early and sustained effect of grammaticality. ERPs to 

acceptable and unacceptable items began to diverge around 200 ms after critical word onset. Our 

syntactically unacceptable sentences all made use of an inappropriate pronoun form (e.g., we/us; 

I/me). As aural comprehension proceeds phoneme by phoneme, some pronoun violations can be 
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registered relatively close in time to the critical word’s onset, unlike the verb agreement errors 

used in other P600 paradigms, which involve the final morpheme (e.g., walk/walks). Therefore, 

the early syntactic effect could be attributed to a relatively short processing time. 

Brain responses during auditory sentence comprehension varied profoundly across 

individuals, even though listeners were highly accurate in judging the acceptability of the English 

sentences. For each individual, we computed a semantic response dominance index (Semantic 

RDI) and a syntactic response dominance index (Syntactic RDI) by combining the effect of 

acceptability across two time windows in order to account for possible individual differences not 

only in ERP magnitude, but also in latency and/or polarity. We replicated the finding of a response-

dominance continuum during morphosyntactic processing (Fig. 7B; cf. Osterhout, 1997; Tanner 

& Van Hell, 2014). A similar continuum has also been reported in language learners (Morgan-

Short et al., 2012b; Tanner et al., 2013; McLaughlin et al., 2010; Nakano et al., 2010). The 

appearance of the syntactic negativity in early L2 learners has been interpreted as immature 

syntactic processing that relies on word forms prior to the emergence of a P600 (McLaughlin et 

al., 2010; Osterhout, 1997). The present ERP findings indicate a comparable range of neural 

responses to morphosyntactic information even in highly proficient native-language speakers. 

We extended this work with evidence of a similar continuum during semantic processing 

(Fig. 7A). Consistent with previous research (Kos et al., 2012), five participants showed a late 

positive component (“semantic P600”) over posterior scalp sites between 500 and 1000 ms in 

conjunction with the N400, while an even smaller subset showed the positive deflection alone, 

without the N400. 

Importantly, within-subject N400 effect size and P600 effect size (in either time window) 

did not correlate with each other (Table 1). Therefore, it is not the case that there are “good 
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responders” who are generally more sensitive to anomalies in the native language. These results 

are congruent with theories of language comprehension that postulate distinct neural substrates for 

semantic and syntactic processing (for reviews, see Hagoort & Indefrey, 2014; Osterhout et al., 

2012). 

4.3 Individual differences in language-learning aptitude 

We observed a wide range of outcomes for young adults learning a miniature artificial 

language (MAL) in terms of initial learning (Day 1) and attainment (Day 4). The variability in 

Vocabulary learning was most profound on Day 1, as three training sessions were largely sufficient 

for individuals to learn the whole MAL lexicon. In contrast, sentence comprehension skills as 

reflected by Day 1 and Day 4 performance on the MAL sentence acceptability judgment task 

demonstrated, on average, slower and more limited growth. Vocabulary acquisition had a positive 

association with both semantic and syntactic sentence acceptability judgment accuracy (Table 1; 

Fig. 5). While there were no significant correlations between Semantics and Syntax, there was a 

trend on Day 1 for better performance on one to track with better performance on the other. We 

then investigated in detail whether individual learners have different capacities for learning distinct 

aspects of language. 

4.4 Native-language N400 effect predicts vocabulary learning 

A larger native-language N400 effect during auditory comprehension of semantically 

incongruent and congruent sentences in the 250-500-ms time window was significantly associated 

with better initial learning of MAL Vocabulary, Semantics, and Syntax, and also with better 

attainment of Semantics and Syntax (marginal after FDR correction) (Table 1). Ten-fold cross-

validation confirmed that the model was not overfit to the data: the N400 effect size predicted 

MAL Vocabulary learning and generalized to untrained folds of the data. In post-hoc analyses, we 
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found that the N400 had an indirect relationship to initial Semantics and Syntax via initial 

Vocabulary learning (Fig. 5). As a predictor, the N400 had a stronger relationship to the unique 

aspects of Vocabulary learning than did the early P600 (Table 2). An additional, more holistic 

measure of native-language semantic processing, the Semantic RDI, was associated with initial 

Vocabulary and Semantics attainment (Table 4). This confirmed that N400 typicality is associated 

with effective learning of novel lexical-semantic information. Together, these results demonstrate 

a specific association between the native-language N400 and Vocabulary learning, which enables 

sentence comprehension.   

The sentence acceptability judgment task we employed is prevalent in the psycholinguistic 

literature (e.g., Batterink & Neville, 2013; McLaughlin et al., 2010; Osterhout, 1997). In order to 

find a MAL sentence such as Snehl-ihd noy-ihn peyt-niy acceptable, one must integrate multiple 

types of linguistic knowledge, including lexical semantics (snehl = woman, noy = rice, peyt = eat), 

word order (subject-object-verb), and world knowledge (a woman can eat rice). Given a 

straightforward, fixed word order and intact world knowledge, vocabulary is likely to be the main 

driver of inter-subject variability, and indeed Vocabulary correlates with Semantics (Table 1). 

Structural equation modeling demonstrated that native-language semantic processing is related to 

MAL Semantics via the effective learning of Vocabulary. 

We measured the N400 response as a well-characterized index of semantic integration, 

sensitive to the congruency of a word in sentence context (as in our English stimuli) and to meaning 

in general (as evidenced by semantic priming, word-pseudoword comparisons, etc. (e.g., Bentin et 

al., 1985)). The N400 reflects stimulus-induced activity in long-term semantic memory and 

indexes semantic integration (Kutas & Federmeier, 2011). A larger N400 amplitude implies more 

elaborated semantic networks. Previous individual difference studies showed that N400 amplitude 
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(and in some cases, latency) is sensitive to such factors as semantic memory in the native language 

(Federmeier et al., 2002; Perfetti et al., 2005) and, in a novel language, the degree of language 

proficiency (Batterink & Neville, 2013; Newman et al., 2012). In children, the N400 has been 

found to correlate with vocabulary size (Khalifian et al., 2015); interestingly, high vocabulary and 

verbal fluency seem to serve as protective factors for a subset of older adults whose N400 response 

pattern, like that of younger adults, evinces predictive facilitation of sentence processing 

(Federmeier et al., 2002).  

MEG and fMRI have contributed to our understanding of the source(s) of the N400 

component. MEG source estimation implicates left posterior temporal cortex in the generation of 

the N400 (Service et al., 2007). Left posterior temporal cortex is part of the lexical-semantic 

network (Hickok & Poeppel, 2007; Lau et al., 2008), and lesions to this area lead to a specific 

impairment in single word comprehension (Dronkers et al., 2004). A meta-analysis of studies 

contrasting responses to spoken words and pseudowords has also identified posterior temporal 

areas as part of a large left-hemisphere cluster sensitive to lexicality (Davis & Gaskell, 2009). In 

a MEG study in which participants learned the names and definitions of novel words, learning 

effects were noted in left temporal cortex only (Hultén et al., 2009). Given converging evidence 

that the N400 is generated in cortical areas that represent lexical semantics and support word 

learning, it is reasonable that the N400 effect we measured would predict Vocabulary learning. 

4.5 Native-language P600 effect predicts syntactic learning 

A positive-going effect elicited by English syntactic violations was measured in two time 

windows, 250-500 and 500-1000 ms. A larger magnitude of the early P600 effect was significantly 

associated with better initial MAL Syntax learning (Table 1). Ten-fold cross-validation confirmed 

that the model was not overfit to the data: the P600 effect size predicted initial Syntax learning and 
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generalized to untrained folds of the data. In post-hoc analyses, we found that the early P600 was 

also related to initial Syntax learning above and beyond the contributions of Vocabulary 

knowledge, was a marginally stronger predictor than the N400 for initial Syntax (Table 2), and 

was a significantly stronger predictor of initial Syntax learning than of Vocabulary learning (Table 

3). As an additional, more holistic measure of native-language syntactic processing, we calculated 

the Syntactic RDI and found that it was associated with superior initial learning as well as 

attainment of Syntax (Table 4). These results demonstrate a specific association between the 

native-language P600 and Syntax learning, which appears to be a process independent of 

Vocabulary learning. 

Like Semantics, Syntax learning was measured by means of sentence acceptability 

judgments. However, because participants were tested on morphosyntactic violations of noun class 

or verb agreement, only the knowledge of structural co-occurrence was required. Specifically, 

using the distributional information embedded across multiple trials, participants had to learn 

that MAL nouns always occur with their particular suffixes (-ihn or -ihd), and that there is a non-

adjacent dependency between the suffix of the first word (the subject) and the suffix of the last 

word (the verb). Strictly speaking, neither word meanings nor world knowledge were required in 

order to detect syntactic anomalies. However, knowledge of word meanings could also facilitate 

the learning of these syntactic rules, according to the theory of semantic bootstrapping (Pinker, 

1984). For example, knowing the mapping between the meaning and the sound of an animate noun 

in the MAL helps to assign its agent role in the sentence and further supports the acquisition of 

subject-verb agreement. Therefore, it is not surprising that Vocabulary and the N400 effect were 

related to syntactic learning. More importantly, however, the early P600 predicted initial Syntax 

performance above and beyond the contributions of the age, gender, nonverbal intelligence, and 
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Vocabulary covariates. These data suggest that the early P600, which indexes individuals’ 

sensitivity to native-language syntactic rules, predicts their learning of novel morphosyntactic 

rules.  

The relationship we found between the native-language Syntactic RDI and 

morphosyntactic learning aptitude further supports the double-dissociation pattern. In our study, a 

few individuals showed a “syntactic negativity” over posterior sites rather than a P600 response to 

native-language syntactic anomalies and were relatively poor in learning novel morphosyntactic 

rules in the MAL. Our findings suggest that the native-language posterior syntactic negativity 

might serve as a marker for a sub-optimal mechanism for learning the structural co-occurrence 

patterns of a novel language. 

Debates over the nature of the P600 have revolved around its relationship to the P300 

family of components (Coulson, King & Kutas, 1998; Osterhout & Hagoort, 1999; Osterhout et 

al., 1996; Sassenhagen, Schlesewsky & Bornkessel-Schlesewsky, 2014) and its specificity to 

syntax or even language. Although syntactic violations reliably elicit P600s, it may be the case 

that the neural generator(s) of the P600 are simply pattern and sequence processors (Osterhout, 

Kim & Kuperberg, 2012) and that linguistic syntax robustly engages these processes. We found 

significant positive effects of morphosyntactic violation in both early and late time windows. 

That the earlier, but not the more typical, P600 time window was predictive of learning might 

suggest that those whose P600 had an earlier onset were better learners. Alternatively, the long-

lasting positivity might reflect the summation of an earlier component with a similar topography 

and the P600, with the earlier component bearing the true relationship to syntactic learning 

ability. Individual differences were captured in the more variable immediate diagnosis of 

morphosyntactic violation (Mecklinger et al., 1995; Patel et al., 1998), rather than in the less 
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variable canonical P600 representing the structural reanalysis process (Kaan et al., 2000; Hagoort 

& Brown, 2000; Friederici, Hahne, & Mecklinger, 1996).The present data cannot adjudicate 

amongst these hypotheses. Nevertheless, it is the neural response in the earlier 

window/component that differentiates learners. Learners with greater initial sensitivity to 

morphosyntactic violations were better learners.  

4.6 Contribution of native-language linguistic sensitivities 

Individuals’ language-learning success may be attributed to dissociable linguistic 

aptitudes. In the present study, greater neural sensitivity to particular aspects of English carried 

over into the learning of the MAL, predicting individuals’ success in learning novel Vocabulary, 

Semantics, and Syntax.  We found a double-dissociation pattern in the relationship between two 

ERP predictors (the markers of native-language semantic processing and syntactic processing) 

and two outcomes (vocabulary learning and morphosyntactic learning), albeit with some nuance. 

The early P600, an index of sensitivity to structural regularity, was uniquely related to 

individuals’ initial learning of novel morphosyntactic rules, as opposed to initial learning of 

vocabulary. The N400, an index of the attempt to access semantic information, was more 

generally related to successful learning. However, the N400 was a stronger predictor of 

vocabulary learning than was the early P600, and was indirectly associated with semantic and 

syntactic learning via its relationship with vocabulary. Together, these results suggest that 

individual differences in the native language are related to corresponding abilities in a novel 

language. 

4.7 Contribution of verbal intelligence and domain-general cognition 

Alternatively, instead of dissociable linguistic processing abilities, the N400 and P600 

might index broader verbal intelligence and cognitive abilities, which in turn might underlie 
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language-learning success. In our sample, the magnitude of the N400 effect correlated positively 

with verbal IQ, which measures crystalized knowledge of word meanings and relationships in the 

native language. Due to the N400’s association with semantic access, not surprisingly, verbal IQ 

was also positively associated with initial MAL vocabulary learning, but not with other learning 

outcomes.  

Variability in the N400 and P600 has previously been linked to individual differences in 

cognitive ability, such as working memory (WM) span. Readers with low WM span showed 

reduced sensitivity, as measured by the N400, to facilitating sentential or lexical context 

(Salisbury, 2004; Van Petten et al., 1997). Furthermore, individuals with low WM spans did not 

show a P600 to the disambiguating word in a complex sentence, whereas high-span individuals 

did (Vos & Friederici, 2003). When parsing sentences containing long-distance syntactic 

dependencies, low-span individuals were about 200 ms delayed, based on the longer latency of 

their P600 responses (Hestvik et al., 2012). However, although the N400 and P600 have both been 

associated with WM, the English sentence stimuli in our study were simple enough that they 

neither taxed WM nor revealed its variability. Therefore, our results do not provide evidence either 

for or against the role of WM in language learning. 

4.8 Implications for novel language learning 

Our results contribute to an understanding of the variability in adults’ novel-language 

learning trajectories. Whereas native-language acquisition proceeds unidirectionally through a set 

of developmental milestones commensurate with brain growth (Sakai, 2005), novel-language 

learning in adults may be quite idiosyncratic. For example, novel-language literacy may precede 

speaking and aural comprehension, which is never the case with native languages. Individuals vary 

in the degree to which they attain proficiency in foreign-language phonology, semantics, and 
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syntax, and their skills may be strikingly asymmetric. Here, we demonstrate a dissociation between 

semantics aptitude and syntax aptitude. Learners generally performed better on one or the other, 

and our ERP results show that greater neural sensitivity to particular aspects of English carried 

over into the learning of the MAL, predicting individuals’ success in learning novel Vocabulary, 

Semantics, and Syntax. There is a tradeoff, of course, in predicting the learning of an artificial 

language rather than a natural language. On one hand, artificial languages allow experimenters to 

precisely elaborate or eliminate certain linguistic features and to control the amount and manner 

of learners’ exposure. On the other hand, they lack the richness, complexity, and embeddedness of 

natural languages. Nevertheless, a learned artificial language and a native language may, under 

some conditions, elicit similar patterns of brain activity (Friederici, Steinhauer & Pfeifer, 2002; 

Morgan-Short et al., 2012b). Moreover, it has been shown that artificial-language performance 

correlates positively with second-language learning success, even after controlling for IQ 

(Ettlinger et al., 2015).  

The predictive power of the N400 and P600 effects was particularly notable for the initial 

learning that occurred during a single, 45-minute immersive training session. We propose that 

initial learning is closely related to individuals’ aptitude, while their attainment after several 

sessions may be influenced by additional factors such as motivation, self-monitoring, or even 

sleep. One limitation of the current study is that we were not able to address the contributions of 

such variables in a quantitative manner. Nevertheless, aptitude may determine an individual’s early 

perception of success and willingness to pursue further language study. The rate of second-

language learning has been predicted by resting-state EEG power in particular frequency bands 

(Prat et al., 2016). That study and ours suggest that electrophysiology may offer insight into 

learning ability before language exposure begins. 
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The present study provides a novel perspective on individual differences as they 

demonstrate neural variation in, as well as aptitude for, language processing. We found that 

individuals who show robust and distinct neural responses to native-language semantic and 

syntactic probes also show greater sensitivity to the lexical and structural features, respectively, of 

a novel language. Thus, the native-language N400 and P600 constitute markers of “neural 

preparedness” for learning novel semantics and syntax. 
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