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Abstract We prove a stable singularity formation result for solutions to
the Einstein-scalar field and Einstein-stiff fluid systems. Our result applies
to small perturbations of the spatially flat Friedmann-Lemâıtre-Robertson-
Walker (FLRW) solution with topology (0,∞)×T3. The FLRW solution mod-
els a spatially uniform scalar-field/stiff fluid evolving in a spacetime that ex-
pands towards the future and that has a “Big Bang” singularity at {0} × T3,
where its curvature blows up. We place “initial” data on a Cauchy hypersurface
Σ′

1 that are close, as measured by a Sobolev norm, to the FLRW data induced
on {1}×T3. We then study the asymptotic behavior of the perturbed solution
in the collapsing direction and prove that its basic qualitative and quantitative
features closely resemble those of the FLRW solution. In particular, for the
perturbed solution, we construct constant mean curvature-transported spatial
coordinates covering (t, x) ∈ (0,1] × T3 and show that it also has a Big Bang
at {0} × T3, where its curvature blows up. The blow-up confirms Penrose’s
Strong Cosmic Censorship hypothesis for the “past-half” of near-FLRW so-
lutions. Furthermore, we show that the Einstein equations are dominated by
kinetic (time derivative) terms that induce approximately monotonic behavior
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near the Big Bang, and consequently, various time-rescaled components of the
solution converge to functions of x as t ↓ 0.

The most difficult aspect of the proof is showing that the solution exists for
(t, x) ∈ (0,1] × T3, and to this end, we derive a hierarchy of energy estimates
that are allowed to mildly blow-up as t ↓ 0. To close these estimates, it is
essential that we are able to rule out more singular energy blow-up, which is in
turn tied to the most important ingredient in our analysis: an L2−type energy
approximate monotonicity inequality that holds for near-FLRW solutions. In a
companion article, we used the approximate monotonicity to prove a stability
result for solutions to linearized versions of the equations. The present article
shows that the linear stability result can be upgraded to control the nonlinear
terms.

Keywords constant mean curvature ⋅ energy currents ⋅ parabolic gauge ⋅
spatial harmonic coordinates ⋅ stable blow-up ⋅ transported spatial coordinates

Mathematics Subject Classification (2000) 35A01 ⋅ 35L51 ⋅ 35Q31 ⋅
35Q76 ⋅ 83C05 ⋅ 83C75 ⋅ 83F05

1 Introduction

In this article, we prove a stable singularity formation result for the Einstein-
stiff fluid system (see Sect. 1.1.1 for the equations). Our work shows that
the well-known Friedmann-Lemâıtre-Robertson-Walker (FLRW) solution on
(0,∞) ×T3 (see (1.5)) is nonlinearly stable near its Big Bang singularity.

Remark 1 It is well-known (see, for example, [18]) that the scalar field mat-
ter model can be viewed as a special subcase of the stiff fluid model under
the assumptions that the scalar field’s gradient is timelike, that the fluid is
irrotational, and that the metric dual of the fluid four velocity is exact up to
normalization. Thus, we can restrict our attention to the Einstein-stiff fluid
system; all of the results that we derive for this system immediately imply
corresponding results for the Einstein-scalar field system.

We derive our stable blow-up results by exploiting a new form of approximate
L2-type monotonicity that holds for near-FLRW solutions. The FLRW solu-
tion expands towards the future and contains a Big Bang singularity along
its past boundary {0} × T3, where its curvature blows up. In the companion
article [73], we derived approximate monotonicity and stability results for lin-
earized versions of the related but simpler (see Remark 1) Einstein-scalar field
system. That is, we placed data for the linearized equations along {1}×T3 and
studied the solutions in the singular direction t ↓ 0. More precisely, in [73], we
studied solutions to a large family of linear equations formed by linearizing the
Einstein-scalar field equations around the well-known family of Kasner1 solu-
tions (see (1.6)), which are explicit and depend only on t. Exceptional cases

1 Many authors use the term “Kasner solutions” exclusively in the context of solutions
to the Einstein-vacuum equations. Hence, it would be more correct to refer to the solutions
(1.6) as “generalized Kasner solutions.”
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aside, the Kasner solutions also have Big Bang singularities at {0} × T3, and
in fact, the FLRW solution is the unique spatially isotropic example. How-
ever, in [73], we obtained compellingly strong linear stability statements only
for near-FLRW Kasner backgrounds. Roughly, in the present article, we show
that those stability results are strong enough to control the nonlinear terms
in the near-FLRW regime, which allows us to prove that the FLRW Big Bang
singularity is nonlinearly stable.

It is natural to ask whether or not our results can be extended to show
the stability of the Big Bang singularity for far-from-FLRW Kasner solutions.
We do not take a stance on what to expect. An essential first step towards an
answer would be to carry out a detailed linearized stability analysis for from-
from-FLRW Kasner backgrounds, thus going beyond the regime addressed in
detail in [73].

Our work here can be viewed as addressing various aspects of the following
two related questions:

1. Which initial data have incomplete maximal globally hyperbolic develop-
ments?2

2. How do the incomplete solutions behave near their boundary? In particular,
does a true singularity, such as curvature blow-up, occur at the boundary?

Our main results, which we summarize in Sect. 1.4, provide a detailed an-
swer to the above questions for near-FLRW solutions. Specifically, we provide
a complete description of the past dynamics of solutions launched by data
given on a spacelike hypersurface Σ′

1 that are H8−close to the FLRW data
induced on {1} ×T3. We prove that the perturbed solutions “develop” a “Big
Bang” singularity to the past of Σ′

1. For simplicity, we restrict our attention
to the case Σ′

1 = T3 ∶= [−π,π]3 (with the ends identified).

1.1 The Einstein-stiff fluid equations and context

The Einstein-stiff fluid equations are a special case of the the Euler-Einstein
equations, which are often used in cosmology. The role of the fluid, which is
the most common matter model used in cosmology, is to model the average
matter-energy content of the entire universe.

1.1.1 The equations

Relative to an arbitrary coordinate system, the Euler-Einstein equations are

Ricµν −
1

2
Rgµν = Tµν , (µ, ν = 0,1,2,3), (1.1a)

DµTµν = 0, (ν = 0,1,2,3), (1.1b)

2 See Sect. 1.3 for a rough description of maximal globally hyperbolic developments.
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where Ricµν denotes the Ricci tensor of gµν , R = (g−1)αβRicαβ denotes3 the
scalar curvature of gµν , Dµ denotes the Levi-Civita connection of gµν , and
Tµν ∶= gµαgνβTαβ denotes the metric dual of the energy-momentum tensor
Tµν of a perfect fluid:

Tµν = (ρ + p)uµuν + p(g−1)µν . (1.2)

In (1.2), ρ denotes the fluid’s proper energy density, p denotes the pressure,
and uµ denotes the four-velocity, which is a future-directed vectorfield subject
to the normalization condition

gαβuαuβ = −1. (1.3)

The system (1.1a)-(1.3) is not closed because there are not enough fluid
equations. In cosmology, the equations are often closed (see [89, Ch. 5]) by
assuming the equation of state

p = c2sρ, (1.4)

where 0 ≤ cs ≤ 1 is a constant known as the speed of sound. The stiff fluid is
the case cs = 1. This equation of state is unique among all those of the form
(1.4). In particular, our main results show that its special properties regularize
near-FLRW solutions in a neighborhood of their Big Bang singularities. By
“regularize,” we mean that the singularity formation processes are controlled,
stable, and approximately monotonic. See Sect. 1.9.3 for additional details
regarding the special properties of the stiff fluid.

1.1.2 Connection to the Hawking-Penrose theorems and the Strong Cosmic
Censorship hypothesis

The famous cosmological singularity theorems of Hawking and Penrose (see
e.g. [42], [63], and the discussion in [43]) guarantee that a large class of globally
hyperbolic4 spacetimes are necessarily “singular” in a certain weak sense. In
fact, these theorems are able to answer question 1 posed above in a general
setting. For example, Hawking’s theorem (see [89, Theorem 9.5.1]) guarantees
that under certain assumptions verified in our problem of interest, all past-
directed timelike geodesics are incomplete.5 However, the theorems do not
reveal the nature of the incompleteness. In particular, they allow for both of
the following possibilities: i) the spacetime is inextendible across the region
where the geodesics terminate due to some kind of blow-up of an invariant

3 We describe our summation conventions in Sect. 2.
4 Globally hyperbolic spacetimes are those containing a Cauchy hypersurface.
5 The assumptions needed in Hawking’s theorem are i) the matter model verifies the

strong energy condition, which is (Tµν − 1
2
(g−1)αβTαβgµν)XµXν ≥ 0 whenever Xµ is

timelike; ii) kaa < −C everywhere on the initial Cauchy hypersurface, where k is the second
fundamental form of Σt (see (3.6)) and C > 0 is a constant. More precisely, Hawking’s
theorem shows that no past-directed timelike curve can have length greater than 3

C
. In our

main results, we derive a slightly sharper version of this estimate that is tailored to the
solutions addressed in this article (see inequality (15.6)).
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quantity (this is what happens, for example, in the FLRW solution (1.5)); or
ii) the spacetime can be extended as a solution in a “regular” (but perhaps
non-unique) fashion across the region where the geodesics terminate (this can
happen when a Cauchy horizon develops, as in the case of the well-known Taub
family of solutions to the Einstein-vacuum equations; see [39], [67], [21]). To
the best of our knowledge, there are no prior results that are able to distin-
guish between these two scenarios for an open set of data (without symmetry
assumptions). That is, there are no prior results that answer the question 2
posed above. Our main results fully confirm the scenario i) for near-FLRW
data due to curvature blow-up at6 {t = 0}. This shows in particular that
the solutions cannot be extended beyond {t = 0} and yields a proof of Pen-
rose’s Strong Cosmic Censorship hypothesis7 [62] in the “collapsing half” of
the near-FLRW spacetimes. The overall strategy of our proof is to provide an
exhaustive picture of the collapsing half of the maximal globally hyperbolic
development8 of the data including a description of the asymptotic behavior
of the solution near its past boundary.

1.1.3 The main ideas behind the proof and the role of the approximate
monotonicity

The main ideas behind our analysis are i) exploiting the approximate L2−type
monotonicity inequality mentioned above. When we derive energy estimates,
the approximate monotonicity manifests as the availability of some negative
definite quadratic spacetime integrals that encourage decay towards the past
and that allow us to absorb various error integrals. The approximate9 mono-
tonicity holds in certain regimes and seems to require the presence of certain
kinds of matter such as the stiff fluid. Our derivation of the approximate
monotonicity is based on a hierarchy of special structures in the Einstein-stiff
fluid equations that are visible in constant mean curvature (CMC)-transported
spatial coordinates. More precisely, the key portion of the approximate mono-
tonicity is available in part because of a favorably signed (in a subtle sense)
linear term in the fluid equations that leads to control over the lapse (the
lapse n is defined in Sect. 1.6). We provide an overview of the monotonic-
ity in Sect. 1.9.1, and we provide the full details in Prop. 8. In Sect. 1.10,
we shed light on the direction of the approximate monotonicity by recalling
an alternate one-parameter family of parabolic gauges for the lapse variable,
first introduced in [73]. For certain parameter choices, the approximate mono-
tonicity is also visible in these gauges but the corresponding PDEs are locally
well-posed only in the past direction. The CMC gauge, which we use in the vast

6 As we describe below, the relevant time coordinate t for the perturbed solution has level
sets with mean curvature −(1/3)t−1.

7 Roughly, this conjecture asserts that the maximal globally hyperbolic development of
the data should be inextendible as a “regular” Lorentzian manifold.

8 We explain the maximal globally hyperbolic development in more detail in Section 1.3.
9 The monotonicity is approximate in the sense that it yields negative definite spacetime

integrals only for some of the solution variables.
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majority of our analysis, is formally a singular limit of the parabolic family. To
the best of our knowledge, the idea of using parabolic gauges for the Einstein
equations first appeared in the numerical relativity literature in [6], where the
authors suggested that such gauges might be suitable for studying the long-
time evolution of solutions. Readers may also consult [40] for a discussion of
local well-posedness for the Einstein equations under various gauge conditions
involving a parabolic equation. ii) We commute the equations with spatial
derivatives and derive sharp pointwise and L2 bounds for the inhomogeneous
terms that arise. This analysis is delicate because many terms become singu-
lar at the Big Bang, and this can cause our L2−type energies to blow-up. To
close our estimates, we must prove that the energy blow-up rate is mild in the
approach towards the Big Bang. This is where we need the approximate mono-
tonicity: without the negative definite integrals that it provides, we would be
unable to absorb certain key error integrals. Consequently, we would be able
to show only that the energies are bounded from above by the size of the data
times t−C for a large constant C, and such blow-up at t = 0 is too severe to
allow us to close our bootstrap argument. We must also derive the precise
blow-up rates for the inhomogeneous terms that cannot be absorbed into the
negative definite spacetime integrals. Some of the blow-up rates are dangerous
yet optimal in the sense that they are saturated by the Kasner solutions (1.6).
By “dangerous,” we mean that the rates can cause energy blow-up at the mild
rate t−δ (where δ is small) and that a slightly worse inhomogeneous term blow-
up rate could lead to rapid energy blow-up at the rate exp(t−δ), which would
completely destroy our proof. To bound the inhomogeneous terms, we estab-
lish an intricate hierarchy of decay/growth rates that distinguishes between
the behavior of lower-order and higher-order derivatives near the Big Bang. In
short, we are able to show that the lower-order derivatives are less singular by
using arguments that lose derivatives. These improved lower-order estimates
are essential for controlling error terms and closing the bootstrap argument;
see Sects. 1.7.1 and 1.7.2.

1.2 Details on the FLRW and Kasner solutions

The FLRW solution to (1.1a)-(1.1b) when cs = 1 is

g̃ = −dt2 + t2/3
3

∑
i=1

(dxi)2, p̃ = 1

3
t−2, ũµ = δµ0 , (t, x) ∈ (0,∞) ×T3,

(1.5)

where δνµ (0 ≤ µ, ν ≤ 3) is the standard Kronecker delta. It is a spatially flat
member of a family of dynamic spatially homogeneous solutions that were
first discovered10 by Friedmann in 1922 [32]. The family continues to strongly

10 The solutions in [32] had cs = 0 and positive spatial curvature (the spacetime manifolds
that Friedmann considered were diffeomorphic to R × S3), but many other values of cs and
other choices of spatial curvature have since been considered.
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influence the way we think about the possible structure of our universe. These
solutions model a spatially homogeneous, isotropic spacetime that contains a
perfect fluid, and many members of the family (including (1.5)) have a Big
Bang singularity at t = 0. It was Lemâıtre who first emphasized that many
members of the family, if extrapolated backwards in time (from, say, t = 1),
predict the presence of a Big Bang [53]. The solutions were investigated in
more detail in the 1930’s by Robertson and Walker, and hence the family is
often referred as the FLRW family.

The FLRW solution (1.5) is also a member of the generalized (see Foot-
note 1 on pg. 2) Kasner11 family, a class of Bianchi type I solutions12 that
are spatially homogeneous but generally anisotropic. When the matter model
is a perfect fluid verifying p = c2sρ, the Kasner solutions to the Euler-Einstein
equations (1.1a)-(1.3) are

gKAS = −dt2 +
3

∑
i=1

t2qi(dxi)2, p = p̄t−2, uµ = δµ0 , (t, x) ∈ (0,∞) ×T3,

(1.6)

where δµν (µ, ν = 0,1,2,3) is the standard Kronecker delta, the constants qi are
called the Kasner exponents, and p̄ ≥ 0 is a constant denoting the pressure at
t = 1. The Kasner exponents are constrained by the relations

3

∑
i=1

qi = 1, (1.7a)

3

∑
i=1

q2i = 1 − 2c−2s p̄. (1.7b)

(1.7a) corresponds to a choice of time coordinate such that kaa(t, x) ≡ −t−1,
while (1.7b) is a consequence of kaa(t, x) ≡ −t−1 plus the Hamiltonian con-
straint equation (1.9a), which we discuss below. Here and throughout, kij
denotes the (mixed) second fundamental form of the constant-time hypersur-
face Σt (see (3.6)). It is important to note that it is not possible to have
all three qi > 0 in the absence of matter. The solution (1.5) is a special case
of (1.6), (1.7a)-(1.7b) in which cs = 1, p̄ = 1/3, and qi = 1/3 for i = 1,2,3.
It is straightforward to compute that for any Kasner solution (1.6) with ex-
ponents verifying (1.7a) and (1.7b), the corresponding Kretschmann scalar
∣Riem∣2g ∶= RiemαβκλRiemαβκλ verifies

∣RiemKAS ∣2gKAS = 4t−4
⎧⎪⎪⎨⎪⎪⎩

3

∑
i=1

q4i + ∑
1≤i<j≤3

q2i q
2
j +

3

∑
i=1

q2i − 2
3

∑
i=1

q3i

⎫⎪⎪⎬⎪⎪⎭
(1.8)

≥ 4t−4 ∑
1≤i<j≤3

q2i q
2
j ,

11 The vacuum Kasner solutions were discovered in 1921 [47].
12 For an overview of the Bianchi I class and other symmetry classes that we mention later,

readers may consult [20].
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where RiemKAS denotes the Riemann tensor of gKAS . In particular, unless
two of the qi are equal to 0, it follows that ∣RiemKAS ∣2gKAS blows up at the

rate t−4 as t ↓ 0. Hence, for such Kasner solutions, {t = 0} is a true singularity
beyond which one cannot regularly extend the solution.

The vacuum Kasner solutions (i.e., p̄ = 0) are famous for the controversial
alleged role that they play in approximating highly oscillatory solutions to Ein-
stein’s equations near a singularity. Despite the controversy, it is known that
the vacuum Kasner solutions are in fact intimately connected to the dynamics
of certain spatially homogeneous solutions to the Euler-Einstein system with
Bianchi IX symmetry [69]. Under the assumptions of spatial homogeneity and
Bianchi IX symmetry, the Euler-Einstein equations reduce to a coupled sys-
tem of ODEs whose solutions exhibit highly complicated, oscillatory behavior.
Specifically, in [69], Ringström showed (among many other things) that under
the equation of state (1.4) with 0 ≤ cs < 1, the limit points of generic (i.e.,
non-Taub) Bianchi IX solutions in the approach towards the singularity must
be either vacuum Bianchi type I (i.e., vacuum Kasner), vacuum Bianchi type
VII0, or vacuum Bianchi type II. In particular, Ringström’s work showed that
a sub-stiff fluid has a negligible effect on the solutions near the singularity.
Furthermore, he showed that almost all such solutions are oscillatory in the
sense that there are at least three distinct limit points. Ringström’s work (see
also [68]) established for the first time a rigorous picture of the global behavior
of Misner’s “mixmaster” solutions13 [59].

In contrast to the oscillatory behavior described above, the solutions that
we study in this article behave in an approximately monotonic fashion near
the singularity. As we have mentioned, the presence of the stiff fluid plays an
essential role in driving the regular behavior near the singularity. Some of the
heuristics connected to the mollifying effect induced by certain kinds of matter
have been known for many years. Specifically, Belinskii and Khalatnikov [11]
gave heuristic arguments suggesting that a scalar field should have a regular-
izing, oscillatory-suppressing effect on solutions near the singularity. In a later
article [8], Barrow argued that fluids verifying the equation of state p = c2sρ
should induce a similar effect if and only if cs = 1; he referred to the mollifying
effect of a stiff fluid as quiescent cosmology. Thus, our main result validates the
quiescent cosmological picture for spacetimes launched by near-FLRW data.
A similar effect was observed in the ODE solutions studied by Ringström [69],
but only for the equation of state p = ρ. In three spatial dimensions, the mono-
tonicity is roughly associated with the following two conditions: i) all three
qi > 0; ii) the presence of a stiff fluid (with p > 0 everywhere), which, as men-
tioned above, has properties that distinguish it from all other perfect fluids.
However, our main theorem only covers the case in which all three qi are near
1/3. In further contrast to the sub-stiff case, the stiff fluid plays an essential
role (albeit somewhat indirectly) in controlling the dynamics of the solution
near the singularity.

13 This is the name Misner gave to the spatially homogeneous vacuum solutions belonging
to the symmetry class Bianchi IX.
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1.3 Initial value problem formulation of the equations

It has been known since the fundamental result of Choquet-Bruhat [16] that
the Einstein equations are effectively hyperbolic and can be decomposed into
a system of constraint and evolution equations. However, because of their
diffeomorphism invariance, the hyperbolic character of the equations becomes
apparent only after one makes gauge choices. As we have mentioned, we derive
our main results in CMC-transported spatial coordinates, which has been used
in various settings such as the derivation of breakdown criteria for solutions
[52], [75], [90]. In this gauge, the Einstein-stiff fluid system comprises constraint
equations, wave-like equations for the spatial metric components, first-order
hyperbolic equations for the fluid variable components, and an elliptic equation
for the lapse function n. We present our choice of solution variables and the
corresponding PDEs that they verify in Sect. 3 (it is convenient to work with
renormalized solution variables). We normalize the time coordinate t such
that data are placed at t = 1 and the mean curvature of the constant-time
hypersurface Σt is − 1

3
t−1. That is, kaa(t, x) ≡ −t−1, where kij is the (mixed)

second fundamental form of Σt (see (3.6)).

Some spacetimes do not contain any CMC slices [10]. To show that near-
FLRW spacetimes always contain one, we briefly use an alternate gauge for
the Einstein equations. Specifically, we use a harmonic map gauge, which is
closely connected to the well-known harmonic coordinate gauge (which is also
known as the wave coordinate gauge). In short, we first sketch a proof of local
well-posedness for the Einstein-stiff fluid system in harmonic map gauge for
near-FLRW data; this is a standard result - see Prop. 15. We then combine the
estimates of the proposition with a modified version of a theorem of Bartnik
to deduce the existence of a CMC hypersurface equipped with near-FLRW
fields verifying the Einstein constraints; see Prop. 17 and Corollary 3. Once
we have produced a CMC slice, we immediately switch to CMC-transported
spatial coordinates, which we use for all remaining analysis.

Before summarizing our main results and providing further context, we
state some basic facts regarding the initial value problem for the Euler-Einstein
equations. Our data consist of the three manifold Σ′

1 = T3 equipped with the

tensorfields (̊gij , k̊ij , p̊, ůi). Here, g̊ij is a Riemannian metric, k̊ij is a symmetric
two-tensor, p̊ is a function, and ůi is a vectorfield. If Σ′

1 is a CMC hypersurface

with k̊aa(x) ≡ −1, then we write “Σ1” instead of “Σ′
1.” A solution launched

by the data consists of a spacetime (M,gµν), an embedding Σ′
1

ι↪ M such
that ι(Σ′

1) is a Cauchy hypersurface in (M,gµν), and the following additional
fields on M: a function p and a vectorfield uµ normalized by gαβuαuβ = −1.
The spacetime fields must verify the equations (1.1a)-(1.4). Furthermore, they

must be such that ι∗g = g̊, ι∗k = k̊, ι∗p = p̊, ι∗u = ů, where k is the second
fundamental form of ι(Σ′

1) and ι∗ denotes pullback by ι. The relation ι∗u = ů
denotes a slight abuse of notation; we mean that the one-form that is g̊−dual
to ů is the pullback by ι of the one-form that is g−dual to u. Throughout the
article, we will often suppress the embedding and identify Σ′

1 with ι(Σ′
1).
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It is well-known (see Lemma 15) that the initial data are constrained by
the Gauss and Codazzi equations, which take the following form for fluids
verifying p = c2sρ ∶

R̊ − k̊abk̊ba + (̊kaa)2 = 2T(N̂, N̂)∣Σ′

1
= 2(1 + c−2s )p̊(1 + ůaůa) − 2p̊, (1.9a)

∇ak̊aj −∇j k̊aa = −T(N̂,
∂

∂xj
)∣Σ′

1
= (1 + c−2s )p̊(1 + ůaůa)1/2ůj . (1.9b)

Above, N̂µ denotes the future-directed unit normal toΣ′
1 in (M,gµν), T(N̂, N̂) ∶=

TαβN̂αN̂β , ∇i denotes the Levi-Civita connection of g̊ij , and R̊ denotes the
scalar curvature of g̊ij . The above equations are sometimes referred to as the
Hamiltonian and momentum constraints.

A well-known result of Choquet-Bruhat and Geroch [15] states that all
sufficiently regular data verifying the constraints launch a unique maximal
solution to the Euler-Einstein equations (1.1a)-(1.4). This solution is called
the maximal globally hyperbolic development of the data. More precisely, this
maximal solution is unique up to isometry in the class of globally hyperbolic
spacetimes, which are spacetimes containing a Cauchy hypersurface. The work
[15] is an abstract existence result that does not provide any quantitative infor-
mation. Our main results provide, in the case cs = 1, quantitative information
about the “past-half” of the maximal globally hyperbolic development of data
that are sufficiently close to the FLRW data.

1.4 Summary of the main results

We now summarize our main results. See Prop. 17 and Theorem 2 for more
detailed statements.

Summary of the Main Stable Big Bang Formation Theorem.
The FLRW solution (1.5) is a past-globally stable singular solution
to the Einstein-stiff fluid system (1.1a)-(1.3), p = ρ. More precisely,

if the perturbed “initial” data (̊g, k̊, p̊, ů) on the manifold Σ′
1 = T3

verify the constraints (1.9a)-(1.9b) and are ε2 close in HN (N ≥ 8,

and ∂ig̊jk, k̊ij , p̊, ů
i ∈ HN ) to the FLRW data (at time 1), then for

sufficiently small ε, the maximal globally hyperbolic development of
the perturbed data contains a spacelike hypersurface Σ1 that is near
Σ′

1 and that has constant mean curvature equal to −1/3. Furthermore,
the past of Σ1 is foliated by a family of spacelike hypersurfaces Σt,
t ∈ (0,1], upon which the CMC condition kaa(t, x) ≡ −t−1 holds. Rel-
ative to the time coordinate t, the perturbed solution exists on the
manifold-with-boundary (0,1] × T3 and remains close to the FLRW
solution. Specifically, there exist a collection of transported spatial
coordinates14 (x1, x2, x3) and a large constant c > 0 such that rel-

14 Technically, the coordinate functions (x1, x2, x3) themselves cannot be globally defined
on T3, but the vectorfields ∂i = ∂

∂xi
and their dual one-forms dxi can globally defined on T3

in a smooth fashion.
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ative to these coordinates, the components of the spacetime metric
g = −n2dt2 + gabdxadxb, the spatial volume form factor

√
detg, the

components kij = − 1
2
n−1gia∂tgaj of the mixed second fundamental

form of Σt, the pressure p, the components ui of the g−orthogonal
projection of the four-velocity u onto Σt, the Σt−normal component
g(u, N̂) = −(1 + gabuaub)1/2, the spacetime Riemann curvature ten-
sor Riem, and the spacetime Weyl curvature tensor W verify the
following convergence estimates as t ↓ 0, where i, j = 1,2,3 ∶

∥n − 1∥C0 ≲ εt4/3−c
√
ε, (1.10a)

∥t−1
√

detg − υBang∥
C0

≲ εt4/3−c
√
ε, (1.10b)

∥gia [exp (2 ln tKBang)]aj −M
Bang
ij ∥

C0
≲ εt4/3−c

√
ε, (1.10c)

∥tkij − (KBang)ij∥C0 ≲ εt4/3−c
√
ε, (1.10d)

∥t2p − PBang∥C0 ≲ εt4/3−c
√
ε, (1.10e)

∥ui∥
C0 ≲ εt1/3−c

√
ε, (1.10f)

∥g(u, N̂) + 1∥
C0 ≲ εt4/3−c

√
ε, (1.10g)

∥t4∣Riem∣2g − FBang∥C0 ≲ εt4/3−c
√
ε, (1.10h)

∥t4∣W∣2g − (FBang −
20

3
P 2
Bang)∥

C0

≲ εt2/3−c
√
ε. (1.10i)

Above, υBang, M
Bang, KBang, PBang, FBang, and (FBang − 20

3
P 2
Bang)

are limiting fields on T3 that are Cε close in the C0 norm to the
corresponding FLRW fields, which are respectively 1, E, − 1

3
I, 1

3
, 20

27
,

and 0. Here, Eij = diag(1,1,1) denotes the standard Euclidean metric
on T3 and Iij = diag(1,1,1) denotes the identity. Moreover, FBang ∶=
{2(Ka

bK
b
a)2+4Ka

bK
b
a+2Ka

bK
b
cK

c
dK

d
a+8Ka

bK
b
cK

c
a}∣K=KBang . Fur-

thermore, exp (2 ln tKBang) denotes the standard matrix exponential
of 2 ln tKBang, where KBang is viewed as a 3 × 3 matrix with com-
ponents (KBang)ij . The FLRW solution has the form (1.5) relative

to the coordinates (t, x1, x2, x3). In addition, the limiting fields verify
the following relations:

(KBang)aa = −1, (1.11a)

2PBang + (KBang)ab(KBang)ba = 1. (1.11b)

The top order Sobolev norm H(Frame−Total);N (see Def. 6), which
measures the deviation of the perturbed renormalized solution vari-
ables’ components from the corresponding renormalized FLRW solu-
tion variables’ components, verifies the following bound for t ∈ (0,1] ∶

H(Frame−Total);N(t) ≤ εt−c
√
ε. (1.12)
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Furthermore, the spacetime ((0,1]×T3,g) is past-timelike geodesically
incomplete and inextendible beyond t = 0. As t ↓ 0, the 3−volume
of the constant-time hypersurfaces Σt collapses to 0, the pressure
p blows-up like t−2, and the spacetime Kretschmann scalar ∣Riem∣2g
blows-up like t−4. Finally, the curvature singularity at t = 0 is domi-
nated by the Ricci components of the Riemann curvature tensor (the

ratio
∣W∣

2
g

∣Riem∣2g
remains order ε throughout the evolution).

⊓⊔

Remark 2 Note that the perturbed solutions do not generally converge to the
FLRW solution as t ↓ 0, as is shown by the existence of near-FLRW isotropic
Kasner solutions.

Remark 3 The estimates (1.10b)-(1.10e) allow for an infinite dimensional fam-
ily of possible “end states” at the Big Bang {t = 0}. For example, the limiting
field PBang can in principle be any member of an open set of functions.

Remark 4 The proof of the convergence results is based on showing that the
lower-order time derivative terms dominate the lower-order spatial derivative
terms for t near 0. That is, for t near 0, the Einstein equations are well-
approximated by truncated equations formed by discarding spatial deriva-
tives. Isenberg and Moncrief [46] previously observed similar behavior for the
Einstein-vacuum equations in the polarized Gowdy15 class. In general relativ-
ity, going back to the work [24], the truncated equations are sometimes called
the velocity term dominated (VTD) equations.

1.5 Additional connections to previous work

We now discuss some additional connections between the present work and
prior results.

1.5.1 Global solutions without symmetry assumptions

There are only a modest number of prior results in which solutions to the
Einstein equations corresponding to an open set of data (without symmetry
assumptions) have been understood in full detail. By “full detail,” we mean
that the basic qualitative and quantitative features of the data’s maximal
globally hyperbolic development (or at least a past or future half of them)
have been exposed. The existing examples can roughly be grouped into two

15 The Gowdy solutions are a special subclass of the T2−symmetric solutions. They

are characterized by the vanishing of the twist constants (g−1)µµ′εεεαβµνXαYβDµ′X
ν and

(g−1)µµ′εεεαβµνXαYβDµ′Y
ν , where εεε is the volume form of g and X and Y are the Killing

fields corresponding to the two symmetries. The polarized Gowdy solutions are defined to
be those Gowdy solutions such that gαβX

αYβ = 0.
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classes. The first class was birthed by Christodoulou-Klainerman’s ground-
breaking proof of the stability of Minkowski spacetime [19] as a solution to
the Einstein-vacuum equations. We remark that the corresponding spacetime
manifolds are diffeomorphic to R4 and are therefore not cosmological. The
main theorem roughly states that a class of asymptotically flat near-vacuum-
Euclidean initial data sets launch maximal globally hyperbolic developments
that are geodesically complete and that look in the large like the Minkowski
spacetime. A second proof, which relied on wave coordinates and allowed for
the presence of a (small) scalar field, was given by Lindblad-Rodnianski in
[54, 55]. Various extensions of these results can be found in [13, 57, 81]. The
analysis in all of these proofs was based on obtaining a detailed understand-
ing of the dispersive decay properties of solutions to wave-like equations on
R1+3 and exploiting special tensorial structures enjoyed by the nonlinearities
present in the gauges that were employed.

The second class concerns the future stability of a class of cosmological
solutions to Einstein’s equations when a positive cosmological constant Λ (or
alternatively, a suitable matter model that generates a similar effect) is added
to the equations. Specifically, one includes the additional term Λgµν on the
left-hand side of (1.1a). This additional term creates accelerated expansion
in certain solutions, which can in turn stabilize them. The second class was
brought into existence by Friedrich’s work on the stability of the de Sitter
spacetime [34], which is a solution to the Einstein-vacuum equations with Λ >
0. Related future-stability results for solutions featuring various matter models
can be found in [35, 58, 70–72, 79, 80]. The analysis in [34, 35, 58] is based on
applications of the conformal method, which was developed by Friedrich. This
method is discussed in a bit more detail in Sect. 1.5.4. In contrast, in [70–72,79,
80] the analysis is based on the dissipative nature of the kinds wave equations
that are generated by expanding spacetimes in a well-chosen harmonic-type
coordinate system. That is, the spacetime expansion and the term Λgµν lead
to the presence of friction-like terms in the PDEs, and the friction induces
monotonicity in the solutions. The analysis behind our main results has more
features in common with this framework than with the analysis of the stability
of Minkowski spacetime or the conformal method, though there are some key
novel features in the present work. In particular, we stress that our main
results are not based on dispersive effects, but rather on estimates related to
monotonicity and time integrability.

1.5.2 Global solutions based on a different form of monotonicity

Fisher and Moncrief discovered a form of monotonicity, quite different than
the one found in the present article, which holds for Einstein-vacuum solutions
in some regimes. More precisely, they constructed a reduced Hamiltonian de-
scription of the Einstein-vacuum equations [26–31] that applied to a class of
solutions foliated by CMC hypersurfaces Σt. The Hamiltonian is the volume
functional of the Σt, and they showed that it is a monotonic quantity for
solutions to the reduced equations. Andersson and Moncrief used this mono-
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tonicity to prove a global stability result [2] (see also [65]) that does not fit
neatly into either of the two classes described in Section 1.5.1. Specifically, they
proved a global stability result in the expanding direction for a compactified
version of vacuum FLRW-type solutions whose spatial slices are hyperboloidal
(i.e., they have constant negative sectional curvature). They showed that the
perturbed spacetimes are future geodesically complete and, in three spatial
dimensions, that they decay towards the background solution. In addition to
using the monotonicity of Fisher-Moncrief, their proof also relied, in the case
of three spatial dimensions, on Mostow’s rigidity theorem.

Andersson and Moncrief performed some of their analysis in CMC-spatial
harmonic coordinates. They imposed the spatial harmonic coordinate condi-
tion [1] to “reduce” the Ricci tensor Rij of the first fundamental form g (of
Σt) to an elliptic operator acting on g. That is, in spatial harmonic coordi-
nates, Rij = − 1

2
gab∂a∂bgij +fij(g, ∂g). The spatial harmonic coordinate condi-

tion, though it may have advantages in certain contexts, introduces additional
complications into the analysis. The complications arise from the necessity of
including a non-zero Σt−tangent “shift vector” Xi in the spacetime metric g ∶
g = −n2dt2 +gab(dxa +Xadt)(dxb +Xbdt). To enforce the spatial harmonic co-
ordinate condition, the components Xi must verify a system of elliptic PDEs
that are coupled to the other solution variables.

As we discuss in Theorem 1, the spatial harmonic coordinate condition
is not necessary for proving a local well-posedness result; one can instead
use transported spatial coordinates. In transported spatial coordinates, the
additional terms appearing in the expression for the Rij are of the form
1
2
(∂iΓj + ∂jΓi), where Γi is a contracted Christoffel symbol of the 3−metric
g. In the main energy identity that one encounters during the derivation of a
priori L2 estimates for kij and ∂igjk, additional terms are generated by the

contracted Christoffel symbols and are roughly of the form ∫Σt g
ijkai∂aΓj dx.

Since Γi = Γi(g, ∂g), this spatial integral appears to depend on too many
derivatives of g to close a local well-posedness argument. However, after in-
tegration by parts, this integral can be replaced with − ∫Σt g

ij(∂akai)Γj dx
plus lower-order terms, and the constraint equation (1.9b) allows us to re-
place ∂ak

a
i with lower-order terms. The energy estimates for the nonlinear

system therefore close. Remarkably, as we described in [73], we have not seen
this observation made in the literature. However, a complete proof of local
well-posedness requires that one derive estimates for a linearized version of
the equations. Linearization may destroy some of the structure of the system,
which may invalidate the energy estimate procedure just described. In The-
orem 1, we recall a standard way of circumventing this difficulty while still
using transported spatial coordinates.

When deriving energy estimates for the Einstein-stiff fluid system, we use a
differential analog of the integration by parts argument described in the previ-
ous paragraph. Specifically, we account for this integration by parts by includ-

ing the terms −t1/3[1 + t4/3Ψ](G−1)ijΓ̇a ˙̂
Ka

i and −t1/3[1 + t4/3Ψ](G−1)iaΓ̇a ˙̂
Kj

i

on the right-hand side of the definition (5.12b) for J̇j
(metric)

. See Sect. 1.9.1 for
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a detailed discussion of the role played by the spacetime vectorfields J̇µ
(metric)

in our proof of stable singularity formation. Given these observations, it would
be interesting to see if the future stability results of [2] can be proved directly
in CMC-transported spatial coordinates.

1.5.3 Prescribed asymptotics and Fuchsian methods near the singularity

It is generally difficult to obtain a detailed picture of the asymptotics of a so-
lution launched by Cauchy data, especially near a singularity. An alternative
approach is to prescribe the asymptotic behavior and to then try to construct
solutions that have the given asymptotics. This can be viewed as a form of
“putting data on the singularity.” In the interest of obtaining a picture of the
behavior of “general” solutions, it is desirable to show that one can carry out
such a procedure for a family of prescribed asymptotics that depend on the
“maximum number” of degrees of freedom in the Einstein initial data. How-
ever, even if one can achieve the maximum number, one should be careful in
interpreting the results: it may be that the map from the space of asymptotics
to the space of solutions is highly degenerate; what appears to be a “general
class of solutions” from the point of view of function counting could in princi-
ple fail to be a large class from other more physically relevant points of view. In
particular, it could happen that the “general class of solutions” that one con-
structs in this fashion is, for example, nowhere dense (relative to a reasonable
topology on the function spaces).

In [3], Andersson and Rendall carried out a prescribed asymptotics-type
construction for solutions to the Einstein-scalar field and the Einstein-stiff fluid
systems. They constructed a family of solutions that are well-approximated by
solutions to a VTD (see Remark 4) system, and one can view the VTD solu-
tions as the prescribed asymptotics. They formed the VTD system by simply
discarding all spatial derivative terms in the Einstein-matter equations. The
solutions in [3] have a Big Bang-type singularity, and a neighborhood of the
singularity can be covered by Gaussian coordinates such that the singularity
is synchronized at {t = 0}. The family depends on the same number of free
functions as do the data for the general space of solutions, and no symmetry
assumptions were made. However, the construction only produced solutions
that are spatially analytic. From the physical point of view (and in partic-
ular from the point of view of finite speed of propagation), the analyticity
restriction is undesirable, for analytic functions on a connected domain are
completely determined by their behavior at a single point. In fact, the results
derived in this article were partially inspired by [3], where they were stated
as open problems. The basic idea of the proof in [3] was to first construct a
large family of spatially analytic solutions to the VTD system, and to then
expand a spatially analytic solution to the Einstein-matter equation as a VTD
solution plus error terms. The error terms were shown to verify a system of
Fuchsian PDEs, a general theory of which (based on the earlier ideas of [7]) has
been developed by Kichesnassamy (see e.g. [48], [49], [50]). Roughly speaking,
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a Fuchsian PDE is one of the form

t∂tu +A(x)u = F (t, x, u, ∂xu). (1.13)

Above, u is the array of unknowns and A(x) is a matrix-valued function that
has to verify certain technical conditions. In [3], Andersson-Rendall used a
slight extension of a Fuchsian existence theorem proved in [51] to conclude
that the Fuchsian system verified by the error terms has a unique solution that
is analytic in x and that tends to 0 as t ↓ 0. In particular, they showed that
the solution to Einstein’s equations converges to a solution of the VTD system
(which does not depend on spatial derivatives). We also remark that prior to
[3], similar results had been derived in the absence of matter under various
symmetry assumptions [45], [51], including a result of Rendall that did not
require the assumption of spatial analyticity [66]. An alternative proof of the
latter result invoking the use of second order Fuchsian techniques has recently
been provided in [12]. The results of [3] were extended to higher dimensions
and other matter models in [23]. Related results have been obtained in [5],
[14], [83].

1.5.4 Weyl curvature hypothesis and isotropic singularities

Another approach to studying Big Bang-type singularities involves devising a
formulation of Einstein’s equations that allows one to solve a Cauchy problem
with data given on the singular hypersurface {t = 0} itself; see e.g. [4], [22],
[60], [61], [86], [87], [88]. The spacetimes launched by this procedure are said
to contain a conformal singularity or an isotropic singularity. This approach
is motivated by Penrose’s Weyl curvature hypothesis [64], which posits that
in cosmological solutions, the Weyl tensor should tend to zero as the initial
singularity is approached. In the present work, we show that for near-FLRW
solutions, the blow-up of the spacetime Riemann curvature is dominated by the
Ricci components, with the Weyl components making only a tiny correction.
More precisely, even though ∣Ric∣2g and ∣W∣2g are both allowed to diverge as
t ↓ 0, we show that

sup
t∈(0,1]

∣
∣W∣2g
∣Ric∣2g

∣ ≲ ε, (1.14)

where ε2 is the size of the deviation of the perturbed initial data from the
FLRW data. We note that the estimate (1.14) is almost saturated by near-
FLRW Kasner solutions (which verify (1.14) with ε replaced by ε2).

The established framework for studying isotropic singularities is essentially
an extension of Friedrich’s conformal method (see e.g. [33], [36]). Roughly
speaking, this corresponds to studying a rescaled metric

g = Ω2ĝ, (1.15)
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where g is the physical spacetime metric of interest, Ω is a conformal scaling
factor, and ĝ is the rescaled “unphysical” spacetime metric; analogous rescal-
ings are carried out for the other field variables. In the context of this article,
one may roughly think of {Ω = 0} as corresponding to a Big Bang singularity.
The main point is that even though g degenerates along {Ω = 0}, it may be
possible that ĝ remains a regular Lorentzian metric. For example, through
the change of variables τ = 3

2
t2/3, the FLRW metric (1.5) can be seen to be

conformally equivalent to the standard Minkowski metric on (0,∞) ×T3 ∶

g̃ = 2

3
τ

regular when τ = 0
³¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ

{ − dτ2 +
3

∑
i=1

(dxi)2} . (1.16)

Thus, if Einstein’s equations are reformulated in terms of Ω and ĝ (plus some
gauge conditions that select a choice of Ω), one may hope to prove that ĝ
remains a regular Lorentzian metric through {Ω = 0}. When ĝ does remain
regular, one can deduce sharp information about the behavior of g up to the set
{Ω = 0}. The conformal method has proven to be fruitful for studying matter
models such as Maxwell fields, Yang-Mills fields, and perfect fluids with the
equation of state p = (1/3)ρ. An important common feature of these matter
models, which seems to be necessary for applying the conformal method, is
that they have trace-free energy-momentum tensors. For these matter models,
when a positive cosmological constant is included in the Einstein equations,
the conformal method has been applied to derive global future stability results
[35], [58] for a class of rapidly expanding “de-Sitter-like” half-spacetimes.

In contrast, for the kinds of half-spacetimes we are considering, the con-
formal method does not seem to allow one to deduce a true stability result.
On the one hand, the aforementioned works [60], [61], [86], [87], [88] show that
one can locally solve the “singular Cauchy problem” for the rescaled variables
ĝ etc. with suitable “conformal initial data” given at the singular hypersur-
face; the solution is obtained by applying the Fuchsian techniques described
above. On the other hand, there are fewer degrees of freedom in the conformal
data compared to the full Einstein data (see, for example, the discussion in
[67, Section 6.1]). Thus, the map from the conformal data to the space of full
solutions is far from onto. In fact, even the near-FLRW Kasner solutions (1.6)
do not exhibit a nice conformal structure near their singularities.

1.6 Choice of coordinates and field variables for analyzing the Einstein-stiff
fluid system

As we mentioned above, our approximate monotonicity inequalities are visible
relative to CMC-transported spatial coordinates, which we describe in detail
in Sect. 3. In these coordinates, the spacetime metric g is decomposed into the
lapse function n and the Riemannian 3−metric g on Σt as follows:

g = −n2dt2 + gabdxadxb. (1.17)
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Above, {dxi}3i=1 are the one-forms corresponding to local coordinates on T3

and t is a time function on M. The coordinates are constructed such that
kaa ≡ −t−1 along Σt ∶= {(s, x) ∈ (0,1]×T3 ∣ s = t}, where kij = − 1

2
n−1gia∂tgaj is

the mixed second fundamental form of Σt. In order to enforce this condition,
the lapse must verify the following elliptic PDE (see (3.13)) for stiff fluid
matter:

gab∇a∇b(n − 1) = (n − 1){R + (kaa)2 − 2puau
a} +R − 2puau

a, (1.18)

where ∇ is the Levi-Civita connection of g and R is its scalar curvature. The
fluid velocity is decomposed as

u = (1 + uaua)1/2N̂ + ua∂a, (1.19)

where N̂ = n−1∂t is the future-directed normal to Σt. The factor (1+uaua)1/2
is a consequence of the normalization condition (1.3).

Our most important gauge choice is the CMC time coordinate and the
corresponding lapse PDE (1.18): since Einstein’s equations are fundamentally
hyperbolic, the only conceivable way of synchronizing the singularity across
spatial slices is to construct a time coordinate by invoking a gauge that involves
an infinite speed of propagation, such as the elliptic PDE (1.18). The important
issue of constructing an “initial” hypersurface of constant mean curvature −1/3
is addressed in Prop. 17. Alternatively, singularity synchronization could be
achieved with the help of the parabolic lapse gauges described in Sect. 1.10,
although we do not use these gauges in the present article.

To analyze perturbed solutions, it is convenient to introduce the following
renormalized solution variables, which factor out the t−behavior of the FLRW
solution.

Definition 1 (Renormalized solution variables) We define (i, j, k = 1,2,3)

Gij ∶= t−2/3gij , (G−1)ij = t2/3gij ,
√

detG = t−1
√

detg,

(1.20a)

γ i
j k ∶= gai∂jgak = (G−1)ai∂jGak, (1.20b)

K̂i
j ∶= tkij +

1

3
Iij , (1.20c)

U i ∶= t−1/3ui, P̂ ∶= t2p − 1

3
, (1.20d)

Ψ ∶= t−4/3(n − 1), Θi ∶= t−2/3∂in. (1.20e)

Above, Iij = diag(1,1,1) denotes the identity transformation.

Remark 5 We will never implicitly lower and raise indices with the renormal-
ized metric G and its inverse G−1; we will explicitly indicate all factors of G
or G−1.
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Note that the CMC condition kaa(t, x) ≡ −t−1 is equivalent to K̂a
a = 0.

All of the variables except for
√

detG and γ are simply time-rescaled/shifted
versions of the original solution variables. We introduced the volume form vari-
able

√
detG because it satisfies an evolution equation that has a very favorable

structure compared to the evolution equations verified by the Gij . As we will
see, the quantities n−1 and ∂in have different asymptotic (in time) properties
as t ↓ 0. This difference is important, and thus we have chosen to replace the
lapse with two variables Ψ and Θi. We introduced the variable γ i

j k as a new
unknown in place of ∂igjk. As we will see, the evolution equation verified by
γ i
j k has a favorable structure. Even though γ i

j k roughly has the structure of
a connection coefficient and is therefore not an invariant quantity, for the pur-
poses of analysis, we choose to view γ i

j k as a tensorfield that happens to have

the form γ i
j k = (G−1)ai∂jGak relative to our CMC-transported coordinates.

For the FLRW solution (1.5), we have Gij = Eij , (G−1)ij = (E−1)ij ,√
detG = 1, K̂i

j = 0, U i = 0, P̂ = 0, Ψ = 0, and Θi = 0, where Eij = diag(1,1,1)
denotes the standard Euclidean metric on T3.

We now provide a brief preview of the behavior of the perturbed solutions:
for perturbed data, the renormalized variable components K̂i

j ,
√

detG, and P̂
remain uniformly close to the corresponding FLRW components, while the re-
maining variable components are allowed to deviate at worst like small amplitude×
t−c

√
ε as t ↓ 0. Similar estimates hold for the lower-order derivatives of the so-

lution variables.

1.7 A summary of the analysis

We now summarize the main ideas behind the proof of our main results.

1.7.1 The top level picture

The proof is based on a long bootstrap argument that yields a priori estimates
for the total solution energies

E 2
(Total);θ∗;M

∶= θ∗E 2
(Metric);M + E 2

(Fluid);M , (1.21)

which shows in particular that they remain finite for t ∈ (0,1]. In (1.21),
E(Metric);M is a metric energy, E(Fluid);M is a fluid energy, θ∗ > 0 is a small
positive constant that we choose in Sect. 9, and 0 ≤M ≤ N . Here and through-
out most of the article, N ≥ 8 denotes an integer representing the number of
derivatives we need to close our estimates. From the a priori estimates and a
standard continuation principle (see Theorem 1), we conclude that the per-
turbed solution exists on the slab (0,1] ×T3. We stress that deriving a priori
estimates for the E(Total);θ∗;M is the main step in the proof of stable singularity
formation.

The details of the energies (1.21) (see Def. 13) do not concern us at the
present; they are order M (0 ≤M ≤ N) Sobolev-type energies that naturally
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arise from integration by parts identities, and E(Metric);M and E(Fluid);M re-
spectively control the derivatives of the metric and the fluid. In order to derive
a priori estimates for the energies, we make bootstrap assumptions for three
solution-controlling norms:

H(Frame−Total);N(t),C(Frame−Kinetic);N−3(t),and C(Frame−Potential);N−4(t).

The norms control the distance of the renormalized solution variables of Def. 1
from their FLRW background values with various t−weights hiding in the def-
initions of the norms. See Sect. 5 for their definitions.

The norms H(Frame−Total);M(t) are built out of Sobolev norms of the com-
ponents of the renormalized solution variables relative to the transported spa-
tial coordinate frame. We stress that the H(Frame−Total);M(t) are distinct from
the E(Total);θ∗;M(t). We introduce the norms H(Frame−Total);M(t) because our
energies E(Total);θ∗;M(t) are quasilinear and their control over the frame com-
ponents can degenerate as the renormalized metric G(t, x) degenerates. Hence,
for the purposes of analysis and Sobolev embedding, it is convenient to work
with norms H(Frame−Total);M(t), whose coerciveness is solution-independent.
The main reason that we choose to measure the size of the solution variables’
frame components is: our derivation of strong estimates (see Sect. 1.7.2) for the
lower-order derivatives is based on an analysis of frame components. Another
reason is that our proof of the existence of the limiting profiles MBang

ij (x),
(KBang)ij(x), etc. (see Sect. 1.4 and Theorem 2) is also based on an analysis
of frame components. We connect the coerciveness of the E(Total);θ∗;M to the
coerciveness of the H(Frame−Total);M in Sect. 12.

The norms C(Frame−Kinetic);N−3(t) and C(Frame−Potential);N−4(t) are built

out of CM−type norms of the components of various renormalized solution
variables relative to the transported spatial coordinate frame. The norm C(Frame−Kinetic);N−3(t)
controls the “kinetic” variables and the norm C(Frame−Potential);N−4(t) con-
trols the “potential” variables (see Sect. 1.9 for additional discussion concern-
ing the kinetic and potential variables). We introduce C(Frame−Kinetic);N−3(t)
and C(Frame−Potential);N−4(t) in order to take advantage of the strong es-
timates verified by the solution’s lower-order derivatives. More precisely, the
norms C(Frame−Kinetic);N−3(t) and C(Frame−Potential);N−4(t) control the renor-
malized solution variables’ components with stronger t−weights than the t−weights
afforded by the Sobolev norm H(Frame−Total);N . This leads to better control
over the lower-order derivatives compared to the higher-order derivatives, a
fact that plays a key role in the proof of our main stable singularity formation
theorem. We discuss this issue in more detail in Sect. 1.7.2.

To derive a priori estimates for the E(Total);θ∗;M , we also need to measure
the pointwise ∣ ⋅ ∣G norms (see Def. 4) of various tensorfields. The reason is
that the energies E(Total);θ∗;M , which are the quantities that we will be able
to estimate via integration by parts, control square integrals of the ∣ ⋅ ∣G norms
of the derivatives of the renormalized solution variables. In particular, we use
the norms ∣ ⋅ ∣G during our proof of Prop. 9. In this proposition, we derive
pointwise bounds for the ∣ ⋅ ∣G norms of the inhomogeneous terms appearing in
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the ∂I⃗−commuted equations. This is a crucially important preliminary step in
our derivation of a priori estimates for E(Total);θ∗;M because square integrals
of the ∣ ⋅ ∣G norms of the inhomogeneous terms drive the evolution of the
E(Total);θ∗;M .

We now state the norm bootstrap assumptions that we use in our proof
of stable singularity formation. We assume that on a time interval (T,1] of
existence, the following norm bounds hold:

H(Frame−Total);N(t) ≤ εt−σ, t ∈ (T,1], (1.22a)

C(Frame−Kinetic);N−3(t) ≤ 1, t ∈ (T,1], (1.22b)

C(Frame−Potential);N−4(t) ≤ t−σ, t ∈ (T,1]. (1.22c)

Above, ε and σ are small positive numbers whose smallness we adjust through-
out our analysis. Our main task is to show how to derive strict improvements
of (1.22a)-(1.22c) under a near-FLRW assumption on the data (given at t = 1).

The main step in deriving the improvements is to obtain a coupled system
of integral inequalities for the E(Total);θ∗;M , a task that we accomplish in in
Prop. 14. In simplified form, the inequalities read16

E 2
(Total);θ∗;M

(t) ≤ CN

“data”
³¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
H 2

(Frame−Total);M(1) (1.23)

+ cN ε∫
s=1

s=t
s−1E 2

(Total);θ∗;M
(s)ds

+CN ε∫
s=1

s=t
s−1−cN

√
εE 2

(Total);θ∗;M−1(s)ds
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

absent if M = 0

+⋯.

Above, cN and CN are positive constants and ε is the small positive num-
ber featured in the bootstrap assumptions (1.22a)-(1.22c). In Corollary 2, we
analyze the hierarchy and derive the main a priori estimates by a Gronwall
argument. Let us restate some of the estimates that appear in the proof of the
corollary: if E(Total);θ∗;M(1) ≲ ε2 for 0 ≤M ≤ N and ε is sufficiently small, then
the following inequalities hold on any slab (T,1] ×T3 of existence:

E 2
(Total);θ∗;M

(t) ≤ Cε4t−cM
√
ε. (1.24)

With the help of the comparison estimates of Prop. 12 and a few additional
estimates, inequality (1.24) allows us to deduce an improvement of the main
Sobolev norm bootstrap assumption (1.22a) when the data are sufficiently
small. As we have mentioned, inequality (1.24) allows for mild energy blow-
up as t ↓ 0. Because of the presence of integrals on the second line of the
right-hand side of (1.23), our methods force us to accept this loss.

16 One slight technical difficulty, which we do not discuss in detail here, is that the energies
E 2
(Total);θ∗;M

do not directly control the quantities ∑1≤∣I⃗∣≤M ∥∣∂I⃗G∣G∥2
L2 +∥∣∂I⃗G−1∣G∥2

L2 . To

control these quantities, we derive another hierarchy of inequalities (see Prop. 13) that is
coupled to the hierarchy (1.23).
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We now discuss some important aspects of the structure of inequality
(1.23). The factor εs−1 in the integral CN ε ∫

s=1
s=t s

−1E 2
(Total);θ∗;M

(s)ds is the
most delicate term. It arises from a family of borderline cubic error integrals
such as the one (9.8), which leads to the presence of an error integral of the
form

∫
s=1

s=t
s−1∥∣K̂ ∣G∥L∞(s)E 2

(Total);θ∗;M
(s)ds. (1.25)

To bound the integral (1.25) by ≤ CN ε ∫
s=1
s=t s

−1E 2
(Total);θ∗;M

(s)ds, we derive

the following key estimate (for components):

∣K̂i
j ∣ ≲ ε. (1.26)

Note that (1.26) yields ∣K̂ ∣2G = K̂a
bK̂

b
a ≲ ε2 as desired. A slightly worse bound in

(1.26), such as εs−cε, would lead to the integral CN ε ∫
s=1
s=t s

−1−cεE 2
(Total);θ∗;M

(s)ds
on the right-hand side of (1.23). This integral would lead to the rapid blow-up
of E 2

(Total);θ∗;M
(t) like exp(t−cε), which in turn would invalidate all of our main

results. The bound (1.26) is available because the lower-order derivatives of
the solution obey strong CM estimates, as we describe in Sect. 1.7.2. Similar
remarks apply to the integrals CN ε ∫

s=1
s=t s

−1−cN
√
εE 2

(Total);θ∗;M−1(s)ds. Here,

we have conceded a slightly worse loss of εs−1−cN
√
ε, but this concession is

allowed because the integral depends on a lower-order energy (which, during
an inductive bootstrap argument, would already have been suitably bounded).

Again, the availability of the non-fatal factor εs−1−cN
√
ε is a consequence of the

strong estimates obeyed by the lower-order derivatives.

1.7.2 Strong CM estimates for the lower-order derivatives

We now outline our derivation of strong CM estimates for the lower-order
derivatives of the solution. By “strong,” we mean that they are stronger than
the estimates afforded by the bootstrap assumptions and Sobolev embedding.
Note that in Sect. 1.7.1, we explained why these strong estimates are an es-
sential ingredient in our derivation of the a priori energy estimates. We derive
the strong estimates by taking advantage of the special structure of the Ein-
stein equations in CMC-transported spatial coordinates. The strong estimates
incur a loss in derivatives because to derive them, we fix the spatial point x
and treat the evolution equations as ODEs with small error sources that de-
pend on the higher-order derivatives. We now discuss the main ideas behind
deriving the strong estimates; see Prop. 6 for the details. We first discuss the
components K̂i

j . The Sobolev norm bootstrap assumption (1.22a) guarantees

only the inadequate bound ∣K̂i
j ∣ ≲ εt−σ. Based on the presence of the error

integral (1.25), this bound would lead to the following error integral on the

right-hand side of (1.23): cN ε ∫
s=1
s=t s

−1−σE 2
(Total);θ∗;M

(s)ds. As we described in
Sect. 1.7.1, such an error integral is damaging and would destroy the viability
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of our proof. We now sketch a proof of how to derive the critically important

improved estimate ∣K̂i
j ∣ ≲ ε stated in (1.26). To derive this bound, one can

insert the bootstrap assumptions (1.22a)-(1.22c) into the evolution equation
(4.7b) and deduce

∣∂tK̂i
j ∣ ≲ εt−1/3−Zσ, (1.27)

where Z is a positive integer that depends only on the number of terms in
the products on the right-hand side of (4.7b). More precisely, to derive (1.27),
we roughly use the following strategy. We isolate ∂tK̂

i
j using the evolution

equation (4.7b) and put all remaining terms on the right-hand side. We bound
these remaining terms by using the bootstrap assumptions (1.22a)-(1.22c) +
Sobolev embedding. The bootstrap assumptions imply that in a given product,
all renormalized field variable frame components except for at most one can
be bounded in C0 by t−σ; this is where we use the lower-order bootstrap
assumptions (1.22b)-(1.22c). As a consequence of the Sobolev norm bootstrap
assumption (1.22a), the possible exceptional term in the product is bounded
in C0 by at worst the “high-order bound” Cεt−2/3−σ. This additional factor
t−2/3 comes from the “potential terms” γ and U appearing (implicitly) in the
norm bootstrap assumption (1.22a); these terms appear on the left-hand side
of (1.22a) weighted with a factor t2/3. The factors of t2/3 emerge naturally
from the structure of our energy estimates, which we discuss in Sect. 1.9.1
(see in particular the powers of t in equations (1.30a)- (1.30b)). Using this
strategy, we can more or less directly infer the power of εt−1/3−Zσ on the right-
hand side of (1.27) by examining the evolution equation (4.7b), where powers
of t explicitly appear. Roughly speaking, the “worst” power of t explicitly
appearing in equation (4.7b) is t1/3, while the above argument has just shown
that the bootstrap assumptions allow us to bound any product of renormalized
field variable frame components in C0 by at worst Cεt−2/3−Zσ. Thus, in total,
the worst source term for ∂tK̂

i
j can be bounded by Cεt1/3t−2/3−Zσ, which

yields (1.27). We now integrate (1.27) from t to 1, use the integrability of
t−1/3−Zσ over the interval (0,1) (for sufficiently small σ), and use the small-

data assumption ∣K̂i
j ∣(1, x) ≲ ε, to deduce the desired strong estimate (1.26).

The remaining strong estimates for the non-lapse variables in Prop. 6 are
equally important and can be derived with a similar strategy, but we must
prove them in a viable order; the proofs of some of the strong estimates re-
quire the availability other ones that must be proved independently. Hence,
the proofs reveal some effective partial dynamic decoupling of the lower-order
derivatives of some of the solution variables. As a last step in the proof of
the proposition, we use the maximum principal to derive the estimates for the
lapse variables; see Sect. 1.8.
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1.8 The renormalized lapse variables - governed by two elliptic PDEs

We now highlight some interesting and important issues that arise in our anal-
ysis of the renormalized lapse variables Ψ and Θi (see Def. 1). These issues are
relevant for the derivation of strong estimates for the lower-order lapse deriva-
tives and also for the derivation of our main energy estimates up to top-order.
The main point is that the elliptic equation verified by Ψ can be expressed in
two different ways; see equations (4.4a) and (4.4b). The equivalence (for lower-
order derivatives) of these two expressions is a consequence of the Hamiltonian
constraint equation (4.1a), which connects the scalar curvature R of g to K̂
and the fluid variables.

The second lapse equation (4.4b) involves inhomogeneous terms that are
of a favorable size, but that depend on one derivative of γ (because R depends
on one derivative of γ). The first lapse equation (4.4a) involves homogeneous
terms that are of a dangerous size ∼ t−4/3. However, these terms have an extra
degree of differentiability compared to the inhomogeneous terms appearing
in the second lapse equation. In view of these remarks, we adopt the follow-
ing basic strategy: whenever we want to derive estimates for the lower-order
derivatives of the lapse variables, we use the second lapse equation; the source
terms are much smaller in this equation. However, in order to close the top
order energy estimates, we are forbidden from using the favorable second equa-
tion because of its dependence on one derivative of γ; there would be too many
derivatives on γ to close the estimates. Thus, for these top order derivatives, we
are forced to use the first equation. We are thus compelled to prove estimates
that are just good enough to allow us to control the top order derivatives of
the lapse despite the presence of the dangerous source terms.

These estimates reflect a tension that is enforced by the Hamiltonian con-
straint (4.1a). On the one hand, if one expresses R in terms of g and its spatial
derivatives, then our strong estimates show that R is an order εt−(2/3+) term.
On the other hand, the kinetic terms (which are defined in Sect. 1.9) in (4.1a)
suggest that R “wants to be” an order εt−(2+) term. For the lower-order spa-
tial derivatives of R, our strong estimates guarantee that the former estimates
hold, which means that there must be severe cancellation among the kinetic
terms in (4.1a). For the top order spatial derivatives of R, the expression in
terms of g and its spatial derivatives is not in L2, and thus the kinetic terms
in (4.1a) dictate the top order L2 behavior of the lapse. A major aspect of our
analysis is that we constantly have to battle this kind of tension.

1.9 Dominance of the kinetic terms and VTD behavior

It is convenient to group the solution variables into two classes, namely the
“kinetic terms” and the “potential terms.” By kinetic terms, we mean the
variables K̂i

j and P̂ , while by potential terms, we mean γ i
j k and U i. Moreover,

since the variable
√

detG has analytic properties in common with K̂i
j and P̂ ,

we will also refer to it as a kinetic variable. Similarly, since Gij , (G−1)ij , Ψ , and
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Θi have analytic properties in common with γ i
j k and U i, we will also refer to

these variables as potential variables. Our analysis (more precisely, the strong
CM estimates discussed in Sect. 1.7.2) roughly shows that in many cases, the
kinetic terms are the dominant influence in the Einstein-stiff fluid equations
near the singularity. As an example, we discuss the evolution equation (3.11b),
which we express as

∂t(kij) = −
1

t
kij + linear-in-potential terms. (1.28)

The strong estimates of Sect. 7 can be used to show that the potential terms
on the right-hand side of (1.28) are ≲ εt−2/3−c

√
ε while the kinetic term − 1

t
kij

is of the much larger order t−2.
Moreover, consider (for example) inequality (1.10d), which shows that the

time-rescaled field tkij converges to a time-rescaled-near-FLRW field (KBang)ij(x)
as t ↓ 0. Another way to view this convergence is as follows: kij(t, x) is asymp-

totic to a field t−1(KBang)ij(x) that verifies an x−parameterized ODE. This
x−parameterized ODE is obtained by simply throwing away the potential
terms from equation (1.28). This is an example of the VTD behavior men-
tioned in Remark 4

1.9.1 The main energy integral inequality and the key approximate
monotonicity inequality

We now discuss the derivation of the integral inequality (9.2) for the total
energies E 2

(Total);θ∗;M
, which is one of the main ingredients in our derivation

of the energy hierarchy (1.23). The derivation of (9.2) is essentially an elab-
orate integration by parts inequality that takes into account the following
key structures: i) the availability of the strong CM estimates for the lower-
order derivatives; ii) the partially decoupled nature of the metric and fluid
energy estimates; and most importantly, iii) the unexpected availability
of two additional favorably signed spacetime integrals that control
the lapse variables. Because of its importance, we quickly summarize here
(and describe in more detail below) the main idea behind point iii). The key
observation is that in deriving energy estimates for the ∂I⃗ commuted fluid
quantities, we encounter the following error integral (see (1.33)):

−2

3
t1/3 ∫

T3
(∂I⃗ P̂ ) (∂I⃗Ψ) dx. (1.29)

Amazingly, we are able to derive identities showing that (1.29) has a good
sign towards the past and in fact yields signed integrals that provide control of
t−weighted versions of the lapse quantities ∥∂I⃗Ψ∥L2 and ∥∣∂I⃗Θ∣G∥L2 . Moreover,
as we shall see, we need the signed integrals to absorb other error integrals
that would otherwise spoil our estimates.

Because our integration by parts arguments are computationally involved,
we have chosen to organize the calculations using the framework of energy cur-
rents. These currents allow us to derive L2−type identities for the derivatives
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∂I⃗ of the renormalized field variables, where I⃗ is a spatial derivative multi-

index. We introduce the abbreviated notation
˙̂
Ki

j ∶= ∂I⃗K̂
i
j , γ̇ i

j k ∶= ∂I⃗γ
i
j k,

Ψ̇ ∶= ∂I⃗Ψ , Θ̇i ∶= ∂I⃗Θi,
˙̂
P ∶= ∂I⃗ P̂ , U̇ i ∶= ∂I⃗U

i. The quantities
˙̂
K, etc. are

known as variations. Note that the notation ⋅ in the variations has nothing
to do with time derivatives. The energy currents are spacetime vectorfields

J̇µ
(Metric)

[( ˙̂
K, γ̇), ( ˙̂

K, γ̇)] and J̇µ
(Fluid)

[( ˙̂
P, U̇), ( ˙̂

P, U̇)] that depend quadrati-

cally on their arguments [⋅, ⋅], on the solution variables Gij , P , and U i, and

in the case of J̇j
(Metric)

, also on Θ̇. We give their precise definitions in Def. 10

and Def. 11. Roughly speaking, these currents exist and have useful prop-
erties because the evolution equations are hyperbolic. A general framework
addressing the availability of and properties of energy currents was provided
by Christodoulou [17] (see also [18] regarding the existence/use of currents
for the relativistic Euler equations in Eulerian variables). However, instead of
using the general framework, we have simply derived the currents by hand in
this article.

The most important analytic properties of the currents are the following:

1. Under our bootstrap assumptions, the following positivity properties are
verified by the quadratic forms J̇0

(Metric)[⋅, ⋅] and J̇0
(Fluid)[⋅, ⋅] ∶

J̇0
(Metric)[(

˙̂
K, γ̇), ( ˙̂

K, γ̇)] = ∣ ˙̂
K ∣2G +

1

4
t4/3∣γ̇∣2G, (1.30a)

J̇0
(Fluid)[(

˙̂
P, U̇), ( ˙̂

P, U̇)] ≈ 1

2
˙̂
P 2 + 2

9
t4/3∣U̇ ∣2G. (1.30b)

2. By using the Einstein-stiff fluid equations for substitution, ∂µ(J̇µ(Metric)
[( ˙̂
K, γ̇), ( ˙̂

K, γ̇)])

and ∂µ(J̇µ(Fluid)[(
˙̂
P, U̇), ( ˙̂

P, U̇)]) can be expressed in terms of inhomoge-

neous terms that depend on the variations themselves, but not on their

spacetime derivatives ∂ν( ˙̂
K, γ̇), ∂ν( ˙̂

P, U̇), or ∂ν(Ψ̇ , Θ̇).

We provide precise expressions for ∂µ(J̇µ(Metric)
[( ˙̂
K, γ̇), ( ˙̂

K, γ̇)]) and ∂µ(J̇µ(Fluid)[(
˙̂
P, U̇), ( ˙̂

P, U̇)])
in (5.13) and (5.17). These two equations are simply differential versions of
integration by parts identities. The energies E(Metric);M and E(Fluid);M appear-
ing in (1.21) are constructed by integrating the 0 (i.e., normal) component of
the currents over the hypersurfaces Σt ∶

E 2
(Metric);M(t) ∶= ∑

∣I⃗ ∣≤M

∫
Σt

J̇0
(Metric)[∂I⃗(K̂,γ), ∂I⃗(K̂,γ)]dx, (1.31a)

E 2
(Fluid);M(t) ∶= ∑

∣I⃗ ∣≤M

∫
Σt

J̇0
(Fluid)[∂I⃗(P̂ , U), ∂I⃗(P̂ , U)]dx. (1.31b)

By applying the divergence theorem, we will obtain separate a priori integral
inequalities for the energies E(Metric);M(t) and E(Fluid);M(t); see (9.3) and
(9.12). We remark that the inhomogeneous terms that arise in commuting the
equations with ∂I⃗ (for ∣I⃗ ∣ ≤ M) are present on the right-hand sides of these
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inequalities. The starting points for the a priori estimates are the following
identities, valid for t ∈ (0,1] ∶

E 2
(Metric);M(t) = E 2

(Metric);M(1) (1.32a)

− ∑
∣I⃗ ∣≤M

∫
1

s=t
∂µ(J̇µ(Metric)

[∂I⃗(K̂,γ), ∂I⃗(K̂,γ)])dx,

E 2
(Fluid);M(t) = E 2

(Fluid);M(1) (1.32b)

− ∑
∣I⃗ ∣≤M

∫
1

s=t
∂µ(J̇µ(Fluid)[∂I⃗(P̂ , U), ∂I⃗(P̂ , U)])dx,

which follow from the divergence theorem. The challenge is to use the equations
(5.13) and (5.17), the strong estimates for the lower-order derivatives, and the
structure of the inhomogeneous terms in the Einstein-stiff fluid equations to
estimate the right-hand sides of (1.32a)-(1.32b) back in terms of E(Metric);M

and E(Fluid);M ; this is exactly what we accomplish in the energy inequality
hierarchies (1.23).

We now discuss the delicate issues that arise in combining the metric and
fluid energy integral inequalities into the fundamental total energy integral in-
equality (9.2). We first discuss the metric energy integral inequality (9.3). This
is a mostly standard energy integral inequality that arises from carefully ana-

lyzing the terms in the divergence identity (5.13) for ∂µ(J̇µ(Metric)
[( ˙̂
K, γ̇), ( ˙̂

K, γ̇)]).

The positive spacetime integral on the left-hand side of (9.3), which pro-
vides control of ∣γ̇∣2G, arises when the time derivative ∂t hits the t4/3 factor

in the product 1
4
t4/3(G−1)ab(G−1)efGijγ̇ i

e aγ̇
j
f b from the expression (5.12a)

for J̇0
(Metric)[(

˙̂
K, γ̇), ( ˙̂

K, γ̇)]. There are cross terms of the form ∣γ̇∣G∣U̇ ∣G and

∣γ̇∣G∣Θ̇∣G that arise in the derivation of (9.3), but these terms can be respec-
tively bounded by C−1∣γ̇∣2G +C ∣U̇ ∣2G and C−1∣γ̇∣2G +C ∣Θ̇∣2G. For large enough C,
the C−1∣γ̇∣2G terms can be absorbed into the positive spacetime integral on the
left-hand side of (9.3), while the other two terms generate quadratic fluid and
lapse terms that appear with dangerous large constants; we will soon address
how we handle these large constants.

The derivation of the fluid energy integral inequality (9.12) is much more
delicate and is at the heart of our derivation of the approximate L2 monotonic-
ity inequality. We first discuss the more standard features of the inequality.
The positive spacetime integral involving ∣∂I⃗U ∣2G = ∣U̇ ∣2G on the left-hand side

of (9.12) arises when the time derivative ∂t hits the t4/3 factor in the product

2t4/3[P̂ + 1
3
]2Gef U̇eU̇f from the expression (5.16a) for J̇0

(Fluid)[(
˙̂
P, U̇), ( ˙̂

P, U̇)].

This is completely analogous to our analysis of ∂µ(J̇µ(Metric)
[( ˙̂
K, γ̇), ( ˙̂

K, γ̇)]).

The subtle feature is the origin of the positive spacetime integrals on the
left-hand side of (9.12) involving the lapse variables. These spacetime in-
tegrals arise from a subtle analysis of the spacetime integral corresponding

to the − 2
3
t1/3

˙̂
PΨ̇ term on the right-hand side of the expression (5.17) for
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∂µ(J̇µ(Fluid)[(
˙̂
P, U̇), ( ˙̂

P, U̇)]). The spatial integral corresponding to this term

is

−2

3
t1/3 ∫

T3
(∂I⃗ P̂ ) (∂I⃗Ψ) dx. (1.33)

The miracle is the following: we can use version 1 of the commuted lapse equa-
tion, namely (D.3a), to replace the term −2

3
∂I⃗ P̂ with −1

3
L∂I⃗Ψ , plus some error

terms (the signs and the size of the constant factors is crucially important).
Here, L is the negative definite elliptic operator defined in (4.2a); we have
L = t4/3(G−1)ab∂a∂b − 1 + error terms. We remark that this step requires the
combined use of some of the special structure of the Einstein equations in our
gauge, for in deriving the commuted lapse equation (D.3a), we used the Hamil-
tonian constraint and the constant mean curvature condition. That is, the fact
that we can replace −2

3
∂I⃗ P̂ with −1

3
L∂I⃗Ψ is a consequence of the original lapse

equation (1.18), the constant mean curvature condition, and the Hamiltonian
constraint (4.1a). We then integrate by parts in (1.33) (after making the re-
placement), which, up to some additional error terms, generates two negative
spacetime integrals on the right-hand side of (1.32b). One of the integrals
controls ∣∂I⃗Ψ ∣2, while the other controls ∣∂I⃗Θ∣2G. These integrals are multiplied
by certain constants that are of great importance. We bring these two inte-
grals over to the left-hand side of inequality (9.2), which in total results in
the presence of the three spacetime integrals involving positive constants. The
reason that the size of the constants is important is the presence of the cross

term −4t[P̂ + 1
3
]2U̇aΘ̇a ≈ − 4

9
tU̇aΘ̇a on the right-hand side of the expression

(5.17) for ∂µ(J̇µ(Fluid)[(
˙̂
P, U̇), ( ˙̂

P, U̇)]). It turns out that the constants avail-

able are large enough such that the quadratic integral corresponding to this
term can be completely soaked up into the positive integrals on the left-hand
side of (9.2) with a bit of room to spare. Furthermore, there are no integrals
on the right-hand side of the fluid energy integral inequality (9.12) involving
the quadratic top order term ∣∂I⃗γ∣

2
G. This structure will play an absolutely

essential role when we combine the metric and fluid energies.
In order to combine the metric and fluid energy integral inequalities (9.3)

and (9.12) into the main energy integral inequality (9.2), we simply add a small
positive multiple θ of the metric energy inequality (9.3) to the fluid energy in-
equality (9.2). If θ = θ∗ is sufficiently small, then the integrals corresponding to
the dangerous terms Cθ∣U̇ ∣2G and Cθ∣Θ̇∣2G present on the right-hand side of the
metric estimate can be soaked up into the left-hand side of the fluid estimate.
In this manner, we have therefore eliminated all of the unfavorably signed top
order pure quadratic terms with large constants. This is the content of the
main energy integral inequality (9.3); this is the aforementioned “approximate
monotonicity” inequality.

Note that we have not yet discussed the following key issue connected to
the derivation of the energy hierarchy (1.23): that of bounding the spacetime
integrals appearing (implicitly, in the divergence of the currents) on the right-
hand sides of (1.32a)-(1.32b) that arise from the inhomogeneous terms in the
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∂I⃗−commuted equations. More precisely, to close our estimates, we have to
bound these integrals in terms of the energies E(Total);θ∗;M(t). In Sect. 1.9.2,
we provide a brief overview of this analysis.

The favorably signed lapse spacetime integrals described in this section
somewhat remind of Guo’s work [41], in which he proved small-data global
existence for irrotational solutions to the Euler-Poisson system in three spa-
tial dimensions. Guo’s result is far from obvious, for without the coupling to
the Poisson equation, small-data irrotational Euler solutions in three spatial
dimensions can blow-up in finite time [18], [76]. Roughly, the reasons that
small-data blow-up occurs in solutions to the irrotational Euler wave equation
are that the nonlinearities do not verify the null condition and that solutions
to the corresponding linearized wave equation decay at the non-integrable rate
(1+t)−1. The main idea behind Guo’s proof was his observation that linearizing
the wave equation verified by the velocity u in the irrotational Euler-Poisson
equations leads to a favorable linear-in-u term. That is, the linearized equation
is a Klein-Gordon equation with a decay-producing mass term. Since solutions
to Klein-Gordon equations in three spatial dimensions decay at the integrable
rate (1 + t)−3/2 (see [84]), Guo was able to exploit this property to prove
his small-data global existence result. The effect generated by the favorable
linear-in-u term is in rough analogy with the availability of the coercive lapse
integrals discussed above.

1.9.2 The inhomogeneous term integrals

In order to derive the energy inequality hierarchy (1.23), we have to bound the
spacetime integrals appearing (implicitly, in the divergence of the currents) on
the right-hand sides of (1.32a)-(1.32b) in terms of the energies E(Total);θ∗;M(t).
Most of these integrals are generated by the many inhomogeneous terms that
appear on the right-hand side of the ∂I⃗−commuted equations. We carry out
this analysis Sect. 10 and Sect. 11. The crux of it is our derivation of pointwise
bounds for the ∣ ⋅ ∣G norms of the inhomogeneous terms; see Prop. 9. Following
this, we can easily estimate the spacetime integrals by squaring the pointwise
bounds and integrating. To facilitate the analysis, we divide many of the inho-
mogeneous terms into two classes: “junk terms,” whose integrals are easy to
estimate, and “borderline” terms, whose integrals have to be treated with care;
see e.g. our labeling of the inhomogeneous terms in equations (D.8a)-(D.8b).

The borderline terms generate some of the spacetime integrals in (1.23)

involving the dangerous factors CN εs
−1 and CN εs

−1−cN
√
ε. The challenge is

to show that the dangerous factors are not worse than this. The main idea
behind our analysis is to bound products ∑∣I⃗1∣+∣I⃗2∣≤∣I⃗ ∣

∣∂I⃗1v∣G∣∂I⃗2w∣G by using

the strong CMG estimates of Prop. 6 to control the term with the least number of
derivatives on it in L∞. In the cases where ∣I⃗1∣ = 0 or ∣I⃗2∣ = 0, the corresponding
spacetime integral is principal order in terms of its place in the hierarchy. It
is therefore especially important that we have the best possible L∞ estimates
in these cases, and estimates such as (7.2c) with M = 0 (which is implied by
(1.26)) play a distinguished role.
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1.9.3 Other matter models

We now explain what distinguishes the stiff fluid equation of state from others
of the form p = c2sρ. The main point is that for a general equation of state,
the elliptic lapse PDE contains a pure kinetic term proportional to p− ρ, that
is, it is of the form gab∇a∇b(n − 1) = 3

2
(p − ρ) + ⋯; see (3.13). Clearly this

term vanishes only in the case cs = 1. If present, this term would dominate the
behavior of the lapse and preclude our ability to derive the strong estimates
for it at the lower orders (as described in Sect. 1.8). Our entire proof would
therefore break down. Similar remarks hold for the evolution equation verified
by the components kij . It would be interesting to characterize those matter
models for which the relevant pure kinetic terms are absent. For such matter
models, it may be possible to prove a theorem analogous to our main stable
singularity formation theorem.

1.10 Approximate monotonicity via parabolic lapse gauges

In [73], we constructed a one-parameter family of gauges in which the approx-
imate monotonicity is also visible. The gauge condition is given by replacing
the CMC condition kaa(t, x) = −t−1 with

λ−1(n − 1) = tkaa + 1, (1.34)

where λ ≠ 0 is a real number. In the case of the scalar field matter model,
we derived the approximate monotonicity whenever λ ≥ 3. In addition to im-
posing (1.34), we also used transported spatial coordinates and decomposed
g = −n2dt2 + gabdxadxb as in (1.17). Note that the case λ = ∞ formally cor-
responds to the CMC condition. Under the gauge (1.34) with transported
spatial coordinate, the Einstein-stiff fluid equations look much as they do in
CMC case. The most significant change is that the elliptic CMC equation
(1.18) is replaced with the following parabolic lapse equation, which for λ > 0
is locally well posed only the past direction:

λ−1
1

t
∂t(n − 1) + gab∇a∇b(n − 1) = (n − 1) {1 − λ−1 +R − 2puau

a} (1.35)

+ λ−1(λ − 2) 1

t2
(n − 1)2 + λ−2

1

t2
(n − 1)3

+R − 2puau
a.

Based on the linearized stability results of [73], we expect that the main results
of the present article could also be derived in the parabolic lapse gauge; we do
not pursue this issue in detail here.

Remark 6 An advantage of the parabolic gauges is that one does not have to
construct a CMC hypersurface.
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1.11 Paper outline

– In Sect. 2, we introduce some notation and conventions that we use through-
out the article.

– In Sect. 3, we state the Einstein-stiff fluid equations relative to CMC-
transported spatial coordinates.

– In Sect. 4, we introduce renormalized solution variables. We then state
the PDEs that are verified by the renormalized variables. The system is
equivalent to the system from Sect. 3.

– In Sect. 5, we introduce the norms that we use to study the renormalized
solution variables. We also introduce the equations of variation, which is
another name for the equations verified by the ∂I⃗−differentiated variables.
Finally, we introduce the metric and fluid energy current vectorfields. In
Sect. 9, we use these currents in the divergence theorem to derive our
fundamental integration by parts integral inequalities for the renormalized
solution variables and their spatial derivatives.

– In Sect. 6, we introduce the norm bootstrap assumptions that we use in
the proof of our main stable singularity formation theorem. We then define
the metric and fluid energies that we use in service of our analysis of the
norms. The currents of Sect. 5 play a fundamental role in the definitions
of the energies. Finally, we deduce the coercive properties of the energies.

– In Sect. 7, we use the bootstrap assumptions to derive strong CM estimates
for the lower-order derivatives of the renormalized solution variables.

– In Sect. 8, we provide a preliminary L2 analysis of the lapse variables. In
particular, we prove a key proposition that shows that a certain quadratic
term, which arises in the divergence identity for the fluid energy current,
leads to L2−control over the renormalized lapse variables.

– In Sect. 9, we derive our fundamental integration-by-parts-based energy
integral inequalities for the solution. These estimates provide preliminary
integral inequalities for the energies. However, the inhomogeneous term
integrals, which arise from the inhomogeneous terms in the ∂I⃗−commuted
equations, are not estimated in this section.

– In Sect. 10, we use the strong estimates of Sect. 7 to derive suitable point-
wise bounds for the inhomogeneous terms appearing in the ∂I⃗−commuted
equations.

– In Sect. 11, we use the estimates of Sect. 8 and Sect. 10 to bound the L2

norms of the renormalized lapse variables and the inhomogeneous terms
by the energies.

– In Sect. 12, we compare the coerciveness of the solution Sobolev norms to
the coerciveness of the energies.

– In Sect. 13, we combine the estimates of the previous sections in order to
derive our fundamental a priori estimates for the norms of the renormalized
variables.

– In Sect. 14, we discuss local well-posedness and continuation criteria for
the Einstein equations. We also show the existence of a CMC hypersurface
in the spacetimes under consideration.
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– In Sect. 15, we prove our main theorem showing past-stable Big Bang
formation in spacetimes launched by near-FLRW data.

– In Appendix A, we provide some basic metric and curvature relations.
– In Appendix B, we provide some additional details concerning the equa-

tions that we stated in Sect. 3.
– In Appendix C, we provide some additional details concerning the equa-

tions for the renormalized variables that we stated in Sect. 4.
– In Appendix D, we provide the precise form of the ∂I⃗−commuted equations.

2 Notation and Conventions

In this section, we summarize some notation and conventions that we use
throughout the article.

2.1 Foliations

The spacetime manifolds M of interest will be equipped with a time function t
that partitions certain regions V ⊂ M into spacelike hypersurfaces of constant
time: V = (T,1] × T3 = ∪t∈(T,1]Σt. The Σt are often CMC hypersurfaces. The
level sets of t are denoted by Σt ∶

Σt ∶= {(s, x) ∈ V ∣ s = t}. (2.1)

2.2 Metrics

Most (but not all) of the article concerns spacetime metrics g of the form g =
−n2dt2+gabdxadxb. n(t, x) is the lapse function, and gij(t, x) is a Riemannian
metric on Σt.

2.3 Indices and determinants

Greek “spacetime” indices α,β,⋯ take on the values 0,1,2,3, while Latin
“spatial” indices a, b,⋯ take on the values 1,2,3. Repeated indices are summed
over (from 0 to 3 if they are Greek, and from 1 to 3 if they are Latin). Spatial
indices are lowered and raised with the Riemannian 3−metric gij and its inverse
gij . We never implicitly lower and raise indices with the renormalized metric
G defined in Def. 1; we always explicitly indicate the factors of G and G−1

whenever the renormalized metric is involved in lowering or raising.
We use the notation

detg (2.2)

to denote the determinant of the 3 × 3 matrix gij .
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2.4 Spacetime tensorfields and Σt−tangent tensorfields

We denote spacetime tensorfields T µ1⋯µm
ν1⋯νn in bold font. We denote the

g−orthogonal projection of T µ1⋯µm
ν1⋯νn onto the constant-time hypersur-

faces Σt in non-bold font: T a1⋯am
b1⋯bn

. We also denote general Σt−tangent
tensorfields in non-bold font.

2.5 Coordinate systems and differential operators

We often work in a fixed standard local coordinate system (x1, x2, x3) on T3.
The vectorfields ∂j ∶= ∂

∂xj
are globally well-defined even though the coordinates

themselves are not. Hence, in a slight abuse of notation, we use {∂1, ∂2, ∂3}
to denote the globally defined vectorfield frame. The corresponding co-frame
is denoted by {dx1, dx2, dx3}. The spatial coordinates can be extended to
a local coordinate system (x0, x1, x2, x3) on manifolds-with-boundary of the
form (T,1]×T3, and we often write t instead of x0. The precise manner in which
this is carried out is explained at the beginning of Sect. 3. The corresponding
vectorfield frame on (T,1] × T3 is {∂0, ∂1, ∂2, ∂3}, and the corresponding dual
frame is {dx0, dx1, dx2, dx3}. Relative to this frame, the FLRW metric g̃ is
of the form (1.5). The symbol ∂µ denotes the frame derivative ∂

∂xµ
, and we

often write ∂t instead of ∂0 and dt instead of dx0. Most of our estimates and
equations are stated relative to the frame {∂µ}µ=0,1,2,3 and the dual frame

{dxµ}
µ=0,1,2,3

.

We use the notation ∂f to denote the spatial coordinate gradient of the
function f . Similarly, if Θ is a Σt− tangent one-form, then ∂Θ denotes the
Σt−tangent type (0

2
) tensorfield with components ∂iΘj relative to the frame

described above.
If I⃗ = (n1, n2, n3) is a triple of non-negative integers, then we define the

spatial multi-index coordinate differential operator ∂I⃗ by ∂I⃗ ∶= ∂
n1

1 ∂n2

2 ∂n3

3 . The

notation ∣I⃗ ∣ ∶= n1 + n2 + n3 denotes the order of I⃗.
Throughout, D denotes the Levi-Civita connection of g. We write

DνT
µ1⋯µm

ν1⋯νn = ∂νT µ1⋯µm
ν1⋯νn +

m

∑
r=1

Γ µr
ν αT µ1⋯µr−1αµr+1⋯µm

ν1⋯νn (2.3)

−
n

∑
r=1

Γ α
ν νrT

µ1⋯µm
ν1⋯νr−1ανr+1⋯νn

to denote a component of the covariant derivative of a tensorfield T (with
components T µ1⋯µm

ν1⋯νn ) defined on M. The Christoffel symbols of g, which
we denote by Γ α

µ ν , are defined in (A.19a).
We use similar notation to denote the covariant derivative of a Σt−tangent

tensorfield T (with components T a1⋯am
b1⋯bn

) with respect to the Levi-Civita
connection ∇ of the Riemannian metric g. The Christoffel symbols of g, which
we denote by Γ i

j k, are defined in (A.19b).
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2.6 Commutators and Lie brackets

Given two operators A and B,

[A,B] (2.4)

denotes the operator commutator AB −BA.
If X and Y are two vectorfields, then

LXY = [X,Y] (2.5)

denotes the Lie derivative of Y with respect to X. Relative to an arbitrary
coordinate system,

[X,Y]µ = Xα∂αYµ −Yα∂αXµ. (2.6)

2.7 L2 norms

All of our Sobolev norms are built out of the (spatial) L2 norms of scalar
quantities (which may be the components of a tensorfield). If f is a function
defined on the hypersurface Σt, then we define the standard L2 norm ∥f∥

L2

over Σt as follows:

∥f∥
L2 = ∥f∥

L2(t) ∶= (∫
T3

∣f(t, x1, x2, x3)∣2dx)
1/2

. (2.7)

Above, the notation “ ∫T3 f dx” denotes the integral of f over T3 with respect
to the measure corresponding to the volume form of the standard Euclidean
metric E on T3, which has the components Eij = diag(1,1,1) relative to the
frame defined in Sect. 2.5.

2.8 Constants

We use C, c, etc. to denote positive numerical constants that are free to vary
from line to line. We allow C, c to depend on N , but we always choose C,
c so that they are independent of all functions that are sufficiently close to
the FLRW solution. We sometimes use notation such as CN when we want to
explicitly indicate that C depends on N . We use symbols such as C∗, c∗ etc.,
to denote constants that play a distinguished role in the analysis. If A and B
are two quantities, then we often write

A ≲ B (2.8)

whenever there exists a constant C > 0 such that A ≤ CB. Furthermore, if
A ≲ B and B ≲ A, then we often write

A ≈ B. (2.9)
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3 The Einstein-Stiff Fluid Equations Relative to CMC-Transported
Spatial Coordinates

In this section, we provide the Einstein-stiff fluid equations relative to CMC-
transported spatial coordinates. For additional details concerning the deriva-
tion of the equations starting from the system (1.1a)-(1.4) (with cs = 1), see
Appendix B.

Before stating the equations, we first define the variables that play a role in
the standard CMC-transported spatial coordinates formulation. We begin by
discussing the spatial coordinates. We assume that (M,g) is a cosmological
spacetime containing a region V that is foliated by spacelike hypersurfaces Σt,
where t ∈ (T,1] is a time function. In this article, Σt = T3, i.e., V = (T,1]×T3.
We will soon impose the condition that the Σt are CMC hypersurfaces. The
existence of CMC hypersurfaces in the spacetimes of interest is guaranteed by
Prop. 17. Let (x1, x2, x3) denote local coordinates on a neighborhood U ⊂ Σ1.
We can extend these spatial coordinates to a spacetime coordinate system
(t, x1, x2, x3) on (T,1]×U ⊂ V by requiring that −N̂xi = 0 for i = 1,2,3. Here,
N̂ is the future-directed normal to Σt, and we are slightly abusing notation
by using the symbol “xi” to denote both the transported coordinate function
and also its restriction to Σ1. This provides us with a coordinate system on
(T,1] × U ⊂ V. On (T,1] × U , g can be uniquely decomposed into a lapse
function n and a Riemannian 3−metric g on Σt as follows:

g = −n2dt⊗ dt + gabdxa ⊗ dxb, (3.1a)

g−1 = −n−2∂t ⊗ ∂t + gab∂a ⊗ ∂b. (3.1b)

Above, gij denotes the inverse of gij . The future-directed normal to Σt is

N̂ = n−1∂t. (3.2)

We denote the Levi-Civita connection of g by D and that of g by ∇.
We assume that there is a stiff fluid present in V. The fluid’s four-velocity

can be decomposed as

u = (1 + uaua)1/2N̂ + ua∂a, (3.3)

where the factor (1+uaua)1/2 enforces the normalization condition (1.3). The
energy-momentum tensor (1.2) of the stiff fluid can be decomposed (with the
indices “downstairs”) as

T = T(N̂, N̂)N̂♭ ⊗ N̂♭ −T(N̂, ∂a) (N̂♭ ⊗ dxa + dxa ⊗ N̂♭) + Tabdxa ⊗ dxb,
(3.4)

where (N̂♭)µ ∶= gµαN̂α is the metric dual of N̂,

T(N̂, N̂) = p + 2p(1 + uaua), (3.5a)

T(N̂, ∂i) = −2p(1 + uaua)1/2ui, (3.5b)

Tij = 2puiuj + pgij . (3.5c)
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The second fundamental form k of Σt is defined by requiring that following
relation holds for all vectorfields X,Y tangent to Σt ∶

g(DXN̂, Y ) = −k(X,Y ). (3.6)

It is a standard fact that k is symmetric:

k(X,Y ) = k(Y,X). (3.7)

For such X,Y , the action of the spacetime connection D can be decomposed
into the action of ∇ and k as follows:

DXY = ∇XY − k(X,Y )N̂. (3.8)

Remark 7 When analyzing the components of k, we will always assume
that it is written in mixed form as kij with the first index upstairs
and the second one downstairs. This convention is absolutely essential
for some of our analysis; in the problem of interest to us, the evolution and
constraint equations verified by the components kij have a more favorable
structure than the corresponding equations verified by kij .

Throughout the vast majority of our analysis, we normalize the CMC hy-
persurfaces Σt as follows:

kaa = −
1

t
, t ∈ (0,1]. (3.9)

In order for (3.9) to hold, the lapse has to verify the elliptic equation (3.13).
A slightly inconvenient fact is the following: T3 cannot be covered by a

single coordinate chart. One coordinate chart can cover all but a measure 0 set,
but it takes several to cover all of T3. Hence, we need more than one coordinate
chart to carry out our analysis. This motivates the following definition.

Definition 2 (Standard atlas, standard charts, standard coordinates,
and Euclidean metric) We fix a finite collection of charts {(Um, (x1m, x2m, x3m))}Mm=1

that cover T3. We require that the transition maps xm1 ○x−1m2
are translations

defined on subsets of R3. We refer to this collection as the standard atlas on
T3 with standard charts and standard coordinates.

We then fix the Euclidean metric E on T3. We can view E either as ten-
sorfield inherent to T3 or as a spacetime tensorfield that is defined along the
hypersurface Σ1 ≃ T3 and that has vanishing components in the direction N̂.
From the former point of view, E has components Eij = diag(1,1,1) relative
to any of the standard charts.

Using the above construction for transporting coordinates and the standard
atlas, we can construct transported spatial coordinates that, together with t,
cover the spacetime region V = (T,1]×T3. Each spacetime chart is of the form
((T,1] × Um, (t, x1m, x2m, x3m)). We refer to this collection as the the standard
atlas on (T,1] ×T3 with standard charts.
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The Euclidean metric can be extended to each leaf Σt, t ∈ (T,1], by re-
quiring that L

−N̂E = 0 and that any contraction of E with N̂ vanishes. Here,
L
−N̂E denotes the restriction of the spacetime tensorfield L

−N̂E to Σt. Given
any tensorfield T tangent to the Σt, the components of T relative to the coor-
dinate vectorfield bases { ∂

∂ximj
}i=1,2,3 (for j = 1,2) and dual bases {dximj}i=1,2,3

(for j = 1,2) on the overlapping regions {t}×Um1
∩ {t}×Um2 are independent

of the chart. Hence, one can morally carry out the analysis as if there were
only a single chart.

We never need to directly refer to the spatial coordinates, but rather only
the components of tensorfields relative to the coordinate bases described in
the previous paragraph and also coordinate partial derivatives of these com-
ponents. Hence, there is an alternative way to think about the above con-
struction that is useful for our ensuing analysis. One can imagine that we have
fixed a globally defined smooth holonomic frame field {e(1), e(2), e(3)} on Σ1

that is orthonormal with respect to the Euclidean metric. The corresponding
dual frame field, which we denote by {θ(1), θ(2), θ(3)}, verifies θ(i)(e(j)) = δij ,
where δij is the Kronecker delta. Relative to any of the standard charts on Σ1,

we have e(i) = ∂i, θ(i) = dxi. The frame {e(1), e(2), e(3)} can be extended to
each leaf Σt, t ∈ (T,1], by requiring that L−Ne(i) = 0, (i = 1,2,3). Here, N is

a renormalized version of N̂ such that Nt = 1 (i.e., N = ∂
∂t

relative to any lo-

cal transported coordinate system). Similarly, the dual frame {θ(1), θ(2), θ(3)}
can be extended to each leaf Σt, t ∈ (T,1], by requiring that L−Nθ(i) = 0,
(i = 1,2,3).

Any type (s
r
) tensorfield T that is tangent to the Σt can be decomposed

as T = T n1⋯ns
m1⋯mr e(n1) ⊗ ⋯ ⊗ e(ns) ⊗ θ(m1) ⊗ ⋯ ⊗ θ(mr). The components

T n1⋯ns
m1⋯mr (t, x) are globally defined functions on Σt. We can then view the

Einstein-stiff fluid equations in CMC-transported spatial coordinates, which
are presented just below, as PDES in the components of various tensorfields.
Furthermore, we can view our estimates as estimates of these components and
their frame derivatives e(a)T

n1⋯ns
m1⋯mr ∶= eb

(a)∂bT
n1⋯ns

m1⋯mr . This quantity
agrees with the coordinate partial derivative ∂aT

n1⋯ns
m1⋯mr in any of the

standard charts.
Having established the above conventions, we now state the equations.

Proposition 1 (The Einstein-stiff fluid equations in CMC-transported
spatial coordinates) In CMC-transported spatial coordinates normalized by
kaa = − 1

t
, the Einstein-stiff fluid system consists of the following equations.

The constraint equations verified by gij , k
i
j , p, and ui are:

R − kabkba + (kaa)2
´¹¹¹¹¹¹¸¹¹¹¹¹¶
t−2

=

2T(N̂,N̂)

³¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
2p + 4puau

a, (3.10a)

∇akai − ∇ikaa
²

0

= 2p(1 + uaua)1/2ui
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

−T(N̂,∂i)

. (3.10b)
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The evolution equations verified by gij and kij are:

∂tgij = −2ngiak
a
j , (3.11a)

∂t(kij) = −gia∇a∇jn + n{Rij + kaa
°
−t−1

kij −2puiuj
´¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¶

−T ij+(1/2)I
i
jT

}, (3.11b)

where R denotes the scalar curvature of gij, R
i
j denotes the Ricci curvature of

gij (a precise expression is given in Lemma 19), and Iij = diag(1,1,1) denotes
the identity transformation.

The stiff fluid equations (i.e., the Euler equations with p = ρ) are:

(1 + uaua)1/2∂tp + nua∇ap + 2p{(1 + uaua)−1/2ub∂tub + n∇aua} (3.12a)

= 2p{ − n
t
(1 + uaua)1/2 + n(1 + uaua)−1/2kefueuf − ua∇an},

2p{(1 + uaua)1/2∂tuj + nua∇auj} + (1 + uaua)1/2uj∂tp + n(gja + ujua)∇ap
(3.12b)

= 4np(1 + uaua)1/2kjbu
b − 2p(1 + uaua)gjb∇bn.

The lapse equation (for a general perfect fluid17) is:

gab∇a∇b(n − 1) = (n − 1){R + (kaa)2
´¹¹¹¹¹¹¸¹¹¹¹¹¶
t−2

−(ρ + p)uaua +
3

2
(p − ρ)} (3.13)

+R − (ρ + p)uaua +
3

2
(p − ρ) + (kaa)2 − ∂t(kaa)

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
0

.

⊓⊔

4 The Equations Verified by the Renormalized Variables

In this section, we reformulate the Einstein-stiff fluid CMC-transported spatial
coordinate equations in terms of the renormalized variables of Def. 1. We
decompose the resulting equations into main terms, borderline error terms
that must be handled with care, and junk error terms that are easy to control.
In Appendix C, we provide a more detailed derivation of the equations; here,
we only state them. The two main merits of working with the renormalized
variables are i) they make the time dependence of the FLRW background
solution explicit and thus help us to identity order 1 and approximately order
1 quantities in the study of perturbations; ii) they yield equations with a
favorable structure.

17 We state the lapse equation in the case of a general perfect fluid because we referred to
this equation earlier in the article. However, our main results only apply in the case of the
stiff fluid equation of state p = ρ.
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4.1 Constraint equations for the renormalized variables

Proposition 2 (The renormalized constraints) In terms of the renor-
malized variables of Def. 1, the constraint equations (3.10a)-(3.10b) can be
expressed as follows:

R = 2t−2P̂ + t−2(Border)H + t−2/3(Junk)H, (4.1a)

∂aK̂
a
i =

2

3
GiaU

a + (Border)Mi + t4/3(Junk)Mi, (4.1b)

where R denotes the Ricci curvature of the non-rescaled metric g, and the error
terms (Border)H, (Junk)H, (Border)Mi, and (Junk)Mi are defined in (C.7a),
(C.7b), (C.7c), and (C.7d).

Furthermore, the following alternative version of (4.1b) holds:

(G−1)ia∂aK̂j
i =

2

3
U j +

(Border)
M̃j + t4/3

(Junk)
M̃j , (4.1c)

where the error terms
(Border)

M̃j and
(Junk)

M̃j are defined in (C.8b) and
(C.8c).

⊓⊔

4.2 The elliptic equations verified by the renormalized lapse variables

The following negative-definite linear elliptic operator plays a fundamental
role in our analysis of the lapse.

Definition 3 (The elliptic operator L)

L ∶= t4/3(G−1)ab∂a∂b − (1 + f), (4.2a)

f ∶= 2P̂ + K̂a
bK̂

b
a + 2t4/3P̂GabU

aU b + 2

3
t4/3GabU

aU b. (4.2b)

Alternatively, with the help of equations (C.1) and (C.6a), L can be ex-
pressed as follows:

L = t4/3(G−1)ab∂a∂b − (1 + f̃), (4.3a)

f̃ ∶= −1

2
t4/3(G−1)ef∂eγ a

f a + t4/3(G−1)ab∂aΓb + t4/3(Ricci)△a
a (4.3b)

− 2t4/3P̂GabU
aU b − 2

3
t4/3GabU

aU b,

where the error term (Ricci)△i
j is defined in (C.4).
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Proposition 3 (The equations verified by the renormalized lapse vari-
able) Assume the stiff fluid equation of state p = ρ. In terms of the renor-
malized variables of Def. 1, the lapse equation (3.13) can be expressed in the
following two forms:

LΨ = 2t−4/3P̂ + t−4/3(Border)N + (Junk)N, (4.4a)

LΨ =
(Border)

Ñ + t2/3
(Junk)

Ñ, (4.4b)

where the error terms (Border)N, (Junk)N,
(Border)

Ñ, and
(Junk)

Ñ are defined
in (C.13a), (C.13b), (C.14a), and (C.14b).

⊓⊔

4.3 Evolution equations for the renormalized variables

4.3.1 Evolution equation for the renormalized volume form factor

Lemma 1 (Evolution equation for
√

detG) The renormalized volume form
factor

√
detG of Def. 1 verifies the following evolution equation:

∂t ln
√

detG = t1/3Ψ. (4.5)

⊓⊔

4.3.2 Evolution equations for the renormalized metric variables

Proposition 4 (The renormalized metric evolution equations) The
renormalized metric Gij and its inverse (G−1)ij of Def. 1 verify the following
evolution equations:

∂tGij = −2t−1GiaK̂
a
j + t1/3

(Junk)Gij , (4.6a)

∂t(G−1)ij = 2t−1(G−1)iaK̂j
a + t1/3

(Junk)
G̃ij , (4.6b)

where the error terms (Junk)Gij and
(Junk)

G̃ij are defined in (C.19a)-(C.19b).
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Furthermore, the quantities γ b
e i and K̂i

j verify the following evolution
equations:

∂tγ
b
e i = −2t−1[1 + t4/3Ψ]∂eK̂b

i +
2

3
t−1/3ΘeI

b
i (4.7a)

+ t−1(Border)g b
e i + t1/3(Junk)g b

e i,

∂tK̂
i
j = −

1

2
t1/3[1 + t4/3Ψ](G−1)ef∂eγ i

f j (4.7b)

+ 1

2
t1/3[1 + t4/3Ψ](G−1)ia∂a(Gjb(G−1)efγ b

e f −
1

2
γ b
j b

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Γj

)

+ 1

2
t1/3[1 + t4/3Ψ](G−1)ia∂j(Gab(G−1)efγ b

e f −
1

2
γ b
a b

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Γa

)

− t(G−1)ia∂aΘj +
1

3
t1/3ΨIij + t1/3

(Junk)Kij ,

where the error terms (Border)g b
e i,

(Junk)g b
e i, and (Junk)Kij are defined in

(C.21a), (C.21b), and (C.21c). Above, Γj denotes a contracted Christoffel sym-
bol of the renormalized metric Gij.

⊓⊔

4.3.3 Evolution equations for the renormalized stiff fluid variables

Proposition 5 (The renormalized stiff fluid evolution equations) In
terms of the renormalized variables of Def. 1, the stiff fluid equations (i.e., the
Euler equations with cs = 1) can be decomposed as follows:

∂tP̂ + 2t1/3[1 + t4/3Ψ][1 + t4/3GabUaU b]
1/2[P̂ + 1

3
]∂cU c (4.8a)

− 2t5/3
[1 + t4/3Ψ][P̂ + 1

3
]

[1 + t4/3GabUaU b]
1/2
GefU

eU c∂cU
f

= −2

3
t1/3Ψ + t1/3(Junk)P,
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∂tU
j − t1/3[1 + t4/3Ψ][1 + t4/3GabUaU b]

1/2
U j∂cU

c (4.8b)

+ t5/3
[1 + t4/3Ψ]

[1 + t4/3GabUaU b]
1/2
GefU

jUeU c∂cU
f

+ t1/3
[1 + t4/3Ψ]U c∂cU j

[1 + t4/3GabUaU b]
1/2

+ t−1
[1 + t4/3Ψ] {(G−1)jc + t4/3U jU c}∂cP̂

2[1 + t4/3GabUaU b]
1/2[P̂ + 1

3
]

= −t−1/3(G−1)jaΘa + t−1(Border)Uj + t1/3(Junk)Uj ,

where the error terms (Junk)P, (Border)Uj, and (Junk)Uj are are defined in
(C.25a), (C.25b), and (C.25c).

⊓⊔

4.4 The commuted renormalized equations

To complete our analysis, we must commute the equations of Sect. 4 with the
differential operators ∂I⃗ ; see the notation defined in Sect. 2.5. The commuted
equations are straightforward to derive but lengthy to state. Hence, to avoid
impeding the flow of the paper, we have relegated this material to Appendix
D.

5 Norms, Equations of Variation, and Energy Currents

In this section, we introduce the CM norms and Sobolev norms that play a
fundamental role in our analysis of the renormalized solution variables. Next,
we introduce the equations of variation, which are the PDEs verified by the
∂I⃗−differentiated quantities. We then define the metric and fluid energy cur-
rents, which are vectorfields that depend quadratically on the ∂I⃗−differentiated
quantities. The currents will be used in Sect. 9 via the divergence theorem to
derive energy integral inequalities for the ∂I⃗−differentiated quantities. Finally,
for use in Sect. 9, given a solution to the equations of variation, we compute
the divergences of the corresponding energy currents.

5.1 Norms

We will derive strong CM estimates for the lower-order derivatives of the solu-
tion variables by analyzing their components relative to the transported spatial
coordinate frame. However, in order to close our energy estimates, we will also
need to measure the size of tensors by using geometric norms corresponding
to the metric G. We therefore introduce the following definitions.
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Definition 4 (Pointwise norms) Let T be a Σt−tangent tensor with com-
ponents T a1⋯am

b1⋯bn
relative to our standard atlas (see Def. 2) on T3. Then

∣T ∣Frame denotes a norm of the components of T relative to the standard atlas:

∣T ∣2Frame ∶=
3

∑
a1=1

⋯
3

∑
am=1

3

∑
b1=1

⋯
3

∑
bn=1

∣T a1⋯am
b1⋯bn

∣2 . (5.1a)

∣T ∣G denotes the G−norm of T , where G is the renormalized spatial metric:

∣T ∣2G ∶= Ga1a′1⋯Gama′m(G−1)b1b
′

1⋯(G−1)bnb
′

nT a1⋯am
b1⋯bn

T
a′1⋯a

′

m

b′1⋯b
′

n
. (5.1b)

In proving Theorem 2, we also use the norm ∣ ⋅ ∣g, which is defined like
(5.1b) but with g in place of G.

Similarly, if T is a spacetime tensor with components T α1⋯αm
β1⋯βn

, then
we define the g “norm” of T by

∣T∣2g ∶= gα1α′1
⋯gαmα′m(g−1)β1β

′

1⋯(g−1)βnβ
′

nT α1⋯αm
β1⋯βn

T
α′1⋯α

′

m

β′1⋯β
′

n
. (5.2)

Note that the quantity (5.2) can be non-positive since g is Lorentzian.

Our main bootstrap assumptions will concern Sobolev norms of the com-
ponents of the solution variables and also CM−type norms of the lower-order
derivatives of their components. Our derivation of energy estimates will in-
volve similar norms but with geometric G−type norms in place of the frame
component norms. We will make use of the following norms.

Definition 5 (HM and CM norms) Let T be a Σt−tangent tensor with
components T a1⋯am

b1⋯bn
relative to our standard atlas (see Def. 2) on T3. Let

G be the renormalized spatial metric. We define

∥T ∥HM
Frame

= ∥T ∥HM
Frame

(t) ∶= ∑
∣I⃗ ∣≤M

∥∣∂I⃗T (t, ⋅)∣
Frame

∥
L2
, (5.3a)

∥T ∥HM
G

= ∥T ∥HM
G

(t) ∶= ∑
∣I⃗ ∣≤M

∥∣∂I⃗T (t, ⋅)∣
G
∥
L2
, (5.3b)

∥T ∥CM
Frame

= ∥T ∥CM
Frame

(t) ∶= ∑
∣I⃗ ∣≤M

sup
x∈T3

∣∂I⃗T (t, x)∣
Frame

, (5.3c)

∥T ∥CM
G

= ∥T ∥CM
G
(t) ∶= ∑

∣I⃗ ∣≤M

sup
x∈T3

∣∂I⃗T (t, x)∣
G
, (5.3d)

where ∂I⃗T is defined to be the tensorfield with components

(∂I⃗T ) a1⋯am
b1⋯bn

∶= ∂I⃗(T
a1⋯am

b1⋯bn
). (5.4)

Remark 8 Note that ∂I⃗ does not commute with the lowering and raising of
indices of T with g and g−1. Thus, in (5.4), the location of the indices in the
tensors T of interest is understood to have been established by Def. 1.
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Remark 9 For scalar-valued tensors T , there is no point in writing the sub-
script on the norms and we simply write, for example, ∣T ∣, ∥T ∥CM , or ∥T ∥HM .

Definition 6 (Norms for the solution)
The specific norms featured in our near-FLRW bootstrap assumptions are

defined as follows:

H(Frame−Total);M(t) ∶= ∑
1≤∣I⃗ ∣≤M

∥∣∂I⃗G∣
Frame

∥
L2

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
absent when M = 0

+ ∑
1≤∣I⃗ ∣≤M

∥∣∂I⃗G
−1∣

Frame
∥
L2

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
absent when M = 0

(5.5a)

+ ∥K̂∥
HM
Frame

+ t2/3∥γ∥HM
Frame

+ t2/3∥Ψ∥HM−1 + ∥Θ∥HM−2
Frame

+ t4/3∥Ψ∥HM + t2/3∥Θ∥HM−1
Frame

+ t2∥Ψ∥HM+1 + t4/3∥Θ∥HM
Frame

+ t8/3∥Ψ∥HM+2 + t2∥Θ∥HM+1
Frame

+ ∥P̂ ∥
HM

+ t2/3 ∥U∥HM
Frame

,

C(Frame−Kinetic);M(t) ∶= ∥K̂∥
CM
Frame

+ ∥P̂ ∥
CM

, (5.5b)

C(Frame−Potential);M(t) ∶= ∥G −E∥CM+1
Frame

+ ∥G−1 −E−1∥
CM+1
Frame

(5.5c)

+ ∥γ∥CM
Frame

+ ∥Ψ∥CM−1
Frame

+ t−2/3∥Θ∥CM−2
Frame

+ ∥U∥CM
Frame

.

We remark that the Euclidean metric E appearing on the right-hand side of
(5.5c) was constructed in Sect. 3. It is understood that Sobolev norms are
omitted from the above formulas when their order is negative.

5.2 The metric equations of variation and the metric energy currents

Our fundamental integration by parts identities for the ∂I⃗−differentiated quan-
tities are computationally involved. To facilitate the presentation, it is conve-
nient to introduce the following notation for the differentiated quantities, also
known as variations.

Definition 7 (Variations)

˙̂
Ki

j ∶= ∂I⃗K̂
i
j , γ̇ i

j k ∶= ∂I⃗γ
i
j k, (5.6a)

Γ̇j ∶= (I⃗)Γj = Gjb(G−1)ef∂I⃗γ
b
e f −

1

2
∂I⃗γ

b
j b, (5.6b)

Ψ̇ ∶= ∂I⃗Ψ, Θ̇i ∶= ∂I⃗Θi, (5.6c)

˙̂
P ∶= ∂I⃗ P̂ , U̇ j ∶= ∂I⃗U

j . (5.6d)

Note that the notation ⋅ is unrelated to time derivatives.
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We also introduce notation for some of the inhomogeneous terms in the
commuted equations.

Definition 8 (Shorthand notation for some inhomogeneous terms)
We use the following notation for the inhomogeneous terms in equations (D.1a),
(D.1b), (D.8a), (D.8b), (D.12a), and (D.12b):

Ṁi ∶= (I⃗);(Border)Mi + t4/3(I⃗);(Junk)Mi, (5.7a)

˙̃
Mj ∶=

(I⃗);(Border)
M̃j + t4/3

(I⃗);(Junk)
M̃j , (5.7b)

ġ i
j k ∶= t−1

(I⃗);(Border)
g i
j k + t1/3

(I⃗);(Junk)
g i
j k, (5.7c)

K̇ij ∶= t1/3
(I⃗);(Junk)Kij , (5.7d)

Ṗ ∶= t1/3(I⃗);(Junk)P, (5.7e)

U̇j ∶= t−1(I⃗);(Border)Uj + t1/3(I⃗);(Junk)Uj . (5.7f)

The next definition captures the essential structure of the commuted con-
straint equations (D.1a)-(D.1b), the commuted metric evolution equations
(D.8a)-(D.8b), and also the CMC condition

∂I⃗K̂
a
a = 0. (5.8)

Definition 9 (The metric equations of variation) We define the metric
equations of variation to be the following system of equations:

∂tγ̇
b
e i = −2t−1[1 + t4/3Ψ]∂e ˙̂

Kb
i +

2

3
t−1/3Θ̇eI

b
i (5.9a)

+ ġ b
e i,

∂t
˙̂
Ki

j = −
1

2
t1/3[1 + t4/3Ψ](G−1)ef∂eγ̇ i

f j (5.9b)

+ 1

2
t1/3[1 + t4/3Ψ](G−1)ia∂aΓ̇j

+ 1

2
t1/3[1 + t4/3Ψ](G−1)ia∂jΓ̇a

− t(G−1)ia∂aΘ̇j +
1

3
t1/3AIij

+ K̇ij ,

subject to the constraints

∂a
˙̂
Ka

i =
2

3
GiaU̇

a + Ṁi, (5.10a)

(G−1)ia∂a ˙̂
Kj

i =
2

3
U̇ j + ˙̃

Mj , (5.10b)

and the CMC condition

˙̂
Ka

a = 0. (5.11)
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Remark 10 The precise form of the term 1
3
t1/3AIij from the right-hand side

of equation (5.9b) is not important. Specifically, this term is the next-to-last
term on the right-hand side of (D.8b). What matters is that it is proportional
to the identity. As we discuss at the end of the proof of Lemma 2, this term
completely cancels out of our metric energy current divergence identity (5.13).
This cancellation is absolutely essential for the proof of our main stable sin-
gularity formation theorem, for otherwise, our fundamental energy integral
inequality (9.2) would involve a top order quadratic integral that we would
have no means of controlling.

We now introduce our metric energy currents J̇µ
(Metric)

[⋅, ⋅]. In Sect. 9, we

will apply the divergence theorem to these vectorfields in the region in between
Σt and Σ1 in order to derive energy identities for the metric variations. The
currents provide a convenient way of bookkeeping during integration by parts.
To the best of our knowledge, it has not previously been noticed that it is
possible to derive such energy identities relative to CMC-transported spatial
coordinates; see the discussion near the end of Sect. 1.5.1.

Definition 10 (Metric energy current) To the metric variations ( ˙̂
Ki

j , γ̇
i
j k)1≤i,j,k≤3,

we associate the following spacetime vectorfield, which we refer to as a metric
energy current (where j = 1,2,3):

J̇0
(Metric)[(

˙̂
K, γ̇), ( ˙̂

K, γ̇)] ∶= (G−1)abGij ˙̂
Ki

a
˙̂
Kj

b (5.12a)

+ 1

4
t4/3(G−1)ab(G−1)efGijγ̇ i

e aγ̇
j
f b,

J̇j
(Metric)

[( ˙̂
K, γ̇), ( ˙̂

K, γ̇)] ∶= t1/3[1 + t4/3Ψ](G−1)ab(G−1)jfGic ˙̂
Ki

aγ̇
c
f b

(5.12b)

+ 2t(G−1)iaΘ̇a ˙̂
Kj

i

− t1/3[1 + t4/3Ψ](G−1)ijΓ̇a ˙̂
Ka

i

− t1/3[1 + t4/3Ψ](G−1)iaΓ̇a ˙̂
Kj

i.

Note that J̇0
(Metric)[⋅, ⋅] can be viewed as a positive definite quadratic form in

( ˙̂
K, γ̇). This property will result in coercive metric energies for the ∂I⃗−differentiated

quantities. The next lemma shows that for solutions to the metric equations

of variation, ∂µ (J̇µ
(Metric)

[⋅, ⋅]) can be expressed in terms of quantities that

do not depend on the derivatives of the variations ( ˙̂
K, γ̇). This property of

J̇µ
(Metric)

[⋅, ⋅] is, of course, an essential ingredient in our derivation of energy

estimates.

Lemma 2 (Differential identity for the metric energy current) For a

solution ( ˙̂
Ki

j , γ̇
i
j k)1≤i,j,k≤3 to (5.9a)-(5.11), we have the following spacetime
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coordinate divergence identity:

∂µ (J̇µ
(Metric)

[( ˙̂
K, γ̇), ( ˙̂

K, γ̇)]) (5.13)

= 1

3
t1/3(G−1)ab(G−1)efGijγ̇ i

e aγ̇
j
f b

+ 1

3
t(G−1)abΘ̇aγ̇ c

b c

+ 4

3
tU̇aΘ̇a

− 4

3
t1/3U̇aΓ̇a

+ 2t(G−1)abṀaΘ̇b

− t1/3[1 + t4/3Ψ] ˙̃
MaΓ̇a − t1/3[1 + t4/3Ψ](G−1)abṀaΓ̇b

+ 1

2
t4/3(G−1)abGij(G−1)ef ġ i

e aγ̇
j
f b + 2(G−1)abGijK̇ia

˙̂
Kj

b

+△
J̇(Metric);(Border)[(

˙̂
K,γ̇),(

˙̂
K,γ̇)]

+△
J̇(Metric);(Junk)[(

˙̂
K,γ̇),(

˙̂
K,γ̇)]

,

where

△
J̇(Metric);(Border)[(

˙̂
K,γ̇),(

˙̂
K,γ̇)]

∶= 2t−1[1 + t4/3Ψ](G−1)acGijK̂b
c

˙̂
Ki

a
˙̂
Kj

b (5.14a)

− 2t−1[1 + t4/3Ψ](G−1)abGicK̂c
j

˙̂
Ki

a
˙̂
Kj

b

+ 1

2
t1/3[1 + t4/3Ψ](G−1)ab(G−1)cfGijK̂e

cγ̇
i
e aγ̇

j
f b

+ 1

2
t1/3[1 + t4/3Ψ](G−1)cb(G−1)efGijK̂a

cγ̇
i
e aγ̇

j
f b

− 1

2
t1/3[1 + t4/3Ψ](G−1)ab(G−1)efGcjK̂c

iγ̇
i
e aγ̇

j
f b,

△
J̇(Metric);(Junk)[(

˙̂
K,γ̇),(

˙̂
K,γ̇)]

∶= −1

6
t5/3Ψ(G−1)ab(G−1)efGijγ̇ i

e aγ̇
j
f b (5.14b)

+ t1/3 [∂j {[1 + t4/3Ψ](G−1)ab(G−1)jfGic}] ˙̂
Ki

aγ̇
c
f b

+ 2t [∂j(G−1)ia] ˙̂
Kj

iΘ̇a

− t1/3 [∂j {[1 + t4/3Ψ](G−1)ij}] Γ̇a ˙̂
Ka

i

− t1/3 [∂j {[1 + t4/3Ψ](G−1)ia}] Γ̇a ˙̂
Kj

i.

Remark 11 The first two products from the right-hand side of (5.14a) cancel

when
˙̂
Ki

j ∶= K̂i
j (this claim follows from the symmetry property kij = kji),

but they do not generally cancel when
˙̂
Ki

j ∶= ∂I⃗K̂
i
j .

Proof The derivation of (5.13) involves a series of tedious computations. We
first discuss the case when the coordinate derivatives hit the coefficients of the
variations. First, we remark that the error term △

J̇(Metric);(Junk)[(
˙̂
K,γ̇),(

˙̂
K,γ̇)]
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contains all of the terms that are generated when the spatial derivatives ∂j hit
the coefficients of the variations in (5.12b).

In contrast, when ∂t hits the coefficients of the variations in (5.12a), many
important terms are generated. Specifically, when ∂t falls on the t4/3 factor in
(5.12a), this generates the 1

3
t1/3(G−1)ab(G−1)efGijγ̇ i

e aγ̇
j
f b term on the right-

hand side of (5.13). When ∂t falls on any of the factors of G or G−1 in (5.12a),
we use equations (4.6a) and (4.6b) to substitute for ∂tG and ∂tG

−1. We place
the resulting products involving K̂ on the right-hand side of (5.14a) as part
of △

J̇(Metric);(Border)[(
˙̂
K,γ̇),(

˙̂
K,γ̇)]

, while we place the remaining terms on the

right-hand side of (5.14b) as part of △
J̇(Metric);(Junk)[(

˙̂
K,γ̇),(

˙̂
K,γ̇)]

.

All remaining terms on the right-hand side of (5.13) are generated when

the spacetime derivatives ∂t and ∂j fall on ( ˙̂
K, γ̇). More precisely, we use

the equations of variation (5.9a)-(5.9b), (5.10a)-(5.10b), and (5.11) to replace

the derivatives of ( ˙̂
K, γ̇) with the terms on the right-hand side of (5.9a)-

(5.9b), (5.10a)-(5.10b), and (5.11); we omit the tedious but straightforward
calculations that correspond to this replacement. However, we do note three

important cancellations. First, the term 2t(G−1)ia(∂jΘ̇a) ˙̂
Kj

i generated by the

spatial divergence of J̇j
(Metric)

is canceled by the product arising from the term

−t(G−1)ia∂aΘ̇j on the right-hand side of (5.9b); this product appears when ∂t

falls on the
˙̂
K factors in the term (G−1)abGij ˙̂

Ki
a

˙̂
Kj

b from the right-hand side
of (5.12a) and (5.9b) is used for substitution.

Next, the terms −t1/3[1+t4/3Ψ](G−1)ij(∂jΓ̇a) ˙̂
Ka

i and −t1/3[1+t4/3Ψ](G−1)ia(∂jΓ̇a) ˙̂
Kj

i

generated by the spatial divergence of J̇j
(Metric)

are canceled by the products

arising from the terms 1
2
t1/3[1+t4/3Ψ](G−1)ia∂aΓ̇j and 1

2
t1/3[1+t4/3Ψ](G−1)ia∂jΓ̇a

on the right-hand side of (5.9b); these products appear when ∂t falls on the
˙̂
K factors in the term (G−1)abGij ˙̂

Ki
a

˙̂
Kj

b from the right-hand side of (5.12a)
and (5.9b) is used for substitution.

The final cancellation we discuss is the one mentioned in Remark 10. The
cancellation is connected to the next-to-last term on the right-hand side of
(5.9b). This term enters into the right-hand side of (5.13) when ∂t falls on

the
˙̂
K factors in the term (G−1)abGij ˙̂

Ki
a

˙̂
Kj

b from the right-hand side of
(5.12a) and (5.9b) is used for substitution. The resulting product is of the

form 2
3
t1/3A(G−1)abGijIia

˙̂
Kj

b. Thanks to equation (5.11), this term vanishes.

5.3 The fluid equations of variation and the fluid energy currents

In this section, we extend the discussion of the previous section to apply to
the fluid variables.

The next definition captures the essential structure of the commuted fluid
equations (D.12a)-(D.12b).

Definition 11 (The fluid equations of variation)
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We define the fluid equations of variation to be the following system of
equations:

∂t
˙̂
P + 2t1/3[1 + t4/3Ψ][1 + t4/3GabUaU b]

1/2[P̂ + 1

3
]∂cU̇ c (5.15a)

− 2t5/3
[1 + t4/3Ψ][P̂ + 1

3
]

[1 + t4/3GabUaU b]
1/2
GefU

eU c∂cU̇
f

= −2

3
t1/3Ψ̇ + Ṗ,

∂tU̇
j − t1/3[1 + t4/3Ψ][1 + t4/3GabUaU b]

1/2
U j∂cU̇

c (5.15b)

+ t5/3
[1 + t4/3Ψ]

[1 + t4/3GabUaU b]
1/2
GefU

jUeU c∂cU̇
f

+ t1/3
[1 + t4/3Ψ]U c∂cU̇ j

[1 + t4/3GabUaU b]
1/2

+ t−1
[1 + t4/3Ψ] {(G−1)jc + t4/3U jU c}∂c ˙̂

P

2[1 + t4/3GabUaU b]
1/2[P̂ + 1

3
]

= −t−1/3(G−1)jaΘ̇a + U̇j .

We now introduce our fluid energy currents J̇µ
(Fluid)

[⋅, ⋅]. These are the

fluid analogs of the metric energy currents from Def. 10. Roughly speaking,
these currents exist because the Euler equations are hyperbolic and derivable
from a Lagrangian. The energy current framework in the context of relativistic
fluid mechanics was first introduced by Christodoulou in [17] and [18]. This
framework has been applied by the second author in various contexts connected
to relativistic fluid mechanics; see [77–80,82].

Definition 12 (Fluid energy current) To given fluid variations ( ˙̂
P, U̇1, U̇2, U̇3),

we associate the following spacetime vectorfield, which we refer to as a fluid
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energy current (where j = 1,2,3):

J̇0
(Fluid)[(

˙̂
P, U̇), ( ˙̂

P, U̇)] (5.16a)

∶= 1

2
˙̂
P 2 + 2t4/3

[P̂ + 1
3
]

[1 + t4/3GabUaU b]
GefU

eU̇f
˙̂
P

+ 2[P̂ + 1

3
]
2 ⎧⎪⎪⎨⎪⎪⎩
t4/3Gef U̇

eU̇f −
[t4/3GefUeU̇f ]

2

[1 + t4/3GabUaU b]

⎫⎪⎪⎬⎪⎪⎭
,

J̇j
(Fluid)

[( ˙̂
P, U̇), ( ˙̂

P, U̇)] (5.16b)

∶= t1/3
[1 + t4/3Ψ]U j

2[1 + t4/3GabUaU b]
1/2

˙̂
P 2

+ 2t1/3
[1 + t4/3Ψ][P̂ + 1

3
]

[1 + t4/3GabUaU b]
1/2
U̇ j

˙̂
P

+ 2t1/3
[1 + t4/3Ψ][P̂ + 1

3
]
2

U j

[1 + t4/3GabUaU b]
1/2

⎧⎪⎪⎨⎪⎪⎩
t4/3Gef U̇

eU̇f −
[t4/3GefUeU̇f ]

2

[1 + t4/3GabUaU b]

⎫⎪⎪⎬⎪⎪⎭
.

We note that J̇0
(Fluid)[⋅, ⋅] can be viewed as a positive definite quadratic form

in ( ˙̂
P, U̇) (this is clearly the case whenever ∣U ∣G is sufficiently small, but it is

also true when ∣U ∣G is large - see e.g. the discussion in [18]). This property
will result in coercive fluid energies (see Lemma 4).

The next lemma shows that for solutions to the fluid equations of varia-

tion, the divergence of J̇µ
(Fluid)

[( ˙̂
P, U̇), ( ˙̂

P, U̇)] can be expressed in terms of

quantities that do not depend on the derivatives of the variations ( ˙̂
P, U̇). The

lemma is the fluid analog of Lemma 2, and equation (5.17) from the lemma is
analogous to [18, Equation (1.41)].

Lemma 3 (Differential identity for the fluid energy current) For a so-

lution ( ˙̂
P, U̇1, U̇2, U̇3) of (5.15a)-(5.15b), the spacetime coordinate divergence
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of J̇(Fluid)[(
˙̂
P, U̇), ( ˙̂

P, U̇)] can be expressed as follows:

∂µ (J̇µ
(Fluid)

[( ˙̂
P, U̇), ( ˙̂

P, U̇)]) (5.17)

= −2

3
t1/3

˙̂
PΨ̇

− 4t[P̂ + 1

3
]
2

U̇aΘ̇a

+ 8

3
t1/3[P̂ + 1

3
]
2

GabU̇
aU̇ b

− 4t1/3[1 + t4/3Ψ][P̂ + 1

3
]
2

GiaK̂
a
jU̇

iU̇ j

+ ˙̂
P Ṗ + 4t4/3[P̂ + 1

3
]
2

GabU̇
aU̇b

+ 2t4/3
[P̂ + 1

3
]

[1 + t4/3GabUaU b]
˙̂
PGefU

eU̇f

+ 2t4/3
[P̂ + 1

3
]

[1 + t4/3GabUaU b]
GefU

eU̇f Ṗ

− 4t8/3
[P̂ + 1

3
]
2

[1 + t4/3GabUaU b]
GefU

eU̇fGijU
iU̇j

+
3

∑
l=1

△
J̇(Fluid);(Junk)l [(

˙̂
P,U̇),(

˙̂
P,U̇)]

,

where the error terms △
J̇(Fluid);(Junk)l [(

˙̂
P,U̇),(

˙̂
P,U̇)]

are

△
J̇(Fluid);(Junk)1 [(

˙̂
P,U̇),(

˙̂
P,U̇)]

(5.18a)

∶= 2

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

∂t

⎛
⎜⎜
⎝
t4/3

[P̂ + 1
3
]

[1 + t4/3GabUaU b]
GefU

e
⎞
⎟⎟
⎠

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

U̇f
˙̂
P

+ 2t4/3{∂t([P̂ + 1

3
]
2

)}Gef U̇eU̇f

− 2t8/3{∂t([P̂ + 1

3
]
2

)}
⎧⎪⎪⎨⎪⎪⎩

[GefUeU̇f ]
2

[1 + t4/3GabUaU b]

⎫⎪⎪⎬⎪⎪⎭

− 4t4/3[P̂ + 1

3
]
2 ⎧⎪⎪⎨⎪⎪⎩

[GcdU cU̇d][∂t(t4/3GefUe)]U̇f

[1 + t4/3GabUaU b]

⎫⎪⎪⎬⎪⎪⎭

+ 2t8/3[P̂ + 1

3
]
2 ⎧⎪⎪⎨⎪⎪⎩

[GcdU cU̇d]
2

[1 + t4/3GabUaU b]
2
∂t[t4/3GefUeUf ]

⎫⎪⎪⎬⎪⎪⎭
,
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△
J̇(Fluid);(Junk)2 [(

˙̂
P,U̇),(

˙̂
P,U̇)]

(5.18b)

∶= t1/3
⎧⎪⎪⎪⎨⎪⎪⎪⎩
∂j

⎛
⎜
⎝

[1 + t4/3Ψ]U j

2[1 + t4/3GabUaU b]
1/2

⎞
⎟
⎠

⎫⎪⎪⎪⎬⎪⎪⎪⎭

˙̂
P 2

+ 2t1/3

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

∂j

⎛
⎜⎜
⎝

[1 + t4/3Ψ][P̂ + 1
3
]

[1 + t4/3GabUaU b]
1/2

⎞
⎟⎟
⎠

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

U̇ j
˙̂
P

+ 2t5/3

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

∂j

⎛
⎜⎜
⎝

[1 + t4/3Ψ][P̂ + 1
3
]
2

U j

[1 + t4/3GabUaU b]
1/2

⎞
⎟⎟
⎠

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

⎧⎪⎪⎨⎪⎪⎩
Gef U̇

eU̇f −
t4/3[GefUeU̇f ]

2

[1 + t4/3GabUaU b]

⎫⎪⎪⎬⎪⎪⎭

+ 2t5/3
[1 + t4/3Ψ][P̂ + 1

3
]
2

U j

[1 + t4/3GabUaU b]
1/2

(∂jGef)U̇eU̇f

− 4t3
[1 + t4/3Ψ][P̂ + 1

3
]
2

U j

[1 + t4/3GabUaU b]
1/2

⎧⎪⎪⎨⎪⎪⎩

[GcdU cU̇d][∂j(GefUe)]U̇f

[1 + t4/3GabUaU b]

⎫⎪⎪⎬⎪⎪⎭

+ 2t13/3
[1 + t4/3Ψ][P̂ + 1

3
]
2

U j

[1 + t4/3GabUaU b]
1/2

⎧⎪⎪⎨⎪⎪⎩

[GcdU cU̇d]
2

[1 + t4/3GabUaU b]
2
∂j[GefUeUf ]

⎫⎪⎪⎬⎪⎪⎭
,

△
J̇(Fluid);(Junk)3 [(

˙̂
P,U̇),(

˙̂
P,U̇)]

(5.18c)

∶= 4

3
t5/3Ψ[P̂ + 1

3
]
2

GabU̇
aU̇ b − 4

3
t5/3

[P̂ + 1
3
]

[1 + t4/3GabUaU b]
GefU

eU̇f Ψ̇

− 2t
[P̂ + 1

3
]

[1 + t4/3GabUaU b]
˙̂
PU cΘ̇c + 4t7/3

[P̂ + 1
3
]
2

[1 + t4/3GabUaU b]
GefU

eU̇fU cΘ̇c.

Proof The error term △
J̇(Fluid);(Junk)1 [(

˙̂
P,U̇),(

˙̂
P,U̇)]

contains almost all of the

terms that are generated when ∂t hits the coefficients of the variations in
(5.16a). Three exceptional terms of this type are singled out and are not in-
cluded in △

J̇(Fluid);(Junk)1 [(
˙̂
P,U̇),(

˙̂
P,U̇)]

. The first exceptional term arises when

∂t falls on the t4/3 factor in the product 2[P̂ + 1
3
]
2

t4/3Gef U̇
eU̇f from (5.16a).

This generates the 8
3
t1/3[P̂ + 1

3
]
2

GabU̇
aU̇ b term on the right-hand side of

(5.17). The second and third exceptional terms arise when ∂t falls on the

Gef factor in the product 2[P̂ + 1
3
]
2

t4/3Gef U̇
eU̇f from (5.16a). We use equa-

tion (4.6a) to substitute for ∂tGef and place one of the resulting two terms,

namely −4t1/3[1+t4/3Ψ][P̂ + 1
3
]
2

GiaK̂
a
jU̇

iU̇ j , on the right-hand side of (5.17).
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The other resulting term 4
3
t5/3Ψ[P̂ + 1

3
]
2

GabU̇
aU̇ b is placed on the right-hand

side of (5.18c) as part of △
J̇(Fluid);(Junk)3 [(

˙̂
P,U̇),(

˙̂
P,U̇)]

.

The error term △
J̇(Fluid);(Junk)2 [(

˙̂
P,U̇),(

˙̂
P,U̇)]

contains precisely the terms that

are generated when ∂j hits the coefficients of the variations in (5.16b).
The remaining terms on the right-hand sides of (5.17) and (5.18c) are gen-

erated when the spacetime derivatives ∂t and ∂j fall on ( ˙̂
P, U̇). More precisely,

we use the equations of variation (5.15a)-(5.15b) to replace the derivatives of

( ˙̂
P, U̇) with the terms on the right-hand side of (5.15a)-(5.15b); we omit the

tedious calculations that correspond to this replacement.

6 Bootstrap Assumptions, Energy Definitions, and Energy
Coerciveness

In this section, we state our bootstrap assumptions for the solution norms.
We also define the metric and fluid energies and provide a simple lemma that
reveals their coerciveness properties.

6.1 Bootstrap assumptions

Recall that our solution norms are defined in (5.5a)-(5.5c). Our proof of stable
singularity formation is based on the following bootstrap assumptions, which
we assume on a time interval t ∈ (T,1] ∶

H(Frame−Total);N(t) ≤ εt−σ, t ∈ (T,1], (6.1a)

C(Frame−Kinetic);N−3(t) ≤ 1, t ∈ (T,1], (6.1b)

C(Frame−Potential);N−4(t) ≤ t−σ, t ∈ (T,1]. (6.1c)

Above, ε and σ are small positive constants whose smallness will be adjusted
throughout the course of our analysis.

6.2 Definitions of the energies

The main idea of our proof of stable singularity formation is to derive strict
improvements of the bootstrap assumptions (6.1a)-(6.1c) under near-FLRW
assumptions on the data (given at t = 1). In order to derive these improve-
ments, we will apply integration by parts along the hypersurfaces Σt to the
∂I⃗−commuted equations, which are specific instances of the equations of vari-
ation. Equivalently, we will apply the divergence theorem using the energy
currents introduced in the previous section. The energies are the coercive geo-
metric quantities that will naturally emerge from the integration by parts iden-
tities. In this section, we define the energies. In Section 12, we will connect the
energies to the norms H(Frame−Total);M(t) and the quantities∑1≤∣I⃗ ∣≤M ∥∣∂I⃗G∣G∥2L2+
∥∣∂I⃗G

−1∣G∥2L2 .
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Definition 13 (Metric and fluid energies) Let (K̂i
j ,γ

i
j k)

1≤i,j,k≤3
be the

array of renormalized metric variables, and let (P̂ , U i)
1≤i≤3

be the array of

renormalized fluid variables. We define the metric energies E(Metric);M(t) ≥ 0
and the fluid energies E(Fluid);M(t) ≥ 0 by

E 2
(Metric);M(t) ∶= ∑

∣I⃗ ∣≤M

∫
Στ

J̇0
(Metric)[∂I⃗(K̂,γ), ∂I⃗(K̂,γ)]dx, (6.2a)

E 2
(Fluid);M(t) ∶= ∑

∣I⃗ ∣≤M

∫
Στ

J̇0
(Fluid)[∂I⃗(P̂ , U), ∂I⃗(P̂ , U)]dx, (6.2b)

where J̇0
(Metric)[∂I⃗(K̂,γ), ∂I⃗(K̂,γ)] and J̇0

(Fluid)[∂I⃗(P̂ , U), ∂I⃗(P̂ , U)] are de-

fined in (5.12a) and (5.16a).

Remark 12 Note that the energies E 2
(Metric);M(t) do not directly control the

quantities ∑1≤∣I⃗ ∣≤M ∥∣∂I⃗G∣G∥2L2 + ∥∣∂I⃗G
−1∣G∥2L2 . We will derive separate esti-

mates to control these latter quantities (see Prop. 13).

6.3 Coerciveness of the energies

For the background FLRW solution, we have E(Metric);M(t) ≡ 0 and E(Fluid);M(t) ≡
0. In the next lemma, we explicitly quantify the coercive nature of the energies
in terms of the ∥ ⋅ ∥HM

G
norms of the solution variables (which are defined in

Def. 5).

Lemma 4 (Coerciveness of the metric and fluid energies) Assume that

∥P̂ ∥
C0 ≤ ε, t2/3 ∥U∥C0

G
≤ ε. (6.3)

There exists a constant ε0 > 0 such that if ε ≤ ε0, then the following coer-
civeness estimates hold:

E(Metric);M ≈ ∥K̂∥
HM
G

+ t2/3∥γ∥HM
G
, (6.4a)

E(Fluid);M ≈ ∥P̂ ∥
HM

+ t2/3∥U∥HM
G
. (6.4b)

Remark 13 In Prop. 6, we show that the hypotheses of Lemma 4 hold for
near-FLRW solutions.

Proof Lemma 4 is a straightforward consequence of Def. 13, the expressions
(5.12a) and (5.16a) for J̇0

(Metric)[∂I⃗(K̂,γ), ∂I⃗(K̂,γ)] and J̇0
(Fluid)[∂I⃗(P̂ , U), ∂I⃗(P̂ , U)],

and the G−Cauchy-Schwarz inequality.
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7 Strong Estimates for the Lower-Order Derivatives

In this section, we use the bootstrap assumptions of Sect. 6 to derive strong
estimates for the CMG norms of the lower-order derivatives of the renormal-
ized solution variables. The strong estimates provide additional information
beyond that provided by the bootstrap assumptions and Sobolev embedding.
This additional information plays an essential role in the proof of our main sta-
ble singularity formation theorem. Our derivation of the strong estimates relies
on the special structure of the equations verified by the renormalized variables.
In particular, we exhibit and exploit an effective partial dynamical decoupling
of various renormalized solution variables. As an intermediate step, we derive
estimates for the components of the renormalized solution variables relative to
the transported spatial coordinate frame. Interestingly, in some cases, we are
able to prove better estimates for the CMFrame norms than we are able to prove
for the more invariant CMG norms (compare the estimates (7.2b) and (7.2c) in
the cases 1 ≤M ≤ N −3). Roughly speaking, we derive the strong estimates by
treating the evolution equations verified by the components of the lower-order
derivatives as ODEs with source terms that have a favorable t−weighted struc-
ture. The sources depend on higher-order derivatives and hence our estimates
incur some loss in derivatives. We collect together these estimates in Prop. 6.
We stress that the order in which we derive the strong estimates in the proof
of the proposition is important.

Proposition 6 (Strong estimates for the lower-order derivatives) As-
sume that on the spacetime slab (T,1]×T3, the renormalized variables of Def. 1
verify the constraint equations (4.1a)-(4.1c), the lapse equations (4.4a)-(4.4b),
and the evolution equations (4.6a)-(4.6b), (4.7a)-(4.7b), and (4.8a)-(4.8b). As-
sume that for some integer N ≥ 8, the bootstrap assumptions (6.1a)-(6.1c) hold
for t ∈ (T,1]. Assume further that the initial renormalized metric verifies the
near-Euclidean condition ∥G −E∥C0

Frame
(1) ≤ ε. Then there exist a small con-

stant σN > 0 and an integer ZN > 0 depending on N but not depending on
the other constants such that if ε ≤ σ ≤ σN , then the following estimates
also hold on (T,1] for the renormalized metric G, its inverse G−1, and their
derivatives:

∥∂t[G −E]∥
CM
Frame

≲ εt−1∥G −E∥CM
Frame

+ εt−1, (M ≤ N − 3),
(7.1a)

∥∂t[G−1 −E−1]∥
CM
Frame

≲ εt−1 ∥G−1 −E−1∥
CM
Frame

+ εt−1, (M ≤ N − 3),
(7.1b)

∥G −E∥CM
Frame

+ ∥G −E∥CM
G
≲ εt−cε, (M ≤ N − 3), (7.1c)

∥G−1 −E−1∥CM
Frame

+ ∥G−1 −E−1∥CM
G
≲ εt−cε, (M ≤ N − 3). (7.1d)

Above, Eij = diag(1,1,1) denotes the standard Euclidean metric on T3, and
the norms ∥ ⋅ ∥CM

Frame
and ∥ ⋅ ∥CM

G
are defined in Def. 5.
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The following estimates also hold on (T,1] for the renormalized trace-free
second fundamental form K̂ and its derivatives:

∥∂tK̂∥
CM
Frame

≲ εt−1/3−ZNσ, (M ≤ N − 3), (7.2a)

∥K̂∥
CM
Frame

≲ ε, (M ≤ N − 3), (7.2b)

∥K̂∥
CM
G

≲ { ε, (M = 0),
εt−cε, (1 ≤M ≤ N − 3). (7.2c)

The following estimates also hold on (T,1] for γ and its derivatives:

∥∂tγ∥CM
Frame

≲ εt−1∥γ∥CM
Frame

+ εt−1, (M ≤ N − 4), (7.3a)

∥γ∥CM
Frame

+ ∥γ∥CM
G
≲ εt−cε, (M ≤ N − 4). (7.3b)

The following estimates also hold on (T,1] for the renormalized pressure
P̂ and its derivatives:

∥∂tP̂ ∥
CM

≲ εt−1/3−ZNσ, (M ≤ N − 3), (7.4a)

∥P̂ ∥
CM

≲ ε, (M ≤ N − 3). (7.4b)

The following estimates also hold on (T,1] for the renormalized velocity U
and its derivatives:

∥∂tU∥CM
Frame

≲ εt−1∥U∥CM
Frame

+ εt−1−cε, (M ≤ N − 4), (7.5a)

∥U∥CM
Frame

+ ∥U∥CM
G
≲
√
εt−c

√
ε, (M ≤ N − 4). (7.5b)

The following estimates also hold on (T,1] for the renormalized lapse Ψ ,
the renormalized lapse gradient Θ, and their derivatives:

∥Ψ∥CM ≲ εt−c
√
ε, (M ≤ N − 5), (7.6a)

∥Θ∥CM
Frame

+ ∥Θ∥CM
G
≲ εt2/3−c

√
ε, (M ≤ N − 6), (7.6b)

∥∂tΨ∥C0 ≲ εt−1−c
√
ε. (7.7)

Proof We first discuss the top level strategy. Recall that the norms ∥ ⋅ ∥CM
Frame

are defined in Def. 5. To prove the desired estimates, we will have to bound
quantities that are schematically of the form

∥F (t; tA1v1, t
A2v2,⋯, tAlvl)

l

∏
a=1

(∂I⃗ava)∥
C0
Frame

, (7.8)

where for 1 ≤ a ≤ l,

va ∈ {G, (G−1), K̂,γ, P̂ , U,Ψ,Θ} (7.9)
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is a renormalized solution tensor, the Aa are positive constants, and F is a
smooth scalar-valued function of its arguments that, by virtue of the bootstrap
assumptions, will verify

∥F (t; tA1v1, t
A2v2,⋯, tAlvl)∥C0 ≲ 1. (7.10)

For the multi-indices I⃗ under consideration, the bootstrap assumptions (6.1a)-
(6.1c) allow us to estimate the quantity (7.8) using the following strategy:

– If ∣I⃗a∣ is small, then at worst we have ∥∂I⃗ava∥C0
Frame

≲ t−σ.

– If ∣I⃗a∣ is large (but still within the range we are considering in this proof),
then at worst we have ∥∂I⃗ava∥C0

Frame
≲ εt−2/3−σ. To derive this estimate,

we used Sobolev embedding and the norm bootstrap assumption (6.1a).
More precisely, we will often make use of the Sobolev embedding result
HM+2
Frame(T3)↪ CMFrame(T3) without explicitly mentioning it.

– The integer N has been chosen to be large enough so that in any product,
there is only one term with a “large” index.

Consequently, following this strategy, we deduce the following crude bound:

∥F (tA1v1, t
A2v2,⋯, tAlvl)

l

∏
a=1

(∂I⃗ava)∥
C0
Frame

≲
l

∏
a=1

∥∂I⃗ava∥C0
Frame

≲ εt−2/3−Zσ,

(7.11)

where

Z ≤ l (7.12)

is a non-negative integer (which we view as a constant that is free to vary from
line to line) that counts the number of factors in the product ∏la=1(∂I⃗ava) that
contribute a t−σ factor. Clearly Z is independent of ε and σ.

For the majority of the quadratic and higher-order terms that we will
encounter, the estimate (7.11) will suffice for our purposes. However, when we
are deriving the strong estimates for G, G−1, γ, U , Ψ , and Θ, some of the
quadratic terms will not be bounded with the crude estimate (7.11) but will
instead be bounded using the already-established strong estimates for other
quantities. That is, we will derive the strong estimates in a particular order,
and the order is essential. Some of the linear terms that we will encounter can
also be treated with the crude estimate (7.11), while other linear terms will
require special care.

We begin the detailed proof of the proposition by noting that the crude
estimate (7.11) implies the following bounds for the junk terms appearing on
the right-hand side of equations (D.6a)-(D.6b), (D.8a)-(D.8b), and (D.12a)-
(D.12b):

∥(I⃗);(Junk)G∥
CN−3
Frame

+ ∥
(I⃗);(Junk)

G̃∥
CN−3
Frame

+ ∥(I⃗);(Junk)g∥
CN−3
Frame

(7.13)

+ ∥(I⃗);(Junk)K∥
CN−3
Frame

+ ∥(I⃗);(Junk)P∥
CN−3

+ ∥(I⃗);(Junk)U∥
CN−3
Frame

≲ εt−2/3−Zσ.
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Proof of (7.2a), (7.2b), (7.2c) in the case M = 0 only, (7.4a), and (7.4b): To
derive (7.2a), we let ∣I⃗ ∣ ≤M ≤ N −3 be a multi-index. We have to estimate the
terms on the right-hand side of the evolution equation (D.8b) for ∂I⃗K̂

i
j . The

term (I⃗);(Junk)Kij has already been suitably bounded in (7.13). The remaining
terms, some of which are linear, can be bounded in a similar fashion with the
help of the bootstrap assumptions (6.1a)-(6.1c) (see equation (D.10) for the

definition of (I⃗)Γa):

t1/3 ∥[1 + t4/3Ψ](G−1)ef∂e∂I⃗γ
i
f j∥C0 + t1/3 ∥[1 + t4/3Ψ](G−1)ia∂a(I⃗)Γj∥

C0

(7.14)

+ t1/3 ∥[1 + t4/3Ψ](G−1)ia∂j(I⃗)Γa∥
C0

+ t ∥(G−1)ia∂a∂I⃗Θj∥C0

+ t1/3 ∥∂I⃗ΨI
i
j∥C0 ≲ εt−1/3−Zσ.

The one term that requires some special attention is the next-to-last term on
the left-hand side of (7.14). The bootstrap assumptions and Sobolev embed-
ding imply that ∥(G−1)ia∂a∂I⃗Θj∥C0 ≲ t−σ ∥Θ∥HN

Frame
≲ εt−4/3−2σ. Hence, we

truly need the factor t that multiplies this term in order to reach the desired
conclusion. We have thus shown (7.2a).

Inequality (7.2b) follows from integrating (7.2a) in time when M ≤ N − 3 ∶

∥K̂∥
CM
Frame

(t) ≲ ∥K̂∥
CM
Frame

(1) + ε∫
1

s=t
s−1/3−Zσ ds ≲ ε, (7.15)

where we used the small-data estimate ∥K̂∥
CN−3
Frame

(1) ≤ Cε, and we have as-

sumed that σ is small enough for t−1/3−Zσ to be integrable over the interval
t ∈ (0,1].

To derive (7.2c) in the case M = 0, we use the symmetry property kij = kji
to deduce

∣K̂ ∣
2

G
∶= (G−1)abGijK̂i

aK̂
j
b = ∣K̂a

b∣ ∣K̂b
a∣ ≲ ∥K̂∥

2

C0
Frame

. (7.16)

The desired estimate (7.2c) then follows from (7.16) and (7.2b).
Inequalities (7.4a) and (7.4b) can be derived in a similar fashion with the

help of the evolution equation (D.12a) for ∂I⃗P ; we omit the details.

Proof of (7.1a)-(7.1d) and (7.2c) in the cases 1 ≤ M ≤ N − 3: To derive
(7.1a), we let ∣I⃗ ∣ ≤M ≤ N − 3 be a multi-index. We then use equation (D.6a)
to derive an evolution equation of the form ∂t∂I⃗[Gij − Eij] = ⋯. Next, we
use the bootstrap assumptions (6.1a)-(6.1c) and the strong estimate (7.2b) to
bound the right-hand side of the evolution equation in the norm C0

Frame, which
easily leads to the desired estimate (7.1a). Inequality (7.1b) can be derived in
a similar fashion with the help of the evolution equation (D.6b). We stress that
for our upcoming estimates, it is essential that the coefficient of ∥G −E∥CM

Frame

on the right-hand side of (7.1a) is precisely εt−1, and not a worse power of t.
The same remark applies to inequalities (7.1b), (7.3a), and (7.5a).
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To derive the estimate for ∥G −E∥CM
Frame

in (7.1c), we integrate (7.1a) in

time and use the small-data estimate ∥G −E∥CN−3
Frame

(1) ≤ Cε to deduce the

following inequality, which is valid for M ≤ N − 3 ∶

∥G −E∥CM
Frame

(t) ≤ ∥G −E∥CM
Frame

(1) (7.17)

+Cε∫
1

s=t
s−1 ds + cε∫

1

s=t
s−1 ∥G −E∥CM

Frame
(s)ds

≤ Cε(1 + ∣ ln t∣) + cε∫
1

s=t
s−1 ∥G −E∥CM

Frame
(s)ds.

Applying Gronwall’s inequality to (7.17), we deduce that

∥G −E∥CM
Frame

(t) ≤ Cε(1 + ∣ ln t∣)t−cε. (7.18)

We have thus bounded ∥G −E∥CM
Frame

by the right-hand side of (7.1c) as

desired. Similarly, ∥G−1 −E−1∥
CM
Frame

can be bounded by the right-hand side

of (7.1d) with the help of inequality (7.1b). Finally, from the definition (5.3d)
of the norm ∥ ⋅ ∥CM

G
, we deduce that

∥G −E∥CM
G
≲ ∥G−1∥

C0
Frame

∥G −E∥CM
Frame

, (7.19)

∥G−1 −E−1∥
CM
G

≲ ∥G∥C0
Frame

∥G−1 −E−1∥
CM
Frame

. (7.20)

Therefore, ∥G −E∥CM
G

and ∥G−1 −E−1∥
CM
G

can each be bounded by Cε(1 +
∣ ln t∣)t−cε by using the already-established bounds for ∥G −E∥CM

Frame
and ∥G−1 −E−1∥

CM
Frame

.

Similarly, the estimate (7.2c) in the cases 1 ≤ M ≤ N − 3 follows from
the estimate (7.2b) and the already-established bounds (7.1c) and (7.1d) for
∥G −E∥C0

Frame
and ∥G−1 −E−1∥

C0
Frame

.

Proof of (7.3a)-(7.3b): To derive (7.3a), we let ∣I⃗ ∣ ≤ M ≤ N − 4 be a multi-
index. We will use the bootstrap assumptions (6.1a)-(6.1c) and the strong
estimate (7.2b) to estimate the terms appearing on the right-hand side of the
evolution equation (D.8a) for ∂I⃗γ

b
e i. The first two terms on the right-hand

side of (D.8a) are bounded by

t−1 ∣[1 + t4/3Ψ]∂e∂I⃗K̂
b
i∣ ≲ εt−1, (7.21)

t−1/3 ∣∂I⃗ΘeI
b
i∣ ≲ εt−1/3−σ. (7.22)

Note in particular that in deriving (7.22), we used the assumption ∣I⃗ ∣ ≤ N−4 in
order to bound ∣∂I⃗Θe∣ ≲ ∥Θ∥HN−2

Frame
≲ εt−σ. Using similar reasoning, we bound

the t−1
(I⃗);(Border)

g b
e i term on the right-hand side of (D.8a) by

t−1 ∣
(I⃗);(Border)

g b
e i∣ ≲ εt−1∥γ∥CMFrame + εt

−1/3−σ. (7.23)
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The term
(I⃗);(Junk)

g b
e i on the right-hand side of (D.8a) has been already been

suitably bounded in (7.13). Combining these estimates, we have thus shown
(7.3a).

Inequality (7.3b) for ∥γ∥CM
Frame

(when M ≤ N − 4) then follows from inte-

grating (7.3a) in time, using the small-data estimate ∥γ∥CN−4
Frame

(1) ≤ Cε, and

applying Gronwall’s inequality (as in our proof of (7.1c)).
To obtain the desired bound for ∥γ∥CM

G
, we first use the definition (5.3d)

of the norm ∥ ⋅ ∥CM
G

to deduce

∥γ∥CM
G
≲ ∥G−1∥C0

Frame
∥G∥1/2

C0
Frame

∥γ∥CM
Frame

. (7.24)

The desired bound for ∥γ∥CM
G

in (7.3b) then follows from (7.24), the already-

established bound for ∥γ∥CM
Frame

, and the strong estimates (7.1c) and (7.1d)

for ∥G −E∥C0
Frame

and ∥G−1 −E−1∥C0
Frame

.

Proof of (7.5a)-(7.5b): Let ∣I⃗ ∣ ≤ M ≤ N − 4 be a multi-index. To deduce
the estimate (7.5a), we have to estimate the terms in the evolution equation

(D.12b) for ∂I⃗U
j . The (I⃗);(Junk)Uj term on the right-hand side of equation

(D.12b) was suitably bounded in (7.13). Using the bootstrap assumptions
(6.1a)-(6.1c), we bound the term −t−1/3(G−1)ja∂I⃗Θa on the right-hand side
by

t−1/3 ∣(G−1)ja∂I⃗Θa∣ ≲ εt
−1/3−2σ. (7.25)

To estimate the term t−1(I⃗);(Border)Uj on the right-hand side of (D.12b), we
use the bootstrap assumptions (6.1a)-(6.1c) and the strong estimates (7.1c),
(7.1d), (7.2b), (7.3b), and (7.4b) to deduce

t−1 ∣(I⃗);(Border)Uj ∣ ≲ εt−1∥U∥CM
Frame

+ ε2t−1−cε, (7.26)

which is clearly bounded by the right-hand side of (7.5a).
We similarly estimate the last four terms on the left-hand side of (D.12b),

thus arriving at the following inequalities:

t1/3 ∣[1 + t4/3Ψ][1 + t4/3GabUaU b]
1/2
U j∂c∂I⃗U

c∣ ≲ ε2t−1/3−Zσ, (7.27)

t5/3
RRRRRRRRRRRRR

[1 + t4/3Ψ]

[1 + t4/3GabUaU b]
1/2
GcfU

cU jUe∂e∂I⃗U
f

RRRRRRRRRRRRR
≲ ε2t1−Zσ, (7.28)

t1/3
RRRRRRRRRRRRR

[1 + t4/3Ψ]U c∂c∂I⃗U
j

[1 + t4/3GabUaU b]
1/2

RRRRRRRRRRRRR
≲ ε2t−1/3−Zσ, (7.29)

t−1
RRRRRRRRRRRRR

[1 + t4/3Ψ] {(G−1)jc + t4/3U jU c}∂c∂I⃗ P̂

2[1 + t4/3GabUaU b]
1/2[P̂ + 1

3
]

RRRRRRRRRRRRR
≲ εt−1−cε. (7.30)
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Note in particular that (7.30) involves a linear term, which yields only a single
power of ε on the right-hand side of (7.30). Combining the above estimates,
we arrive at inequality (7.5a).

To prove (7.5b), we integrate inequality (7.5a) in time, use the trivial esti-

mate s−1−cε ≤ s−1−c
√
ε for s ∈ (0,1], and use the small-data estimate ∥U∥CN−4

Frame
(1) ≤

Cε, thereby arriving at the following inequality, which is valid for M ≤ N − 4 ∶

∥U∥CM
Frame

(t) ≤ ∥U∥CM
Frame

(1) +Cε∫
1

s=t
s−1−c

√
ε ds + cε∫

1

s=t
s−1∥U∥CM

Frame
(s)ds
(7.31)

≤ C
√
εt−1−c

√
ε + cε∫

1

s=t
∥U∥CM

Frame
(s)ds.

Applying Gronwall’s inequality to (7.31), we deduce

∥U∥CM
Frame

≤ C
√
εt−c

√
ε. (7.32)

We have thus bounded the term ∥U∥CM
Frame

on the left-hand side of (7.5b) by

the right-hand side of (7.5b).
To obtain the desired bound for the term ∥U∥CM

G
, we first use the definition

(5.3d) of the norm ∥ ⋅ ∥CM
G

to deduce the inequality

∥U∥CM
G

≤ ∥G∥1/2
C0
Frame

∥U∥CM
Frame

. (7.33)

We then insert the bound (7.5b) for ∥U∥CM
Frame

and the strong estimate (7.1c)

for ∥G−E∥C0
Frame

into (7.33), which yields the desired estimate for ∥U∥CM
G

in

(7.5b).

Proof of (7.6a)-(7.6b) and (7.7): To prove (7.6a), we will apply the maximum
principle to the elliptic PDE (D.3b) verified by ∂I⃗Ψ . To this end, we first bound

the inhomogeneous terms
(I⃗);(Border)

Ñ and
(I⃗);(Junk)

Ñ on the right-hand side
of (D.3b) using only the strong estimates (7.1c), (7.1d), (7.2b), (7.3b), (7.4b),
(7.5b), together with the bootstrap assumptions t2/3∥Ψ∥HN−1 + ∥Θ∥HN−2

Frame
≲

εt−σ. This results in the following bounds for M ≤ N − 5 ∶

∑
∣I⃗ ∣≤M

∥
(I⃗);(Border)

Ñ∥
C0

≲ εt−c
√
ε, (7.34)

∑
∣I⃗ ∣≤M

∥
(I⃗);(Junk)

Ñ∥
C0

≲ εt−σ−c
√
ε. (7.35)

From similar reasoning, it follows that the term f̃ from (4.3b) can be
bounded by

∥f̃∥C0 ≲ ε. (7.36)
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Then by examining equation (D.3b) and applying the maximum principle
for the operator t4/3(G−1)ab∂a∂b, we see that at a maximum point for ∂I⃗Ψ ,

we must have (1 + f̃)∂I⃗Ψ ≤ −
(I⃗);(Border)

Ñ − t2/3
(I⃗);(Junk)

Ñ. Similarly, at a

minimum, we have (1 + f̃)∂I⃗Ψ ≥ −
(I⃗);(Border)

Ñ − t2/3
(I⃗);(Junk)

Ñ. Thus,

∥Ψ∥CM ≲ ∑
∣I⃗ ∣≤M

∥
(I⃗);(Border)

Ñ + t2/3
(I⃗);(Junk)

Ñ∥
C0

. (7.37)

Combining (7.34)-(7.35) and (7.37), we deduce that the following estimate
holds for M ≤ N − 5 ∶

∥Ψ∥CM ≤ εt−c
√
ε. (7.38)

Also taking into account (7.1d) and the fact that Θ = t2/3∂Ψ , we have proved
(7.6a) and (7.6b) for the quantity ∥Θ∥CM

Frame
. To deduce the desired bound for

(7.6b) ∥Θ∥CM
G

, we first use the definition (5.3d) of the norm ∥ ⋅ ∥CM
G

to deduce
the inequality

∥Θ∥CM
G

≤ ∥G−1∥1/2
C0
Frame

∥Θ∥CM
Frame

. (7.39)

We then insert the bound (7.6b) for ∥Θ∥CM
Frame

and the strong estimate (7.1d)

for ∥G−1−E−1∥C0
Frame

into (7.39), which yields the desired estimate for ∥Θ∥CM
G

.

We remark that the restriction M ≤ N−5 comes from the terms in
(I⃗);(Border)

Ñ
that depend on ∣I⃗ ∣+1 derivatives of γ. These terms can be estimated (in part)
using the strong estimate (7.3b) whenever ∣I⃗ ∣ ≤ N − 5.

The proof of (7.7) is similar to the proof of (7.6a), so we only give partial
details. Upon commuting (D.3b) with ∂t, we see that the quantity ∂tΨ veri-
fies an elliptic PDE of the form (D.3b), where the differential operator ∂I⃗ is
replaced with ∂t. The previously proven estimates imply that at the points of
maximum and minimum for ∂tΨ (where ∂tΘi = 2

3
t−1/3∂iΨ), the inhomogeneous

terms in the elliptic PDE can be bounded in C0 by ≲ εt−1−c
√
ε. The desired

estimate (7.7) thus follows in the same way that (7.38) follows from (7.37).

8 Preliminary Sobolev Estimates for the Lapse and the Key
Coercive Quadratic Integral

In this section, we use the strong estimates of Prop. 6 to derive some pre-
liminary Sobolev estimates for the lapse variables Ψ and Θi. The first lemma
and the corresponding corollary provide standard elliptic L2−type bounds for
these variables in terms of the inhomogeneous terms in the PDEs that they
satisfy.

In contrast, the estimates of Prop. 7 are subtle and rely on the special
structure of the Einstein equations in CMC-transported spatial coordinates.
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In Prop. 7, we analyze the spatial integral of the term − 2
3
t1/3

˙̂
PΨ̇ on the right-

hand side of the expression (5.17) for the divergence of the fluid energy current.
This integral will appear in Sect. 9 during our derivation of our main energy
integral inequalities for the fluid. In order to bound this quadratic integral, we

use the lapse + Hamiltonian constraint equation (4.4a) to substitute for
˙̂
P .

After integrating by parts, we will discover that the resulting integral
identity is coercive (with a good sign “towards the past”) in the
lapse variables. This key estimate, which will lead to suitable control for Ψ
and Θi, is one of the main reasons that we are able to prove our main stable
singularity formation theorem. We think of this estimate as “extra control of
the lapse that comes for free from the fluid estimates” because of the special
structure of the equations.

We now derive the first lemma and its corollary.

Lemma 5 (Negative definiteness of the operator L) Assume that the
hypotheses and conclusions of Prop. 6 hold on the spacetime slab (T,1] × T3.
Then there exist a small constant σN > 0 and a large constant C > 0 such that
if ε ≤ σ ≤ σN , then the operator L ∶= t4/3(G−1)ab∂a∂b − (1+f) defined in (4.2a)
is negative definite in the following sense for t ∈ (T,1] ∶

∫
Σt

(∂I⃗Ψ)L∂I⃗Ψ dx ≤ −(1 −Cε)∫
Σt

∣∂I⃗Θ∣2
G
dx − (1 −Cε)∫

Σt
∣∂I⃗Ψ ∣

2

dx. (8.1)

Proof We first integrate by parts in the integral on the left-hand side of (8.1)
to obtain

∫
Σt

(∂I⃗Ψ)L∂I⃗Ψ dx = −t
4/3 ∫

Σt
∣∂I⃗∂Ψ ∣2

G
dx − ∫

Σt
∣∂I⃗Ψ ∣

2

dx (8.2)

− ∫
Σt
f ∣∂I⃗Ψ ∣

2

dx − t4/3 ∫
Σt

{∂a(G−1)ab}(∂I⃗Ψ)(∂b∂I⃗Ψ)dx.

The term f from (4.2b) can be bounded as follows by using (7.1c), (7.2b),
(7.4b), and (7.5b):

∣f ∣ ≤ Cε. (8.3)

From the G−Cauchy-Schwarz inequality and the estimates (7.1d) and (8.3), it
follows that the magnitude of the last three integrals on the right-hand side
of (8.2) can be bounded by

≲ ε ∥∂I⃗Ψ∥2
L2 + εt4/3 ∥∣∂I⃗∂Ψ ∣

G
∥
2

L2

. (8.4)

The desired estimate (8.1) follows from (8.2), (8.4), and the fact that ∂iΨ =
t−2/3Θi.

Corollary 1 (Preliminary bound for the lapse) Assume that the hy-
potheses and conclusions of Prop. 6 hold on the spacetime slab (T,1] ×T3. In
particular, assume that Ψ verifies the lapse equations (4.4a)-(4.4b), and let
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t−4/3(I⃗);(Border)N+ (I⃗);(Junk)N and
(I⃗);(Border)

Ñ+ t2/3
(I⃗);(Junk)

Ñ be the inho-
mogeneous terms from the right-hand sides of the ∂I⃗−commuted lapse equa-
tions (D.3a) and (D.3b). Then there exists a small constant σN > 0 such that
if ε ≤ σ ≤ σN , then the following estimates hold for t ∈ (T,1] ∶

∥∂I⃗Ψ∥
L2 + ∥∣∂I⃗Θ∣

G
∥
L2

+ t2/3 ∥∣∂I⃗∂Θ∣
G
∥
L2

(8.5a)

≲ t−4/3 ∥∂I⃗ P̂ ∥
L2 + t−4/3 ∥

(I⃗);(Border)N∥
L2
+ ∥(I⃗);(Junk)N∥

L2
, (∣I⃗ ∣ ≤ N),

∥∂I⃗Ψ∥
L2 + ∥∣∂I⃗Θ∣

G
∥
L2

≲ ∥
(I⃗);(Border)

Ñ∥
L2

+ t2/3 ∥
(I⃗);(Junk)

Ñ∥
L2

, (∣I⃗ ∣ ≤ N − 1).

(8.5b)

Proof Using equation (D.3a) and Cauchy-Schwarz, we estimate the left-hand
side of (8.1) by

∣∫
Σt

(∂I⃗Ψ)L∂I⃗Ψ dx∣ ≤
1

2
∥∂I⃗Ψ∥2

L2 +Ct−8/3 ∥∂I⃗ P̂ ∥
2

L2 (8.6)

+Ct−8/3 ∥(I⃗);(Border)N∥
2

L2
+C ∥(I⃗);(Junk)N∥

2

L2
.

The desired estimate for the first two terms on the left-hand side of (8.5a)
now follows from (8.1) and (8.6). The estimate (8.5b) follows similarly with
the help of equation (D.3b).

To derive the estimate (8.5a) for ∥∣∂I⃗∂Θ∣
G
∥
L2

, we first use integration by

parts to deduce

∫
Σt

(G−1)ab(G−1)cd(∂a∂c∂I⃗Ψ)(∂b∂d∂I⃗Ψ)dx (8.7)

= ∫
Σt

∣(G−1)ab∂a∂b∂I⃗Ψ ∣
2

dx

+ ∫
Σt

(∂b {(G−1)ab(G−1)cd}) (∂a∂I⃗Ψ)(∂c∂d∂I⃗Ψ)dx

− ∫
Σt

(∂c {(G−1)ab(G−1)cd}) (∂a∂I⃗Ψ)(∂b∂d∂I⃗Ψ)dx.

From (8.7), the estimate (7.1d), and G−Cauchy-Schwarz, it follows that

∫
Σt

(G−1)ab(G−1)cd(∂a∂c∂I⃗Ψ)(∂b∂d∂I⃗Ψ)dx (8.8)

≤ C ∫
Σt

∣(G−1)ab∂a∂b∂I⃗Ψ ∣
2

dx +Cεt−cε ∫
Σt

(G−1)ab(∂a∂I⃗Ψ)(∂b∂I⃗Ψ)dx.

The second integral on the right-hand side of (8.8) has already been suitably
bounded. To deduce the desired estimate for ∂I⃗∂Θ, it remains to estimate the
first integral on the right-hand side of (8.8). To this end, we first use equation
(D.3a) to deduce

t4/3(G−1)ab∂a∂b∂I⃗Ψ = (1 + f)∂I⃗Ψ + 2t−4/3∂I⃗ P̂ + t−4/3(I⃗);(Border)N + (I⃗);(Junk)N.
(8.9)
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We now square both sides of (8.9), integrate over T3, and use (8.3) to deduce

t8/3 ∫
Σt

∣(G−1)ab∂a∂b∂I⃗Ψ ∣
2

dx (8.10)

≤ C ∫
Σt

∣∂I⃗Ψ ∣
2

dx +Ct−8/3 ∫
Σt

∣∂I⃗ P̂ ∣
2

dx

+Ct−8/3 ∫
Σt

∣(I⃗);(Border)N∣
2

dx +C ∫
Σt

∣(I⃗);(Junk)N∣
2

dx.

We now combine (8.8), (8.10) and the previously proven estimates for the first
two terms on the left-hand side of (8.5a) to deduce the desired estimate for

t2/3 ∥∣∂I⃗∂Θ∣
G
∥
L2

= t4/3 ∥∣∂I⃗∂∂Ψ ∣
G
∥
L2

∶

t8/3 ∫
Σt

(G−1)ab(G−1)cd(∂a∂c∂I⃗Ψ)(∂b∂d∂I⃗Ψ)dx (8.11)

≤ Ct−8/3 ∫
Σt

∣∂I⃗ P̂ ∣
2

dx

+Ct−8/3 ∫
Σt

∣(I⃗);(Border)N∣
2

dx +C ∫
Σt

∣(I⃗);(Junk)N∣
2

dx.

We now provide the key proposition that will enable us to control the lapse
variables.

Proposition 7 (The key coercive quadratic integral) Assume that the
hypotheses and conclusions of Prop. 6 hold on the spacetime slab (T,1] × T3.
In particular, assume that the lapse equation (4.4a) (which was derived under
the assumption that the Hamiltonian constraint (4.1a) holds) is verified on the
same slab. Then there exist a small constant σN > 0 and a large constant C > 0
such that if ε ≤ σ ≤ σN and α > 0 is any positive constant, then the following
estimate holds for t ∈ (T,1] ∶

−2t1/3 ∫
Σt

(∂I⃗Ψ)(∂I⃗ P̂ )dx (8.12)

≥ (1 −Cε)t5/3 ∫
Σt

∣∂I⃗Θ∣2
G
dx + (1 −Cε −α)t5/3 ∫

Σt
∣∂I⃗Ψ ∣2 dx

−α−1t−1 ∫
Σt

∣(I⃗);(Border)N∣
2

dx −α−1t5/3 ∫
Σt

∣(I⃗);(Junk)N∣
2

dx.

Proof We multiply the commuted equation (D.3a) by t5/3∂I⃗Ψ and use the
Cauchy-Schwarz inequality for integrals to deduce that

− 2t1/3 ∫
Σt

(∂I⃗Ψ)(∂I⃗ P̂ )dx (8.13)

≥ −t5/3 ∫
Σt

(∂I⃗Ψ)L∂I⃗Ψ dx

−αt5/3 ∫
Σt

∣∂I⃗Ψ ∣2 dx

−α−1t−1 ∫
Σt

∣(I⃗);(Border)N∣
2

dx −α−1t5/3 ∫
Σt

∣(I⃗);(Junk)N∣
2

dx.
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The desired estimate (8.12) now follows easily from (8.13) and inequality (8.1).

Remark 14 The integral on the left-hand side of (8.12) arises in our main
energy identity for the fluid (see the proof of Lemma 7). If we had tried to
crudely bound this integral in absolute value by bounding ∂I⃗ P̂ in terms of
the fluid energy and by using elliptic estimates to bound Ψ in terms of the
metric and fluid energies, then our top order energy estimates would not close.
Hence, we truly need the special structure revealed by Prop. 7. One reason
that the estimates would not close without Prop. 7 is that the first term on
the right-hand side of (8.5a) comes with a large (implicit) constant that would
lead to a damaging top-order energy integral. Another reason is that we need
the positive terms on the right-hand side of (8.12) in order to counter some
other dangerous top-order quadratic integrals (see the proof of Prop. 8).

9 The Fundamental Energy Integral Inequalities

In this section, we derive our fundamental energy integral inequalities for the
near-FLRW solutions. The main ingredients are the divergence identities for
the metric and fluid currents provided in (5.13) and (5.17), the strong estimates
of Prop. 6, and the key estimate proved in Prop. 7, which will provide L2

control of the lapse variables.

9.1 The fundamental energy integral inequalities

We begin by defining a family of energies for the metric + fluid solutions. Our
fundamental energy integral inequality involves a member of this family.

Definition 14 (Total metric + fluid energies) Let M ≥ 0 be an in-
teger, and let E(Metric);M(t) and E(Fluid);M(t) be the metric and fluid en-
ergies defined in (6.2a) and (6.2b). For each real number θ > 0, we define
E(Total);θ;M(t) ≥ 0 by

E 2
(Total);θ;M ∶= θE 2

(Metric);M + E 2
(Fluid);M . (9.1)

Our main goal in this section is show that there exists a real number θ∗ > 0
such that E 2

(Total);θ∗;M
(t) verifies a useful a priori integral inequality. The main

result is contained in the next proposition.

Proposition 8 (The fundamental integral inequality for the total en-
ergies) Assume that the hypotheses and conclusions of Prop. 6 hold on the
spacetime slab (T,1] × T3. Let E(Total);θ;M(t) be the total solution energy de-
fined in Def. 14. Then there exist a small positive constant θ∗ > 0 and a small
constant σN > 0 such that if ε ≤ σ ≤ σN and 0 ≤M ≤ N , then E(Total);θ∗;M(t)
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verifies the following integral inequality for t ∈ (T,1] ∶

E 2
(Total);θ∗;M

(t) + ∫
s=1

s=t
s1/3 ∥γ∥2HM

G
ds + ∫

s=1

s=t
s1/3 ∥U∥2HM

G
ds (9.2)

+ ∫
s=1

s=t
s5/3 ∥Ψ∥2HM ds + ∫

s=1

s=t
s5/3 ∥Θ∥2HM

G
ds

≲ E 2
(Total);θ∗;M

(1)

+ ∫
s=1

s=t
s−1/3 ∥K̂∥

2

HM
G

ds + ∫
s=1

s=t
s−1/3 ∥P̂ ∥

2

HM
ds

+ ∑
∣I⃗ ∣≤M

∫
s=1

s=t
s5/3 ∥(I⃗);(Junk)N∥

2

L2
ds

+ ∑
∣I⃗ ∣≤M

∫
s=1

s=t
s ∥∣(I⃗);(Junk)K∣

G
∥
2

L2
ds + ∑

∣I⃗ ∣≤M

∫
s=1

s=t
s3 ∥∣(I⃗);(Junk)g∣

G
∥
2

L2
ds

+ ∑
∣I⃗ ∣≤M

∫
s=1

s=t
s ∥(I⃗);(Junk)P∥

2

L2
ds

+ ∑
∣I⃗ ∣≤M

∫
s=1

s=t
s3 ∥∣(I⃗);(Junk)M∣

G
∥
2

L2
ds + ∑

∣I⃗ ∣≤M

∫
s=1

s=t
s3 ∥∣

(I⃗);(Junk)
M̃∣

G
∥
2

L2

ds

+ ∑
∣I⃗ ∣≤M

∫
s=1

s=t
s3 ∥∣(I⃗);(Junk)U∣

G
∥
2

L2
ds

+ ε∫
s=1

s=t
s−1 ∥K̂∥

2

HM
G

ds

+ ∑
∣I⃗ ∣≤M

∫
s=1

s=t
s−1 ∥(I⃗);(Border)N∥

2

L2
ds

+ ∑
∣I⃗ ∣≤M

∫
s=1

s=t
s1/3 ∥∣(I⃗);(Border)g∣

G
∥
2

L2
ds

+ ∑
∣I⃗ ∣≤M

∫
s=1

s=t
s1/3 ∥∣(I⃗);(Border)M∣

G
∥
2

L2
ds + ∑

∣I⃗ ∣≤M

∫
s=1

s=t
s1/3 ∥∣

(I⃗);(Border)
M̃∣

G
∥
2

L2

ds

+ ∑
∣I⃗ ∣≤M

∫
s=1

s=t
s1/3 ∥∣(I⃗);(Border)U∣

G
∥
2

L2
ds.

Remark 15 Note that inequality (9.2) involves the norms ∣ ⋅ ∣G. These are the
norms that we can access via integration by parts and hence these norms play
an essential role in our analysis.

The proof of Prop. 8 is located in Sect. 9.2. In the next two sections, we
separately derive preliminary inequalities for the metric and fluid energies; we
will combine these separate estimates in a suitable fashion to deduce (9.2).
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9.1.1 Preliminary metric energy inequalities

Lemma 6 (Preliminary energy inequalities for the metric) Assume
the hypotheses of Prop. 8, and let E(Metric);M(t) be the metric energy defined
in (6.2a). Then there exist a small constant σN > 0 and a large constant C > 0
such that if ε ≤ σ ≤ σN and 0 ≤ M ≤ N , then E(Metric);M(t) verifies the
following integral inequality for t ∈ (T,1] ∶

E 2
(Metric);M(t) + (1

6
−C

√
ε) ∑

∣I⃗ ∣≤M

∫
s=1

s=t
s1/3 ∫

Σs
∣∂I⃗γ∣

2

G
dxds (9.3)

≤ E 2
(Metric);M(1) +C ∑

∣I⃗ ∣≤M

∫
s=1

s=t
s−1/3 ∫

Σs
∣∂I⃗K̂ ∣

2

G
dxds

+Cε ∑
∣I⃗ ∣≤M

∫
s=1

s=t
s−1 ∫

Σs
∣∂I⃗K̂ ∣

2

G
dxds

+C ∑
∣I⃗ ∣≤M

∫
s=1

s=t
s1/3 ∫

Σs
∣∂I⃗U ∣2

G
dxds

+C ∑
∣I⃗ ∣≤M

∫
s=1

s=t
s5/3 ∫

Σs
∣∂I⃗Θ∣2

G
dxds

+C ∑
∣I⃗ ∣≤M

∫
s=1

s=t
s1/3 ∫

Σs
∣(I⃗);(Border)M∣

2

G
dxds

+C ∑
∣I⃗ ∣≤M

∫
s=1

s=t
s3 ∫

Σs
∣(I⃗);(Junk)M∣

2

G
dxds

+C ∑
∣I⃗ ∣≤M

∫
s=1

s=t
s1/3 ∫

Σs
∣
(I⃗);(Border)

M̃∣
2

G
dxds

+C ∑
∣I⃗ ∣≤M

∫
s=1

s=t
s3 ∫

Σs
∣
(I⃗);(Junk)

M̃∣
2

G
dxds

+C ∑
∣I⃗ ∣≤M

∫
s=1

s=t
s1/3 ∫

Σs
∣(I⃗);(Border)g∣

2

G
dxds

+C ∑
∣I⃗ ∣≤M

∫
s=1

s=t
s3 ∫

Σs
∣(I⃗);(Junk)g∣

2

G
dxds

+C ∑
∣I⃗ ∣≤M

∫
s=1

s=t
s∫

Σs
∣(I⃗);(Junk)K∣

2

G
dxds.

Proof By the divergence theorem, we have that

E 2
(Metric);M(t) − E 2

(Metric);M(1) (9.4)

= − ∑
∣I⃗ ∣≤M

∫
1

s=t
∫
Σs
∂µ (J̇µ

(Metric)
[∂I⃗(K̂,γ), ∂I⃗(K̂,γ)]) dxds.
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Our goal therefore is to estimate the right-hand side of (9.4) using the expres-
sion (5.13). The expression (5.13) is valid because the differentiated metric
variables ∂I⃗(K̂,γ) appearing in (9.4) verify the ∂I⃗−commuted metric equa-
tions of Sect. D.3.2, which are specific instances of the metric equations of
variation.

We recall that the variations
˙̂
K etc. are defined in Def. 7. We first discuss

the integrals corresponding to the term 1
3
t1/3(G−1)ab(G−1)efGijγ̇ i

e aγ̇
j
f b on

the right-hand side of (5.13). The corresponding integrals appearing on the
right-hand side of (9.4) are therefore

−1

3
∫

s=1

s=t
s1/3 ∫

Σs
(G−1)ab(G−1)efGij(∂I⃗γ

i
e a)(∂I⃗γ

j
f b)dxds. (9.5)

We then move the integrals (9.5) over to the left-hand side of (9.3). We note
that at this stage in the proof, these integrals are multiplied by a + 1

3
factor

rather than the final + 1
6

factor that appears on the left-hand side of (9.3).

We next discuss the integrals corresponding to the term 1
3
t(G−1)abΘ̇aγ̇ c

b c

on the right-hand side of (5.13). We first note the following simple pointwise
inequality, which is valid for any constant β > 0 ∶

1

3
t ∣(G−1)abΘ̇aγ̇ c

b c∣ ≤
β

3
t1/3∣γ̇∣2G + t5/3

β−1

3
∣Θ̇∣2G. (9.6)

The corresponding integrals are therefore bounded in magnitude by

β

3
∫

s=1

s=t
s1/3 ∫

Σs
∣∂I⃗γ∣

2

G
dxds + β−1

3
∫

s=1

s=t
s5/3 ∫

Σs
∣∂I⃗Θ∣2

G
dxds. (9.7)

If β is small enough, then the first integral in (9.7) can be absorbed into the
left-hand side of (9.3), while the second integral is clearly bounded by the
right-hand side of (9.3). The absorbing reduces the aforementioned + 1

3
factor

(by a small amount if β is small). The spacetime integrals corresponding to
the terms

− 4

3
t1/3U̇aΓ̇a, −t1/3[1 + t4/3Ψ] ˙̃

MaΓ̇a,

− t1/3[1 + t4/3Ψ](G−1)abṀaΓ̇b,
1

2
t4/3(G−1)abGij(G−1)ef ġ i

e aγ̇
j
f b

on the right-hand side of (5.13) can be treated similarly. We recall that the
inhomogeneous terms Ṁ etc. are defined in Def. 8. The Ṁ terms result in the
presence of the inhomogeneous term integrals such as

C ∑
∣I⃗ ∣≤M

∫
s=1

s=t
s1/3 ∫

Σs
∣(I⃗);(Border)M∣

2

G
dxds

on the right-hand side of (9.3). After all of the absorbing, the positive integrals
on the left-hand side of (9.3) appear with their “final” constant factor + 1

6
.
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The same reasoning allows us to bound the spacetime integrals correspond-
ing to the terms

4

3
tU̇aΘ̇a, 2t(G−1)abṀaΘ̇b, 2(G−1)abGijK̇ia

˙̂
Kj

b

appearing on the right-hand side of (5.13), except that we don’t absorb any
of the integrals.

It remains for us to discuss how to bound the integrals corresponding to
the terms △

J̇(Metric);(Border)[(
˙̂
K,γ̇),(

˙̂
K,γ̇)]

and △
J̇(Metric);(Junk)[(

˙̂
K,γ̇),(

˙̂
K,γ̇)]

on the

right-hand side of (5.13). We first discuss the first two terms on the right-
hand side of the expression (5.14a) for △

J̇(Metric);(Border)[(
˙̂
K,γ̇),(

˙̂
K,γ̇)]

. These

two terms can be handled similarly, so we will only carefully analyze the first
term. We use the G−Cauchy-Schwarz inequality and estimates (7.2c) (in the
case M = 0) and (7.6a) to deduce that

2t−1∣[1 + t4/3Ψ](G−1)acGijK̂b
c

˙̂
Ki

a
˙̂
Kj

b∣ ≲ εt
−1∣ ˙̂
K ∣2G. (9.8)

Therefore, the corresponding spacetime integrals are bounded by the integrals

Cε ∑
∣I⃗ ∣≤M

∫
s=1

s=t
s−1 ∫

Σs
∣∂I⃗K̂ ∣

2

G
dxds (9.9)

on the right-hand side of (9.3). Similarly, the integrals corresponding to the
last three terms on the right-hand side of the expression (5.14a) can each be
bounded by

Cε ∑
∣I⃗ ∣≤M

∫
s=1

s=t
s1/3 ∫

Σs
∣∂I⃗γ∣

2

G
dxds. (9.10)

When ε is sufficiently small, these integrals can be absorbed into the positive
integral on the left-hand side of (9.3).

Finally, we discuss how to bound the integrals corresponding to the term
△

J̇(Metric);(Junk)[(
˙̂
K,γ̇),(

˙̂
K,γ̇)]

on the right-hand side of (5.13). These terms all

make negligible contributions to the dynamics. To proceed, we use theG−Cauchy-
Schwarz inequality and the estimates (7.1c), (7.1d), and (7.6a) to deduce that

∣△
J̇(Metric);(Junk)[(

˙̂
K,γ̇),(

˙̂
K,γ̇)]

∣ (9.11)

≲
√
εt−1/3∣ ˙̂

K ∣2G +
√
εt1−c

√
ε∣γ̇∣2G +

√
εt7/3−c

√
ε∣Θ̇∣2G.

We now integrate inequality (9.11) over [t,1)×T3. The integral corresponding
to the term ∣γ̇∣2G can be absorbed into the positive integral on the left-hand
side of (9.3) when ε is sufficiently small. The integrals corresponding to the

terms ∣ ˙̂
K ∣2G and ∣Θ̇∣2G are clearly bounded by the right-hand side of (9.3) as

desired.
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9.1.2 Preliminary fluid and lapse energy inequalities

We now derive preliminary energy inequalities for the fluid. Thanks to Prop. 7,
our estimates will also lead to control over the lapse variables.

Lemma 7 (Preliminary energy inequalities for the fluid and lapse)
Assume the hypotheses of Prop. 8, and let E(Fluid);M(t) be the fluid energy
defined in (6.2b). Then there exist a small constant σN > 0 and a large constant
C > 0 such that if ε ≤ σ ≤ σN and 0 ≤ M ≤ N , then E(Fluid);M(t) verifies the
following integral inequality for t ∈ (T,1] ∶

E 2
(Fluid);M(t) + (1

9
−C

√
ε) ∑

∣I⃗ ∣≤M

∫
s=1

s=t
s5/3 ∫

Σs
∣∂I⃗Θ∣2

G
dxds (9.12)

+ (1

6
−C

√
ε) ∑

∣I⃗ ∣≤M

∫
s=1

s=t
s5/3 ∫

Σs
∣∂I⃗Ψ ∣2 dxds

+ ( 1

27
−C

√
ε) ∑

∣I⃗ ∣≤M

∫
s=1

s=t
s1/3 ∫

Σs
∣∂I⃗U ∣2

G
dxds

≤ E 2
(Fluid);M(1)

+C ∑
∣I⃗ ∣≤M

∫
s=1

s=t
s−1/3 ∣∂I⃗ P̂ ∣

2
dxds

+C ∑
∣I⃗ ∣≤M

∫
s=1

s=t
s−1 ∫

Σs
∣(I⃗);(Border)N∣

2
dxds

+C ∑
∣I⃗ ∣≤M

∫
s=1

s=t
s5/3 ∫

Σs
∣(I⃗);(Junk)N∣

2
dxds

+C ∑
∣I⃗ ∣≤M

∫
s=1

s=t
s∫

Σs
∣(I⃗);(Junk)P∣

2
dxds

+C ∑
∣I⃗ ∣≤M

∫
s=1

s=t
s−1 ∫

Σs
∣(I⃗);(Border)U∣

2

G
dxds

+C ∑
∣I⃗ ∣≤M

∫
s=1

s=t
s3 ∫

Σs
∣(I⃗);(Junk)U∣

2

G
dxds.

Proof By the divergence theorem, we have that

E 2
(Fluid);M(t) − E 2

(Fluid);M(1) (9.13)

= − ∑
∣I⃗ ∣≤M

∫
1

s=t
∫
Σs
∂µ (J̇µ

(Fluid)
[∂I⃗(P̂ , U), ∂I⃗(P̂ , U)]) dxds.

Our goal therefore is to estimate the right-hand side of (9.13) using the ex-
pression (5.17). The expression (5.17) is valid because the differentiated fluid
variables ∂I⃗(P̂ , U) appearing in (9.13) verify the ∂I⃗−commuted fluid equations
of Sect. D.3.3, which are specific instances of the fluid equations of variation.
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We first estimate the integrals corresponding to the first three terms on

the right-hand side of (5.17). We recall that the variations
˙̂
K etc. are defined

in Def. 7. The corresponding integrals on the right-hand side of (9.13) are

2

3
∫

s=1

s=t
s1/3 ∫

Σs
(∂I⃗ P̂ )(∂I⃗Ψ)dxds (9.14)

+ 4∫
s=1

s=t
s∫

Σs
[P̂ + 1

3
]
2

(∂I⃗U
a)(∂I⃗Θa)dxds

− 8

3
∫

s=1

s=t
s1/3 ∫

Σs
[P̂ + 1

3
]
2

Gab(∂I⃗U
a)(∂I⃗U

b)dxds.

Applying the crucially important Prop. 7 to the first spatial integral, and using

the estimate (7.4b), the algebraic estimate 4
9
∣(∂I⃗U

a)(∂I⃗Θa)∣ ≤
2
9
(∣∂I⃗U ∣2

G
+ ∣∂I⃗Θ∣2

G
),

and Cauchy-Schwarz, we can bound the sum of the integrals in (9.14) by

≤ − 1

3
(1 − ε − 2

3
)∫

s=1

s=t
s5/3 ∫

Σs
∣∂I⃗Θ∣2

G
dxds (9.15)

− 1

3
(1 −Cε −α)∫

s=1

s=t
s5/3 ∫

Σs
∣∂I⃗Ψ ∣2 dxds

− ( 8

27
− 2

9
−Cε)∫

s=1

s=t
s1/3 ∫

Σs
∣∂I⃗U ∣2

G
dxds

+ 1

3
α−1 ∫

s=1

s=t
s−1 ∫

Σs
∣(I⃗);(Border)N∣

2

dxds + 1

3
α−1 ∫

s=1

s=t
s5/3 ∫

Σs
∣(I⃗);(Junk)N∣

2

dxds.

Setting α = 1/2 in (9.15), we have produced the first three terms on the left-

hand side of (9.12) [where at this stage in the proof, the integral ∫
s=1
s=t s

1/3 ∫Σs ∣∂I⃗U ∣2
G
dxds

is multiplied by the factor 2
27

rather than the factor 1
27

that appears on the

left-hand side of (9.12)], as well as the integrals involving ∣(I⃗);(Border)N∣
2

and

∣(I⃗);(Junk)N∣
2

on the right-hand side.

To bound the integrals corresponding to the −4t1/3[1+t4/3Ψ][P̂+ 1
3
]
2

GiaK̂
a
jU̇

iU̇ j

term on the right-hand side of (5.17), we use the G−Cauchy-Schwarz inequality
and the estimates (7.2c) (in the case M = 0), (7.4b), and (7.6a) to deduce

∫
s=1

s=t
s1/3 ∫

Σs
∣[1 + t4/3Ψ][P̂ + 1

3
]
2

GiaK̂
a
j(∂I⃗U

i)(∂I⃗U
j)∣ dxds (9.16)

≲ ε∫
s=1

s=t
s1/3 ∫

Σs
∣∂I⃗U ∣2

G
dxds.

Thus, when ε is small, we can absorb these integrals into the left-hand side of
(9.12).

To bound the integrals corresponding to the term
˙̂
P Ṗ on the right-hand

side of (5.17) (where Ṗ = t1/3(I⃗);(Junk)P), we simply use Cauchy-Schwarz to
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deduce

∫
s=1

s=t
s1/3 ∣∫

Σs
(∂I⃗ P̂ )(I⃗);(Junk)P∣ dxds ≤ ∫

s=1

s=t
s−1/3 ∫

Σs
∣∂I⃗ P̂ ∣

2
dxds

+ ∫
s=1

s=t
s∫

Σs
∣(I⃗);(Junk)P∣

2
dxds.

Clearly, the right-hand side of (9.17) is bounded by the right-hand side of
(9.12) as desired.

To bound the integrals corresponding to the term 4t4/3[P̂ + 1
3
]
2

GabU̇
aU̇b

on the right-hand side of (5.17) (where U̇ = t−1(I⃗);(Border)Uj +t1/3(I⃗);(Junk)Uj),
we first use the estimate (7.4b) to deduce that there exists a constant C > 0
such that for any constant β > 0, we have

t4/3 ∣[P̂ + 1

3
]
2

GabU̇
aU̇b∣ ≤ Cβt1/3∣U̇ ∣2G +Cβ−1t7/3∣U̇∣2G. (9.17)

Thus, the corresponding integrals can be bounded by

4∫
s=1

s=t
s4/3 ∫

Σs
∣[P̂ + 1

3
]
2

Gab(∂I⃗U
a) (s−1(I⃗);(Border)Ub + s1/3(I⃗);(Junk)Ub)∣ dxds

(9.18)

≤ Cβ∫
s=1

s=t
s1/3 ∫

Σs
∣∂I⃗U ∣2

G
dxds

+Cβ−1 ∫
s=1

s=t
s1/3 ∫

Σs
∣(I⃗);(Border)U∣

2

G
dxds

+Cβ−1 ∫
s=1

s=t
s3 ∫

Σs
∣(I⃗);(Junk)U∣

2

G
dxds.

If β is chosen so that Cβ < 1
27

, then we can absorb the first integral on the
right-hand side of (9.18) into the left-hand side of (9.12), which reduces the
constant in front of the third integral to its listed value of 1

27
. Furthermore, the

second and third integrals on the right-hand side of (9.18) are clearly bounded
by the right-hand side of (9.12) as desired.

The integrals corresponding to the next three terms on the right-hand side
of (5.17) are easy to estimate because of the large powers of t available. To es-

timate the integral corresponding to the term 2t4/3
[P̂+ 1

3]
[1+t4/3GabUaUb]

˙̂
PGefU

eU̇f ,

from the right-hand side of (5.17), we use the estimates (7.4b) and (7.5b) to
deduce that

t4/3

RRRRRRRRRRRRRRR

[P̂ + 1
3
]

[1 + t4/3GabUaU b]
˙̂
PGefU

eU̇f

RRRRRRRRRRRRRRR

≲ t1/3−c
√
ε∣ ˙̂
P ∣2 + εt7/3∣U̇∣2G. (9.19)
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From (9.19), it follows that the corresponding integrals can be bounded by

≲ ∫
s=1

s=t
s1/3−c

√
ε ∫

Σs
∣∂I⃗ P̂ ∣

2
dxds (9.20)

+ ε∫
s=1

s=t
s1/3 ∫

Σs
∣
(I⃗)(Border)U∣

2

G
dxds + ε∫

s=1

s=t
s3 ∫

Σs
∣
(I⃗)(Junk)U∣

2

G
dxds.

Clearly, the integrals on the right-hand side of (9.20) are bounded by the
right-hand side of (9.12) as desired. The integrals corresponding to the terms

2t4/3
[P̂ + 1

3
]

[1 + t4/3GabUaU b]
GefU

eU̇f Ṗ,

− 4t8/3
[P̂ + 1

3
]
2

[1 + t4/3GabUaU b]
GefU

eU̇fGijU
iU̇j

from the right-hand side of (5.17) can similarly be bounded with the help of
the estimates (7.4b) and (7.5b); we omit the straightforward details.

It remains to bound the integrals corresponding to the terms △
J̇(Fluid);(Junk)l [(

˙̂
P,U̇),(

˙̂
P,U̇)]

from the right-hand side of (5.17). These terms make only very minor contri-
butions to the dynamics. To proceed, we insert the strong estimates of Prop. 6
into the expressions (5.18a)-(5.18c) and use the G−Cauchy-Schwarz inequality
plus simple estimates of the form ab ≲ ζ−1a2 + ζb2 to deduce that

3

∑
l=1

∣△
J̇(Fluid);(Junk)l [(

˙̂
P,U̇),(

˙̂
P,U̇)]

∣ (9.21)

≲
√
ε{t1−c

√
ε∣U̇ ∣2G + t−1/3∣

˙̂
P ∣2 + t7/3−c

√
ε∣Ψ̇ ∣2 + t7/3−c

√
ε∣Θ̇∣2G} .

We now integrate (9.21) over [t,1) × T3. For sufficiently small ε, the integrals
corresponding to the terms ∣U̇ ∣2G, ∣Ψ̇ ∣2, and ∣Θ̇∣2G can be absorbed into the
positive integrals on the left-hand side of (9.12). The integral corresponding

to ∣ ˙̂
P ∣2 is clearly bounded by the right-hand side of (9.12) as desired.

9.2 Proof of Prop. 8

Recall that the total energies are

E 2
(Total);θ;M ∶= θE 2

(Metric);M + E(Fluid);M . (9.22)

We simply add θ times inequality (9.3) to the inequality (9.12). If θ = θ∗ > 0
is chosen to be sufficiently small, then θ∗ times the third and fourth integrals
on the right-hand side of (9.3) can be absorbed into the positive integrals on
the left-hand side of (9.12). The desired inequality (9.2) thus follows.

⊓⊔
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10 Pointwise Bounds for the Inhomogeneous Terms

In this section, we derive pointwise bounds for the ∣ ⋅ ∣G norms of the inhomoge-

neous terms (I⃗);(Junk)N, (I⃗);(Border)N, (I⃗);(Junk)g, (I⃗);(Border)g, etc., appearing
on the right-hand sides of the ∂I⃗−commuted equations. The right-hand sides of
the bounds feature the ∂I⃗−differentiated renormalized solution variables mul-
tiplied by various t−weights, some of which are of crucial importance. Because
these same inhomogeneous terms also appear in the fundamental energy inte-
gral inequality (9.2), these bounds are an extremely important ingredient in
deriving the a priori energy and norm estimates of Sect. 13. The main tools
used in the proof are the strong estimates afforded by Prop. 6.

Proposition 9 (Pointwise bounds for the inhomogeneous terms) As-
sume that the hypotheses and conclusions of Prop. 6 hold on the spacetime
slab (T,1] × T3. Then there exist a small constant σN > 0 and a large con-
stant c > 0 and such that if ε ≤ σ ≤ σN and 0 ≤ M ≤ N , then the following
pointwise bounds are verified by the junk inhomogeneous terms appearing in
the commuted equations (D.1a)-(D.1b), (D.8a)-(D.8b), and (D.12a)-(D.12b)
on (T,1] ×T3 ∶

∑
∣I⃗ ∣≤M

∣(I⃗);(Junk)M∣
G
+ ∣

(I⃗);(Junk)
M̃∣

G
(10.1)

+ ∑
∣I⃗ ∣≤M

∣(I⃗);(Junk)K∣
G
+ ∣(I⃗);(Junk)g∣

G

+ ∑
∣I⃗ ∣≤M

∣(I⃗);(Junk)P∣ + ∣(I⃗);(Junk)U∣
G
≲
√
εt−c

√
ε ∑
1≤∣I⃗ ∣≤M

∣∂I⃗G∣
G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
absent if M = 0

+
√
εt−c

√
ε ∑
1≤∣I⃗ ∣≤M

∣∂I⃗G
−1∣

G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
absent if M = 0

√
εt−c

√
ε ∑
∣I⃗ ∣≤M

∣∂I⃗(K̂,γ, P̂ , U,Ψ,Θ)∣
G
.
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In addition, the following estimates for the junk inhomogeneous terms ap-
pearing in equations (D.6a)-(D.6b) hold on (T,1] ×T3 for 1 ≤M ≤ N ∶

∑
1≤∣I⃗ ∣≤M

∣(I⃗);(Junk)G∣
G
≲
√
εt−c

√
ε ∑
1≤∣I⃗ ∣≤M

∣∂I⃗G∣
G

(10.2a)

+
√
εt−c

√
ε ∑
∣I⃗ ∣≤M

∣∂I⃗K̂ ∣
G

+ ∑
∣I⃗ ∣=M

∣∂I⃗Ψ ∣

+
√
εt−c

√
ε ∑
∣J⃗ ∣≤M−1

∣∂J⃗Ψ ∣ ,

∑
1≤∣I⃗ ∣≤M

∣
(I⃗);(Junk)

G̃∣
G
≲
√
εt−c

√
ε ∑
1≤∣I⃗ ∣≤M

∣∂I⃗G
−1∣

G
(10.2b)

+
√
εt−c

√
ε ∑
∣I⃗ ∣≤M

∣∂I⃗K̂ ∣
G

+ ∑
∣I⃗ ∣=M

∣∂I⃗Ψ ∣

+
√
εt−c

√
ε ∑
∣J⃗ ∣≤M−1

∣∂J⃗Ψ ∣ .

The following estimates for the borderline inhomogeneous terms appearing
in the commuted equations (D.6a)-(D.6b) hold on (T,1]×T3 for 1 ≤M ≤ N ∶

∑
∣I⃗ ∣≤M

∣(I⃗);(Border)G∣
G

≲
√
ε ∑
∣I⃗ ∣=M

∣∂I⃗G∣
G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
borderline, principal order

+
√
εt−c

√
ε ∑
1≤∣J⃗ ∣≤M−1

∣∂J⃗G∣
G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
borderline, below principal order

(10.3a)

+ ∑
∣I⃗ ∣=M

∣∂I⃗K̂ ∣
G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
borderline, principal order

+
√
εt−c

√
ε ∑
∣J⃗ ∣≤M−1

∣∂J⃗K̂ ∣
G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
borderline, below principal order

,

∑
∣I⃗ ∣≤M

∣
(I⃗);(Border)

G̃∣
G

≲
√
ε ∑
∣I⃗ ∣=M

∣∂I⃗G
−1∣

G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
borderline, principal order

+
√
εt−c

√
ε ∑
1≤∣J⃗ ∣≤M−1

∣∂J⃗G
−1∣

G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
borderline, below principal order

(10.3b)

+ ∑
∣I⃗ ∣=M

∣∂I⃗K̂ ∣
G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
borderline, principal order

+
√
εt−c

√
ε ∑
∣J⃗ ∣≤M−1

∣∂J⃗K̂ ∣
G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
borderline, below principal order

.
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In addition, the following estimates for the junk inhomogeneous terms ap-
pearing in the commuted equation (D.3a) hold on (T,1] ×T3 for 0 ≤M ≤ N ∶

∑
∣I⃗ ∣≤M

∣(I⃗);(Junk)N∣ ≲
√
εt−c

√
ε ∑
1≤∣I⃗ ∣≤M

∣∂I⃗G∣
G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
absent if M = 0

+
√
εt−c

√
ε ∑
1≤∣I⃗ ∣≤M

∣∂I⃗G
−1∣

G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
absent if M = 0

(10.4)

√
εt−c

√
ε ∑
∣I⃗ ∣≤M

∣∂I⃗K̂ ∣
G
+
√
ε ∑
∣I⃗ ∣≤M

∣∂I⃗γ∣
G

+
√
ε ∑
∣J⃗ ∣≤M−1

∣∂J⃗Ψ ∣ +
√
ε ∑
∣I⃗ ∣≤M

∣∂I⃗Θ∣
G

+
√
εt−c

√
ε ∑
∣I⃗ ∣≤M

∣∂I⃗ P̂ ∣ +
√
εt−c

√
ε ∑
∣I⃗ ∣≤M

∣∂I⃗U ∣
G

+
√
εt−c

√
ε ∑
∣J⃗ ∣≤M−1

∣∂J⃗γ∣
G
.

The following estimates for the borderline inhomogeneous terms appearing
in the commuted equation (D.3a) hold on (T,1] ×T3 for 0 ≤M ≤ N ∶

∑
∣I⃗ ∣≤M

∣(I⃗);(Border)N∣ ≲
√
ε ∑
∣I⃗ ∣=M

∣∂I⃗K̂ ∣
G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
borderline, principal order

+
√
εt−c

√
ε ∑
∣J⃗ ∣≤M−1

∣∂J⃗K̂ ∣
G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
borderline, below principal order

.

(10.5)

The following estimates for the junk inhomogeneous terms appearing in the
commuted equation (D.3b) hold on (T,1] ×T3 for 0 ≤M ≤ N − 1 ∶

∑
∣I⃗ ∣≤M

∣
(I⃗);(Junk)

Ñ∣ ≲
√
εt2/3−c

√
ε ∑
∣H⃗ ∣=M+1

∣∂H⃗γ∣
G

(10.6)

+
√
εt−c

√
ε ∑
1≤∣I⃗ ∣≤M

∣∂I⃗G∣
G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
absent if M = 0

+
√
εt−c

√
ε ∑
1≤∣I⃗ ∣≤M

∣∂I⃗G
−1∣

G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
absent if M = 0

+
√
εt−c

√
ε ∑
∣I⃗ ∣≤M

∣∂I⃗(K̂,γ, P̂ , U,Ψ,Θ)∣
G
.
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The following estimates for the borderline inhomogeneous terms appearing
in the commuted equation (D.3b) hold on (T,1] ×T3 for 0 ≤M ≤ N − 1 ∶

∑
∣I⃗ ∣≤M

∣
(I⃗);(Border)

Ñ∣ ≲ ∑
∣H⃗ ∣=M+1

∣∂H⃗γ∣
G

(10.7)

+
√
εt−c

√
ε ∑
1≤∣I⃗ ∣≤M

∣∂I⃗G∣
G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
absent if M = 0

+
√
εt−c

√
ε ∑
1≤∣I⃗ ∣≤M

∣∂I⃗G
−1∣

G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
absent if M = 0

+
√
εt−c

√
ε ∑
∣I⃗ ∣≤M

∣∂I⃗γ∣
G

+
√
εt−c

√
ε ∑
∣I⃗ ∣≤M

∣∂I⃗ P̂ ∣ +
√
εt−c

√
ε ∑
∣I⃗ ∣≤M

∣∂I⃗U ∣
G
.

Finally, the following estimates for the borderline inhomogeneous terms ap-
pearing in the commuted equations (D.1a)-(D.1b), (D.8a)-(D.8b), and (D.12a)-
(D.12b) hold on (T,1] ×T3 for 0 ≤M ≤ N ∶

∑
∣I⃗ ∣≤M

∣(I⃗);(Border)g∣
G
≲
√
εt−c

√
ε ∑
∣I⃗ ∣≤M

∣∂I⃗K̂ ∣
G
+

√
ε ∑
∣I⃗ ∣=M

∣∂I⃗γ∣
G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
borderline, principal order

(10.8a)

+
√
εt2/3 ∑

∣I⃗ ∣=M

∣∂I⃗Θ∣
G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
borderline, principal order

+
√
εt−c

√
ε ∑
∣J⃗ ∣≤M−1

∣∂J⃗γ∣
G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
borderline, below principal order

+
√
εt2/3−c

√
ε ∑
∣J⃗ ∣≤M−1

∣∂J⃗Θ∣
G
,
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∑
∣I⃗ ∣≤M

∣(I⃗);(Border)U∣
G
≲
√
εt−c

√
ε ∑
1≤∣I⃗ ∣≤M

∣∂I⃗G∣
G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
absent if M = 0

+
√
εt−c

√
ε ∑
1≤∣I⃗ ∣≤M

∣∂I⃗G
−1∣

G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
absent if M = 0

(10.8b)

+
√
εt−c

√
ε ∑
∣I⃗ ∣≤M

∣∂I⃗K̂ ∣
G

+
√
εt−c

√
ε ∑
∣I⃗ ∣≤M

∣∂I⃗ P̂ ∣ +
√
ε ∑
∣I⃗ ∣=M

∣∂I⃗U ∣
G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
borderline, principal order

+
√
εt−c

√
ε ∑
∣J⃗ ∣≤M−1

∣∂J⃗U ∣
G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
borderline, below principal order

,

∑
∣I⃗ ∣≤M

∣(I⃗);(Border)M∣
G
+ ∣

(I⃗);(Border)
M̃∣

G
(10.8c)

≲
√
εt−c

√
ε ∑
1≤∣I⃗ ∣≤M

∣∂I⃗G∣
G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
absent if M = 0

+
√
εt−c

√
ε ∑
1≤∣I⃗ ∣≤M

∣∂I⃗G
−1∣

G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
absent if M = 0

+
√
εt−c

√
ε ∑
∣I⃗ ∣≤M

∣∂I⃗K̂ ∣
G
+

√
ε ∑
∣I⃗ ∣=M

∣∂I⃗γ∣
G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
borderline, principal order

+
√
εt−c

√
ε ∑
∣I⃗ ∣≤M

∣∂I⃗ P̂ ∣ +
√
ε ∑
∣I⃗ ∣=M

∣∂I⃗U ∣
G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
borderline, principal order

+
√
εt−c

√
ε ∑
∣J⃗ ∣≤M−1

∣∂J⃗γ∣
G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
borderline, below principal order

+
√
εt−c

√
ε ∑
∣J⃗ ∣≤M−1

∣∂J⃗U ∣
G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
borderline, below principal order

.

Remark 16 In the above estimates, sums of the form ∑∣J⃗ ∣≤M−1 are understood
to be absent when M = 0. Furthermore, sums of the form ∑1≤∣J⃗ ∣≤M−1 are
understood to be absent when M = 1.

Remark 17 Some of the above powers of ε stated above are non-optimal.
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Proof We first discuss the top level strategy. Much like in (7.8), we will be de-
riving pointwise estimates for the ∣⋅∣G norm of tensorial products. In particular,
we will estimating quantities of the form

∣F (t; tA1v1, t
A2v2,⋯, tAlvl)

l

∏
a=1

(∂I⃗ava)∣
G

, (10.9)

where for 1 ≤ a ≤ l,

va ∈ {G, (G−1), K̂,γ, P̂ , U,Ψ,Θ} (10.10)

is a renormalized solution tensor, the Aa are non-negative constants for 1 ≤ a ≤
l (the tAa appear explicitly in the equations), and F is a smooth scalar-valued
function of its arguments that, by virtue of the bootstrap assumptions, will
verify

∥F (t; tA1v1, t
A2v2,⋯, tAlvl)∥C0 ≲ 1. (10.11)

Aside from a few exceptional cases involving the quantities t4/3Ψ and t2/3Θ,
(the exceptional cases are easy to estimate and are handled later in the proof),
the estimates in Prop. 9 are derived using the following strategy, which is a
slight modification of the strategy used in our proof of Prop. 6:

– We bound terms using the norms ∣ ⋅ ∣G and ∥ ⋅ ∥CM
G

instead of the frame
component norms used in the proof of Prop. 6.

– In the non-exceptional cases, there is at most one “large index” factor
∂I⃗aLarge

vaLarge in (10.9) with so many derivatives on it that the strong

estimates of Prop. 6 don’t apply. If there are no large index factors, then
choose one of v′s and designate it as “vaLarge .”

– For a ≠ aLarge, we bound ∂I⃗ava in ∥ ⋅ ∥C0
G

using the strong estimates for

the norms ∥ ⋅ ∥CM
G

proved in Prop. 6. The proposition implies that these

quantities can be bounded by at worst ∥∂I⃗a≠aLarge va≠aLarge∥C0
G
≲
√
εt−c

√
ε,

or in some important cases (depending on I⃗a≠aLarge and the field variable
va≠aLarge) by ∥∂I⃗a≠aLarge va≠aLarge∥C0

G
≲ ε.

– Since ∣G∣G = ∣G−1∣G =
√

3, the quantities ∣G∣G and ∣G−1∣G never appear
explicitly in our estimates.

– In the non-exceptional cases, this strategy allows us to apply theG−Cauchy-
Schwarz inequality and to bound all quadratic and higher-order products
of the form (10.9) by

∣F (t; tA1v1, t
A2v2,⋯, tAlvl)

l

∏
a=1

(∂I⃗ava)∣
G

≲
√
εt−B ∣∂I⃗aLarge vaLarge ∣G

,

(10.12)

where B is either 0 or at worst c
√
ε. The right-hand side of (10.12) then

appears as one of the terms on the right-hand side of the inequalities of
Prop. 9.
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– In a few cases, the product to be estimated is multiplied by an overall
factor tA for some A > 0; this factor of tA is incorporated into the bounds
on right-hand side of the inequalities of Prop. 9.

– In many cases, the bound (10.12) is non-optimal with respect to the powers
of ε involved. However, for simplicity, we will often be content with such a
non-optimal bound when it is strong enough to allow us to prove our main
stable singularity formation theorem.

The majority of the products that we have to bound are “non-borderline:”

– For these terms, the loss of t−B is harmless in the following sense: the
estimate (10.12) leads to a “non-borderline” integral in inequality (13.1) or
the energy integral inequality (13.4). For these terms, it would be possible
to derive the main a priori norm estimate (13.10a) even with a significantly
worse (i.e., larger) value of B in (10.12).

On the other hand, there are also “borderline” terms, which we treat as
follows:

– For the principal order (i.e., order M) borderline terms, we must derive
estimates with B = 0 in (10.12). Otherwise, our proof of the main a priori
norm estimate (13.10a) would break down.

– For the lower-order (i.e., order ≤ M − 1) borderline terms, we derive esti-
mates with B = c

√
ε, where c > 0 is a constant. Such an estimate is good

enough to allow our proof of the main a priori norm estimate (13.10a) to
go through.

Proof of (10.1): First, by inspecting the equation (D.9c) for (I⃗);(Junk)K (and
similarly for the other terms on the left-hand side of (10.1)), we see that the
lapse gradient variable Θ always appears in products that feature the weight

t2/3. The vast majority of the terms appearing in (I⃗);(Junk)K, etc. (all of which
are quadratic) are non-exceptional and can be bounded by using (10.12) with
B = c

√
ε. There are a few exceptional products involving t4/3Ψ and t2/3Θ.

In these exceptional cases, it is possible to have a product such that two of
the factors (one of which is t4/3∂I⃗aψ or t2/3∂I⃗aΘ) have too many derivatives
to bound them by the strong estimates of Prop. 6. Two examples are the
products − 1

2
[∂I⃗ , [1 + t

4/3Ψ](G−1)ef ]∂eγ i
f j and −t2/3 [∂I⃗ , (G

−1)ia]∂aΘj on the
right-hand side of (D.9c). To estimate such products, we first note that we
have the inequalities t4/3∥Ψ∥CN−3 +t2/3∥∂Θ∥CN−5

G
≲ εt2/3−ZσH(Frame−Total);N ≲

εt2/3−Zσ, where Z > 0 is an integer. These inequalities follow from the bootstrap
assumptions (6.1a)-(6.1c) and Sobolev embedding. The remaining factors in
the product (i.e., the non-lapse factors) can be bounded in ∣ ⋅ ∣G norm by at

worst t−c
√
ε ∣∂I⃗aLarge vaLarge ∣G

(much like in (10.12)). It follows that in total,

the exceptional products are bounded by εt2/3−Zσ−c
√
ε ∣∂I⃗aLarge vaLarge ∣G

, where

vaLarge is a non-lapse variable. This is a far better bound than needed, and
inequality (10.1) thus follows.
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Proof of (10.2a)-(10.2b): The proof is essentially the same as the proof of
(10.1), and there are no exceptional products. However, some of the terms that
occur when all derivatives fall on Ψ are linear and we bound them by the term

∑∣I⃗ ∣=M ∣∂I⃗Ψ ∣ on the right-hand sides of (10.2a)-(10.2b). All of the other terms
that occur when all derivatives fall on Ψ are quadratic and involve the factor
K̂; for these products, we use the strong estimate (7.2c) to also bound them

by ∑∣I⃗ ∣=M ∣∂I⃗Ψ ∣ (without a loss of t−c
√
ε). The remaining terms to be estimated

are quadratic. In these cases, we simply allow the loss B = c
√
ε in (10.12), and

the desired bounds (10.2a)-(10.2b) follow.

Proof of (10.3a)-(10.3b): We only prove (10.3a) since the proof of (10.3b) is
nearly identical. We need to pointwise bound the ∣ ⋅ ∣G norm of the right-hand
side of (D.7a). That is, we have to bound tensors of the form

Tij = (∂I⃗1Gia)(∂I⃗2K̂
a
j), (10.13)

where ∣I⃗1∣ + ∣I⃗2∣ ≤ M . If ∣I⃗1∣ = M and ∣I⃗2∣ = 0, then the strong estimate (7.2c)
implies the bound

∣T ∣G ≲ ε ∑
∣I⃗ ∣=M

∣∂I⃗G∣
G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
borderline, principal order

, (10.14)

which is ≲ the right-hand side of (10.3a). Similarly, if ∣I⃗1∣ ≤M−1 and ∣I⃗2∣ ≤ N−3,
then the strong estimate (7.2c) implies the bound

∣T ∣G ≲ εt−c
√
ε ∑
∣J⃗ ∣≤M−1

∣∂J⃗G∣
G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
borderline, below principal order

, (10.15)

which is ≲ the right-hand side of (10.3a). If ∣I⃗1∣ = 0 and ∣I⃗2∣ =M , then

∣T ∣G ≲ ∑
∣I⃗ ∣=M

∣∂I⃗K̂∣
G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
borderline, principal order

, (10.16)

which is ≲ the right-hand side of (10.3a). Finally, if ∣I⃗1∣ ≤ N −4 and ∣I⃗2∣ ≤M −1,
then the strong estimate (7.1c) implies the bound

∣T ∣G ≲ εt−c
√
ε ∑
∣J⃗ ∣≤M−1

∣∂I⃗K̂∣
G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
borderline, below principal order

, (10.17)

which is ≲ the right-hand side of (10.3a).
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Proof of (10.4): To prove (10.4), we have to estimate the term (I⃗);(Junk)N
from equation (D.4b).

Step 1: Bound for the ∂I⃗
(Junk)N term from (D.4b). The term (Junk)N is

defined in (C.13b). To bound ∂I⃗ of the first product on the right-hand side of
(C.13b), we have to pointwise bound e.g. possibly exceptional products of the
form

T = t2/3(∂I⃗1(G
−1)ef)(∂I⃗2γ

b
e f)(∂I⃗3Θb), (10.18)

where ∣I⃗1∣+ ∣I⃗2∣+ ∣I⃗3∣ ≤M . Exceptional products [in which more than one factor
in (10.18) has too many derivatives to apply Prop. 6] can occur if ∣I⃗3∣ ≤ N − 4.
To handle these cases, we use the estimate t2/3∥Θ∥CN−4

G
≲ εt2/3−Zσ, which can

be proved in the same way as the estimate t2/3∥∂Θ∥CN−5
G

≲ εt2/3−Zσ used in the

proof of (10.1). Also using the strong estimate (7.1d), we deduce that when
∣I⃗3∣ ≤ N − 4, we have

∣T ∣ ≲
√
εt2/3−Zσ−c

√
ε ∑
∣I⃗ ∣≤M

∣∂I⃗γ∣
G
. (10.19)

Clearly (10.19) implies that ∣T ∣ is ≲ the right-hand side of (10.4) as desired.
In the remaining (non-exceptional) cases of (10.18), we can simply bound ∣T ∣
by using the estimate (10.12) and then taking into account the factor t2/3 in
(10.18); the desired bound follows.

To bound ∂I⃗ of the second product on the right-hand side of (C.13b), we
have to pointwise bound (non-exceptional) terms of the form

T = (∂I⃗1 P̂)(∂I⃗2Gab)(∂I⃗3U
a)(∂I⃗4U

b), (10.20)

where ∣I⃗1∣+ ∣I⃗2∣+ ∣I⃗3∣+ ∣I⃗4∣ ≤M . In all cases, we simply allow the loss B = c
√
ε in

(10.12), and the desired bound for the term (10.20) follows. A similar argument
applies to the last product on the right-hand side of (C.13b).

Step 2: Bound for the commutator terms in (D.4b). The commutator term
t2/3 [∂I⃗ , (G

−1)ab]∂aΘb, which involves some exceptional terms, can be bounded
by using an argument similar to the one we used to bound (10.18).

To bound the [∂I⃗ , K̂
a
bK̂

b
a]Ψ term from the right-hand side of (D.4b), we

have to pointwise bound products of the form

T = (∂I⃗1K̂
a
b)(∂I⃗2K̂

b
a)(∂I⃗3Ψ), (10.21)

where 1 ≤ ∣I⃗1∣ + ∣I⃗2∣ + ∣I⃗3∣ ≤M and ∣I⃗3∣ ≤M − 1. If ∣I⃗3∣ ≤ N − 5, then we use the
strong estimates (7.2c) and (7.6a) to derive the bound

∣T ∣ ≲
√
εt−c

√
ε ∑
∣I⃗ ∣≤M

∣∂I⃗K̂ ∣
G
. (10.22)
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The bound (10.22) implies that ∣T ∣ is ≲ the right-hand side of (10.4) as desired.
In all other cases, we use the frame component norm estimates from (7.2b) to
derive the desired bound

∣T ∣ ≲
√
ε ∑
∣I⃗ ∣≤M−1

∣∂I⃗Ψ ∣. (10.23)

The commutator term 2 [∂I⃗ , P̂ ]Ψ on the right-hand side of (D.4b) can
similarly be bounded with the help of the strong estimate (7.4b).

The last two terms on the right-hand side of (D.4b) are non-exceptional
and easy to bound. We simply allow the loss B = c

√
ε in (10.12) and then use

the fact that these terms are multiplied by the factor t4/3.

Proof of (10.5): To prove (10.5), we have to pointwise bound the term
(I⃗);(Border)N from equation (D.4a). That is, we have to bound products of
the form

T = (∂I⃗1K̂
a
b)(∂I⃗2K̂

b
a), (10.24)

where ∣I⃗1∣+ ∣I⃗2∣ ≤M . Principal order borderline terms occur when either ∣I⃗1∣ =
M or ∣I⃗2∣ = M . In either case, one of the factors occurs with no derivatives,
and the estimate (7.2c) allows us to bound the ∣ ⋅ ∣G norm of this factor by ε.
Thus, we have

∣T ∣ ≲ ε ∑
∣I⃗ ∣=M

∣∂I⃗K̂ ∣
G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
borderline, principal order

(10.25)

in this case. In the remaining cases of (10.24), we have 1 ≤ ∣I⃗1∣, ∣I⃗2∣ ≤ M − 1.
In these cases, we allow the loss B = c

√
ε in (10.12), and the desired bound

follows.

Proof of (10.6): We have to pointwise bound the term
(I⃗);(Junk)

Ñ from equa-
tion (D.4d). The proof of (10.6) is essentially the same as the proof of (10.1).
The only new feature is that there are products on the right-hand side of
(D.4d) that depend on ∣I⃗ ∣ + 1 derivatives of γ, and these products are multi-
plied by the factor t2/3.

Proof of (10.7): We have to bound the term
(I⃗);(Border)

Ñ from equation
(D.4c). That is, we have to bound the products that arise when ∂I⃗ is ap-

plied to the right-hand side of (C.14a) and ∣I⃗ ∣ ≤ M ≤ N − 1. No exceptional
products occur. If all derivatives fall on ∂γ, then the resulting terms are each

≲ ∑∣H⃗ ∣=M+1 ∣∂H⃗γ∣
G

, which is ≲ the right-hand side of (10.7) as desired. Other-

wise, we allow the loss B = c
√
ε in (10.12), and the desired bound follows.
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Proof of (10.8a): We have to bound the term ∂I⃗
(Border)g b

e i from the right-
hand side of equation (D.9a). That is, we have to bound the products that arise
when ∂I⃗ is applied to the right-hand side of (C.21a). The first two products
on the right-hand side of (C.21a) can be estimated in the same way. By the
product rule, to bound these terms, we must estimate the ∣ ⋅ ∣G pointwise norm
of tensors T b

e i of the form

T b
e i = (∂I⃗1K̂

b
a)(∂I⃗2γ

a
e i), (10.26)

where ∣I⃗1∣+∣I⃗2∣ ≤M . If ∣I⃗2∣ =M , principal order borderline terms are generated.
However, in this case, ∣I⃗1∣ = 0, and the strong estimate (7.2c) implies that

∣T ∣G ≲ ε ∑
∣I⃗ ∣=M

∣∂I⃗γ∣
G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
borderline, principal order

. (10.27)

In the remaining cases, we have ∣I⃗2∣ ≤M − 1. In these cases, we allow the loss
B = c

√
ε in (10.12), and the desired bound follows.

To bound ∂I⃗ of the last product on the right-hand side of (C.21a), we have
to estimate the ∣ ⋅ ∣G norm of

T b
e a = t2/3(∂I⃗1Θe)(∂I⃗2K̂

b
a), (10.28)

where ∣I⃗1∣+ ∣I⃗2∣ ≤M . Principal order borderline terms occur when ∣I⃗1∣ =M and
∣I⃗2∣ = 0. Again using (7.2c), we see that when ∣I⃗1∣ =M ,

∣T ∣G ≲ εt2/3 ∑
∣I⃗ ∣=M

∣∂I⃗Θ∣
G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
borderline, principal order

. (10.29)

In the remaining cases of (10.28), we have ∣I⃗1∣ ≤M −1. In these cases, we allow
the loss B = c

√
ε in (10.12) and account for the factor t2/3 in (10.28), and the

desired bound follows.

Proof of (10.8b) To prove (10.8b), we have to bound the ∣ ⋅ ∣G norm of the

quantity (I⃗);(Border)Uj defined in (D.13b), where ∣I⃗ ∣ ≤M .

Step 1: Bound for the ∂I⃗
(Border)Uj term from (D.13b). To derive the de-

sired bound, we must apply ∂I⃗ to the product of terms on the right-hand side
of (C.25b) and estimate the ∣ ⋅ ∣G norm of the resulting terms. More precisely,
we have to estimate the ∣ ⋅ ∣G norm of

T j = (∂I⃗1K̂
j
a)(∂I⃗2U

a), (10.30)
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where ∣I⃗1∣ + ∣I⃗2∣ ≤M . Principal order borderline terms occur when ∣I⃗1∣ = 0 and
∣I⃗2∣ = M . From the strong estimate (7.2c), it follows that when ∣I⃗2∣ = M , we
have

∣T ∣G ≲ ε ∑
∣I⃗ ∣=M

∣∂I⃗U ∣
G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
borderline, principal order

. (10.31)

In the remaining cases of (10.30), we have ∣I⃗2∣ ≤M −1. In these cases, we allow
the loss B = c

√
ε in (10.12), and the desired bound follows.

Step 2: Bound for the commutator term from (D.13b). In this step, we
have to bound the ∣ ⋅ ∣G norm of

T j = (∂I⃗1(G
−1)jc)(∂I⃗2∂cP̂) × ∂I⃗3

⎛
⎜⎜
⎝

1

2[1 + t4/3GabUaU b]
1/2[P̂ + 1

3
]

⎞
⎟⎟
⎠
, (10.32)

where 1 ≤ ∣I⃗1∣+ ∣I⃗2∣+ ∣I⃗3∣ ≤M , and ∣I⃗2∣ ≤M − 1. In all of these cases, we simply
allow the loss B = c

√
ε in (10.12), and the desired bound follows.

Proof of (10.8c): We only discuss the estimates for ∣(I⃗);(Border)M∣
G

; the

estimates for ∣
(I⃗);(Border)

M̃∣
G

are nearly identical. We have to pointwise bound

the ∣ ⋅ ∣G norm of the term (I⃗);(Border)Mi from (D.2a).

Step 1: Bound for ∂I⃗
(Border)Mi. We must bound the ∣ ⋅ ∣G norm of the

products that arise when ∂I⃗ is applied to the right-hand side of (C.7c). The
first product can be bounded in the same way that we bound the second
product. For the second product, we have to pointwise bound the ∣ ⋅ ∣G norm
of

Ti = (∂I⃗1 (γ
b
a i + γ b

i a − (G−1)blGmaγ m
l i ) )(∂I⃗2K̂

a
b), (10.33)

where ∣I⃗1∣ + ∣I⃗2∣ ≤ M . Principal order borderline terms are generated when
∣I⃗1∣ = M , ∣I⃗2∣ = 0, and all derivatives fall on γ. In these cases, the strong
estimate (7.2c) implies that

∣T ∣G ≲ ε ∑
∣I⃗ ∣=M

∣∂I⃗γ∣
G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
borderline, principal order

. (10.34)

Clearly, the right-hand side of (10.34) is ≲ the right-hand side of (10.8c) as
desired. In all of the remaining cases of (10.33), we allow the loss B = c

√
ε in

(10.12), and the desired bound follows.
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For the third product of terms right-hand side of (C.7c), we have to point-
wise bound the ∣ ⋅ ∣G norm of

Ti = (∂I⃗1 P̂)(∂I⃗2Gia)(∂I⃗3U
a), (10.35)

where ∣I⃗1∣+ ∣I⃗2∣+ ∣I⃗3∣ ≤M . Principal order borderline terms are generated when
∣I⃗1∣ = ∣I⃗2∣ = 0 and ∣I⃗3∣ =M . In these cases, the estimate (7.4b) implies that

∣T ∣G ≲ ε ∑
∣I⃗ ∣=M

∣∂I⃗U ∣
G

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
borderline, principal order

, (10.36)

which is clearly ≲ the right-hand side of (10.8b) as desired. In the remaining
cases of (10.35), we have ∣I⃗3∣ ≤M −1. In these cases, we allow the loss B = c

√
ε

in (10.12), and the desired bound follows.

Step 2: Bound for [∂I⃗ ,Gia]U
a. We must bound the ∣ ⋅ ∣G norm of

Ti = (∂I⃗1Gia)(∂I⃗2U
a), (10.37)

where 1 ≤ ∣I⃗1∣+ ∣I⃗2∣ ≤M and ∣I⃗2∣ ≤M − 1. In all of these cases, we simply allow
the loss B = c

√
ε in (10.12), and the desired bound follows.

11 Sobolev Bounds for the Lapse and for the Inhomogeneous
Terms

In this section, we use elliptic estimates to bound ∥Ψ∥HM and ∥Θ∥HM
G

in terms

of the total energies E(Total);θ∗;M and ∑1≤∣I⃗ ∣≤M ∥∣∂I⃗G∣G∥L2 + ∥∣∂I⃗G
−1∣G∥L2 . We

also derive similar bounds for the L2 norms of the inhomogeneous terms
(I⃗);(Junk)G,

(I⃗);(Junk)
G̃, (I⃗);(Junk)K, etc., that appear in the PDEs verified

by the differentiated quantities ∂I⃗G, ∂I⃗G
−1, ∂I⃗K̂, ∂I⃗γ, ∂I⃗Ψ , ∂I⃗Θ, ∂I⃗P , and

∂I⃗U . In particular, these L2 bounds will allow us to control the spatial in-

tegrals involving the inhomogeneous terms (I⃗);(Junk)K, etc., appearing in the
fundamental energy integral inequality (9.2). All of the estimates will follow
easily thanks to the pointwise bounds of Prop. 9.

11.1 Sobolev bounds for the lapse variables and the corresponding
inhomogeneous terms

In the next proposition, we provide the aforementioned Sobolev bounds for
the lapse variables and the corresponding inhomogeneous terms appearing in
the ∂I⃗−commuted lapse equations.
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Proposition 10 (Sobolev bounds for the lapse in terms of the total
energies and the metric norms) Assume that the hypotheses and conclu-
sions of Prop. 6 hold on the spacetime slab (T,1]×T3. Then there exist a small
constant σN > 0 and a large constant c > 0 such that if ε ≤ σ ≤ σN , then the
following L2 estimates for the inhomogeneous terms hold on (T,1] ∶

∑
∣I⃗ ∣≤M

∥(I⃗);(Border)N∥
L2

≲
√
εE(Total);θ∗;M +

√
εt−c

√
εE(Total);θ∗;M−1, (M ≤ N),

(11.1a)

∑
∣I⃗ ∣≤M

∥(I⃗);(Junk)N∥
L2

≲
√
εt−2/3−c

√
εE(Total);θ∗;M (11.1b)

+
√
ε∥Ψ∥HM−1

G
+
√
ε∥Θ∥HM

G

+
√
εt−c

√
ε ∑
1≤∣I⃗ ∣≤M

∥∣∂I⃗G∣
G
∥
L2

+ ∥∣∂I⃗G
−1∣

G
∥
L2

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
absent if M = 0

, (M ≤ N),

(11.1c)

∑
∣I⃗ ∣≤M

∥
(I⃗);(Border)

Ñ∥
L2

≲ t−2/3E(Total);θ∗;M+1 (11.1d)

+
√
εt−2/3−c

√
εE(Total);θ∗;M , (M ≤ N − 1),

∑
∣I⃗ ∣≤M

∥
(I⃗);(Junk)

Ñ∥
L2

≲
√
εt−2/3−c

√
εE(Total);θ∗;M (11.1e)

+
√
εt−c

√
ε∥Θ∥HM

G
, (M ≤ N − 1).

Furthermore, the following Sobolev estimates for Ψ , Θ, and ∂Θ also hold
on (T,1] ∶

∥Ψ∥HM + ∥Θ∥HM
G
+ t2/3∥∂Θ∥HM

G
(11.2a)

≲ t−4/3E(Total);θ∗;M +
√
εt−4/3−c

√
εE(Total);θ∗;M−1

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
absent if M = 0

+
√
εt−c

√
ε ∑
1≤∣I⃗ ∣≤M

∥∣∂I⃗G∣
G
∥
L2

+ ∥∣∂I⃗G
−1∣

G
∥
L2

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
absent if M = 0

, (M ≤ N),

∥Ψ∥HM + ∥Θ∥HM
G

(11.2b)

≲ t−2/3E(Total);θ∗;M+1 +
√
εt−2/3−c

√
εE(Total);θ∗;M

+
√
εt−c

√
ε ∑
1≤∣I⃗ ∣≤M

∥∣∂I⃗G∣
G
∥
L2

+ ∥∣∂I⃗G
−1∣

G
∥
L2

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
absent if M = 0

, (M ≤ N − 1).
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Remark 18 Some of the above powers of ε stated above are non-optimal.

Proof We first note that the estimates (7.4b) and (7.5b) imply that the hy-
potheses of Lemma 4 are verified when ε is sufficiently small. We now square
both sides of the inequalities (10.4)-(10.7) and then integrate over T3. With

the help of Lemma 4, we bound the integrals corresponding to (I⃗);(Border)N
(i.e., the integrals corresponding to the terms on the right-hand side of (10.5))
by

∑
∣I⃗ ∣≤M

∥(I⃗);(Border)N∥
2

L2
≲ ∑

∣I⃗ ∣≤M

ε∫
Σt

∣∂I⃗K̂ ∣
2

G
dx + ∑

∣J⃗ ∣≤M−1

εt−cε ∫
Σt

∣∂J⃗K̂ ∣
2

G
dx

(11.3)

≲ εE 2
(Total);θ∗;M

+ εt−cεE 2
(Total);θ∗;M−1,

which implies the desired estimate (11.1a). Inequalities (11.1b)-(11.2b) can be
proved in a similar fashion; we omit the straightforward details.

Inequalities (11.2a)-(11.2b) then follow from Lemma 4, the estimates (8.5a)-
(8.5b), and the estimates (11.1a)-(11.1e). We remark that in deriving these
bounds, we soaked the

√
ε∥Ψ∥HM−1 and

√
ε∥Θ∥HM

G
terms on the right-hand

sides of (11.1b) and (11.1e) into the left-hand sides of (11.2a)-(11.2b) (this is
possible when ε is sufficiently small).

11.2 Sobolev bounds for the metric and fluid inhomogeneous terms

In the next proposition, we extend the analysis of Prop. 10 to the non-lapse
variables. Specifically, we bound the L2 norms of the inhomogeneous terms
(I⃗);(Junk)G,

(I⃗);(Junk)
G̃, etc., that appear in the PDEs verified by the differ-

entiated quantities ∂I⃗G, ∂I⃗G
−1, ∂I⃗K̂, ∂I⃗γ, ∂I⃗P , and ∂I⃗U . As in Prop. 10,

the right-hand sides of the bounds feature the total energies E(Total);θ∗;M and

∑1≤∣I⃗ ∣≤M ∥∣∂I⃗G∣G∥L2 + ∥∣∂I⃗G
−1∣G∥L2 .

Proposition 11 Assume that the hypotheses and conclusions of Prop. 6 hold

on the spacetime slab (T,1] × T3. Let (I⃗);(Junk)M, (I⃗);(Border)M, etc. be the
inhomogeneous terms appearing in the ∂I⃗−commuted equations (D.1a)-(D.1b),
(D.6a)-(D.6b), (D.8a)-(D.8b), and (D.12a)-(D.12b). Then there exist a small
constant σN > 0 and a large constant c > 0 such that if ε ≤ σ ≤ σN , then the
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following L2 estimates hold on the interval (T,1] for 1 ≤M ≤ N ∶

∑
1≤∣I⃗ ∣≤M

∥∣(I⃗);(Junk)G∣
G
∥
2

L2

≲ t−4/3E 2
(Total);θ∗;M

+ εt−4/3−c
√
εE 2

(Total);θ∗;M−1

(11.4a)

+ εt−c
√
ε ∑
1≤∣I⃗ ∣≤M

∥∣∂I⃗G∣
G
∥
2

L2

,

∑
1≤∣I⃗ ∣≤M

∥∣
(I⃗);(Junk)

G̃∣
G
∥
2

L2

≲ t−4/3E 2
(Total);θ∗;M

+ εt−4/3−c
√
εE 2

(Total);θ∗;M−1

(11.4b)

+ εt−c
√
ε ∑
1≤∣I⃗ ∣≤M

∥∣∂I⃗G
−1∣

G
∥
2

L2

,

∑
1≤∣I⃗ ∣≤M

∥∣(I⃗);(Border)G∣
G
∥
2

L2

≲ E 2
(Total);θ∗;M

+ εt−c
√
εE 2

(Total);θ∗;M−1 (11.5a)

+ ε ∑
∣I⃗ ∣=M

∥∣∂I⃗G∣
G
∥
2

L2

+ εt−c
√
ε ∑
1≤∣J⃗ ∣≤M−1

∥∣∂I⃗G∣
G
∥
2

L2

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
absent if M = 1

,

∑
1≤∣I⃗ ∣≤M

∥∣
(I⃗);(Border)

G̃∣
G
∥
2

L2

≲ E 2
(Total);θ∗;M

+ εt−c
√
εE 2

(Total);θ∗;M−1 (11.5b)

+ ε ∑
∣I⃗ ∣=M

∥∣∂I⃗G
−1∣

G
∥
2

L2

+ εt−c
√
ε ∑
1≤∣J⃗ ∣≤M−1

∥∣∂J⃗G
−1∣

G
∥
2

L2

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
absent if M = 1

.

In addition, the following L2 estimates hold on the interval (T,1] for 0 ≤
M ≤ N ∶

∑
∣I⃗ ∣≤M

∥∣(I⃗);(Junk)M∣
G
∥
2

L2

+ ∥∣
(I⃗);(Junk)

M̃∣
G
∥
2

L2

+ ∥∣(I⃗);(Junk)K∣
G
∥
2

L2

(11.6)

+ ∑
∣I⃗ ∣≤M

∥∣(I⃗);(Junk)g∣
G
∥
2

L2

+ ∥(I⃗);(Junk)P∥
2

L2
+ ∥∣(I⃗);(Junk)U∣

G
∥
2

L2

≲ εt−4/3−c
√
εE 2

(Total);θ∗;M
+ εt−c

√
ε ∑
1≤∣I⃗ ∣≤M

∥∣∂I⃗G∣
G
∥
2

L2

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
absent if M = 0

+ εt−c
√
ε ∑
1≤∣I⃗ ∣≤M

∥∣∂I⃗G
−1∣

G
∥
2

L2

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
absent if M = 0

,
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∑
∣I⃗ ∣≤M

∥∣(I⃗);(Border)M∣
G
∥
2

L2

+ ∥∣
(I⃗);(Border)

M̃∣
G
∥
2

L2

(11.7)

+ ∑
∣I⃗ ∣≤M

∥∣(I⃗);(Border)g∣
G
∥
2

L2

+ ∥∣(I⃗);(Border)U∣
G
∥
2

L2

≲ εt−4/3E 2
(Total);θ∗;M

+ εt−4/3−c
√
εE 2

(Total);θ∗;M−1

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
absent if M = 0

+ εt−c
√
ε ∑
1≤∣I⃗ ∣≤M

∥∣∂I⃗G∣
G
∥
2

L2

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
absent if M = 0

+ εt−c
√
ε ∑
1≤∣I⃗ ∣≤M

∥∣∂I⃗G
−1∣

G
∥
2

L2

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
absent if M = 0

.

Proof The proof is very similar to the proof of Prop. 10: we square the inequal-
ities in Prop. 9 and integrate over T3. For example, to derive the estimates for

∥∣(I⃗);(Border)g∣
G
∥
2

L2

in (11.7), we square both sides of inequality (10.8a) and

integrate over T3. The integrals involving ∂I⃗Θ are bounded with the help of
Prop. 10, while the remaining integrals are controlled by the terms ∥∣∂I⃗G∣G∥2L2

and ∥∣∂I⃗G
−1∣G∥2L2 on the right-hand side of (11.7), the definition of the ener-

gies E(Total);θ∗;M , and Lemma 4. The remaining estimates in the proposition
can be proved in a similar fashion.

12 A Comparison of the Sobolev Norms and the Energies

Our bootstrap assumptions involve the solution norm H(Frame−Total);N , while
the fundamental energy integral inequality of Sect. 9 will allow us to derive a
priori estimates for the quantities E(Total);θ∗;M (see the proof of Corollary 2).
These a priori estimates will also involve the quantities ∑1≤∣I⃗ ∣≤M ∥∣∂I⃗G∣G∥2L2

and ∑1≤∣I⃗ ∣≤M ∥∣∂I⃗G
−1∣G∥2L2 . In this short section, we establish comparison es-

timates between these quantities, which will ultimately allow us to derive an
a priori estimate for H(Frame−Total);N .

Proposition 12 (Comparison of norms and energies) Assume that the
hypotheses and conclusions of Prop. 6 hold on the spacetime slab (T,1] ×
T3. Let H(Frame−Total);M(t) be the solution norm defined in (5.5a) and let
E(Total);θ∗;M be the total solution energy defined by (9.1), where the choice of
the constant θ∗ > 0 was made in Prop. 8. Then there exist a small constant
σN > 0 and large constants CM , cM > 0 such that if ε ≤ σ ≤ σN , then the
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following comparison estimates hold for 0 ≤M ≤ N and t ∈ (T,1] ∶

E(Total);θ∗;M(t) ≤ CM t−cM
√
εH(Frame−Total);M(t), (12.1a)

H(Frame−Total);M(t) ≤ CM t−cM
√
ε ∑
1≤∣I⃗ ∣≤M

∥∣∂I⃗G∣
G
∥
L2

(t) + ∥∣∂I⃗G
−1∣

G
∥
L2

(t)

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
absent if M = 0

(12.1b)

+CM t−cM
√
εE(Total);θ∗;M(t).

Proof Inequality (12.1a) follows from Lemma 4, the strong estimates (7.1c),
(7.1d), (7.4b), and (7.5b), and the G−Cauchy-Schwarz inequality. Inequality
(12.1b) follows similarly with the help of the estimates (11.2a)-(11.2b).

13 The Fundamental A Priori Estimates for the Solution Norms

In this section, we use all of the results obtained thus far in order to derive a pri-
ori estimates for the solution norms H(Frame−Total);N , C(Frame−Kinetic);N−3,
and C(Frame−Potential);N−4 (N ≥ 8) from Def. 6. This is the main step in our
proof of stable singularity formation. Our estimates will require the assumption
that the data are near-FLRW. As preliminary steps, in the first two proposi-
tions of this section, we derive hierarchies of time-integral inequalities for the
quantities ∥∣∂I⃗G∣

G
∥
L2

and ∥∣∂I⃗G
−1∣

G
∥
L2

and for the total energies E(Total);θ∗;M

from Def. 14. The important point is that these hierarchies are amenable to
analysis via Gronwall’s inequality. We then use these hierarchies to derive the
main a priori norm estimates in Corollary 2.

In the next proposition, we derive the first hierarchy.

Proposition 13 (A hierarchy of integral inequalities for ∥∣∂I⃗G∣
G
∥
L2

(t)
and ∥∣∂I⃗G

−1∣
G
∥
L2

(t)) Assume that the hypotheses and conclusions of Prop. 6

hold on the spacetime slab (T,1]×T3. Then there exist a small constant σ∗ > 0
and large constants CN , cN > 0 such that if ε ≤ σ ≤ σ∗, then the following
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hierarchy of integral inequalities is verified for t ∈ (T,1] whenever 1 ≤M ≤ N ∶

∑
1≤∣I⃗ ∣≤M

∥∣∂I⃗G∣
G
∥2
L2

(t) ≤ ∑
1≤∣I⃗ ∣≤M

∥∣∂I⃗G∣
G
∥2
L2

(1) (13.1)

+CN
√
ε ∑
1≤∣I⃗ ∣≤M

∫
1

s=t
s−1 ∥∣∂I⃗G∣

G
∥2
L2

(s)ds

+CN
√
ε ∑
1≤∣J⃗ ∣≤M−1

∫
1

s=t
s−1−cN

√
ε ∥∣∂J⃗G∣

G
∥2
L2

(s)ds

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
absent if M = 1

+ CN√
ε
∫

1

s=t
s−1E 2

(Total);θ∗;M
(s)ds

+CN
√
ε∫

1

s=t
s−1−cN

√
εE 2

(Total);θ∗;M−1(s)ds.

Furthermore, the same estimates hold if we replace ∣∂I⃗G∣
G

and ∣∂J⃗G∣
G

respec-

tively with ∣∂I⃗G
−1∣

G
and ∣∂J⃗G

−1∣
G

in (13.1).

Proof We first use the evolution equation (4.6b) for ∂t(G−1)ij and theG−Cauchy-
Schwarz inequality to deduce the estimate

∣∂t (∣∂I⃗G∣2G)∣ ≤ 4t−1∣K̂ ∣G∣∂I⃗G∣2G + 4t1/3∣Ψ ∣∣K̂ ∣G∣∂I⃗G∣2G (13.2)

+ 4

3
t1/3∣Ψ ∣∣∂I⃗G∣2G + 2∣∂t∂I⃗G∣G∣∂I⃗G∣G.

We next integrate the quantity ∂t (∣∂I⃗G∣2G) over the spacetime slab [t,1] ×T3

and sum over 1 ≤ ∣I⃗ ∣ ≤M , which yields the difference ∑1≤∣I⃗ ∣≤M ∥∣∂I⃗G∣
G
∥2
L2

(t)−

∑1≤∣I⃗ ∣≤M ∥∣∂I⃗G∣
G
∥2
L2

(1).
To complete the proof of (13.1), we have to bound the integral of the

right-hand side of (13.2) over the spacetime slab [t,1] × T3 by the integrals
on the right-hand side of (13.1). To this end, we first pointwise bound the
coefficients of ∣∂I⃗G∣2G in the first three products on the right-hand side of
(13.2) by using the strong estimates (7.2c) and (7.6a). We then integrate the
first three products on the right-hand side of (13.2) over [t,1] × T3. We have
thus bounded these spacetime integrals by the right-hand side of (13.1) as
desired.

It remains to bound the spacetime integral of the product 2∣∂t∂I⃗G∣G∣∂I⃗G∣G
from the right-hand side of (13.2) by the right-hand side of (13.1). To derive
such a bound, we first use the following simple inequality:

2∣∂t∂I⃗G∣G∣∂I⃗G∣G ≤ 1√
ε
t∣∂t∂I⃗G∣2G +

√
εt−1∣∂I⃗G∣2G. (13.3)

The spacetime integral of the second term on the right-hand side of (13.3) is
manifestly bounded by the right-hand side of (13.1). To bound the spacetime
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integral of the first term on the right-hand side of (13.3), we use the evolution
equation (D.6a) to replace ∂t∂I⃗G with inhomogeneous terms and then bound
the integrals of the inhomogeneous terms by using the estimates (11.4a) and
(11.5a).

With the help of the evolution equation (D.6b) for ∂I⃗G
−1, we can use a

similar argument to derive analogous estimates with G−1 in place of G.

We now derive the hierarchy of integral inequalities for the total energies.

Proposition 14 (A hierarchy of integral inequalities for E(Total);θ∗;M(t))
Assume that the hypotheses and conclusions of Prop. 6 hold on the spacetime
slab (T,1] ×T3. Let E(Total);θ∗;M be the total solution energy defined by (9.1),
where the choice of the constant θ∗ > 0 was made in Prop. 8. Then there exist
a small constant σ∗ > 0 and large constants CN , cN > 0 depending on N such
that if ε ≤ σ ≤ σ∗, then the following hierarchy of integral inequalities is verified
for t ∈ (T,1] whenever 0 ≤M ≤ N ∶

E 2
(Total);θ∗;M

(t) ≤ CNH 2
(Frame−Total);M(1) (13.4)

+CN ε ∑
1≤∣I⃗ ∣≤M

∫
1

s=t
s1/3−cN

√
ε ∥∣∂I⃗G∣

G
∥2
L2

(s)ds

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
absent if M = 0

+CN ε ∑
1≤∣I⃗ ∣≤M

∫
1

s=t
s1/3−cN

√
ε ∥∣∂I⃗G

−1∣
G
∥2
L2

(s)ds

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
absent if M = 0

+CN ∫
s=1

s=t
s−1/3E 2

(Total);θ∗;M
(s)ds

+CN ε∫
s=1

s=t
s−1E 2

(Total);θ∗;M
(s)ds

+CN ε∫
s=1

s=t
s−1−cN

√
εE 2

(Total);θ∗;M−1(s)ds
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

absent if M = 0

.

Proof To derive inequality (13.4), we have to bound the integrals on the right-
hand side of inequality (9.2) by the right-hand side of (13.4). To this end, we
first use the estimates of Prop. 10 and Prop. 11 to bound the inhomogeneous

term integrals such as ∫
s=1
s=t s

5/3 ∥(I⃗);(Junk)N∥
2

L2
ds, ∫

s=1
s=t s

−1 ∥(I⃗);(Border)N∥
2

L2
ds,

etc. on the right-hand side of inequality (9.2) and make use of the bound
E 2
(Total);θ∗;M

(1) ≤ CMH 2
(Frame−Total);M(1) implied by Prop. 12. Some of these

bounds result in the presence of some spacetime integrals with the integrands

s−c
√
ε ∥∣∂I⃗G∣

G
∥2
L2

or s−c
√
ε ∥∣∂I⃗G

−1∣
G
∥2
L2

, where the loss of s−c
√
ε comes from

the right-hand sides of the estimates of Prop. 10 and Prop. 11. By inspection
of the right-hand side of inequality (9.2), we see that every time such an in-
tegrand appears, it is multiplied by an extra factor of s1/3 or better (this is
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clearly true for all integrands except for s−1 ∥(I⃗);(Border)N∥
2

L2
, which by (11.1a)

can be bounded independently of ∥∣∂I⃗G∣
G
∥2
L2

and ∥∣∂I⃗G
−1∣

G
∥2
L2

). Hence, such
spacetime integrals can be bounded by the first two integrals on the right-hand
side of (13.4).

The remaining spacetime integrals on the right-hand side of inequality
(9.2) can be bounded by the integrals CN ∫

s=1
s=t s

−1/3E 2
(Total);θ∗;M

(s)ds and

CN ε ∫
s=1
s=t s

−1E 2
(Total);θ∗;M

(s)ds on the right-hand side of (13.4) with the help
of Lemma 4.

We now use Prop. 13 and Prop. 14 to derive our main a priori estimates
for the solution norms. We will use the following Gronwall lemma to esti-
mate solutions to the hierarchies of integral inequalities that appear in the
propositions.

Lemma 8 (A Gronwall estimate) Let y(t) ≥ 0, z(t) ≥ 0 be continuous
functions. Suppose that there exist constants C, c > 0 such that the following
inequalities hold for t ∈ (T,1] ∶

y(t) ≤ Cε3t−c
√
ε + c

√
ε∫

1

s=t
s−1y(s)ds + c√

ε
∫

1

s=t
s−1z(s)ds, (13.5a)

z(t) ≤ Cε4t−c
√
ε +Cε∫

1

s=t
s1/3−c

√
εy(s)ds (13.5b)

+C ∫
1

s=t
s−1/3z(s)ds + cε∫

1

s=t
s−1z(s)ds.

Then there exist constants C ′, c′ > 0 such that the following inequalities hold
for t ∈ (T,1] ∶

y(t) ≤ C ′ε3t−c
′
√
ε, (13.6a)

z(t) ≤ C ′ε4t−c
′
√
ε. (13.6b)

Proof We define

Q(t) ∶= εy(t) + z(t). (13.7)

With the help of (13.5a)-(13.5b), we see that there exist constants C̃, c̃ > 0
such that Q verifies the following integral inequality for t ∈ (T,1] ∶

Q(t) ≤ C̃ε4t−c̃
√
ε + C̃ ∫

1

s=t
s−1/3Q(s)ds + c̃

√
ε∫

1

s=t
s−1Q(s)ds. (13.8)

Applying Gronwall’s inequality to (13.8), we deduce that there exist constants
C ′, c′ > 0 such that

Q(t) ≤ C ′ε4t−c
′
√
ε, t ∈ (T,1]. (13.9)

The desired inequalities (13.6a)-(13.6b) now follow from (13.9).



96 Igor Rodnianski, Jared Speck

We derive our main a priori norm estimates in the next corollary. These
estimates are the backbone of our main stable singularity formation theorem.

Corollary 2 (The main a priori estimate for the norms when N ≥ 8)
Let H(Frame−Total);N , C(Frame−Kinetic);N−3, and C(Frame−Potential);N−4 be the
solution norms from Def. 6. Assume that the hypotheses and conclusions of
Prop. 13 and Prop. 14 hold on the spacetime slab (T,1] × T3. In particular,
assume that for some integer N ≥ 8, the solution norm bootstrap assumptions
(6.1a)-(6.1c) hold for t ∈ (T,1]. Assume in addition that the initial renormal-
ized metric verifies the stronger near-Euclidean condition ∥G −E∥C0

Frame
(1) ≤

ε2 in place of the previous assumption ∥G −E∥C0
Frame

(1) ≤ ε. Then there exist
a small constant εN > 0 and a large constant cN > 0 such that if ε ≤ εN and
H(Frame−Total);N(1) ≤ ε2, then the following norm inequalities are verified for
t ∈ (T,1] ∶

H(Frame−Total);N(t) ≤ 1

2
εt−cN

√
ε, (13.10a)

C(Frame−Kinetic);N−3(t) ≤
1

2
ε, (13.10b)

C(Frame−Potential);N−4(t) ≤
1

2
εt−cN

√
ε. (13.10c)

Remark 19 The powers of ε stated in the estimates (13.10a)-(13.10c) are non-
optimal and could be improved with additional effort.

Proof We will prove by induction in M that there exist constants C ′
M , c

′
M > 0

such that if ε is sufficiently small, then the following inequalities hold for
t ∈ (T,1] ∶

∑
1≤∣I⃗ ∣≤M

{∥∣∂I⃗G∣
G
∥2
L2

(t) + ∥∣∂I⃗G
−1∣

G
∥2
L2

(t)} ≤ C ′
M ε

3t−c
′

M

√
ε, (1 ≤M ≤ N),

(13.11)

E 2
(Total);θ∗;M

(t) ≤ C ′
M ε

4t−c
′

M

√
ε, (0 ≤M ≤ N).

(13.12)

Then from Prop. 12, (13.11), and (13.12), we conclude that there exist con-
stants C̃M , c̃M > 0 such that

H 2
(Frame−Total);M(t) ≤ C̃M ε3t−c̃M

√
ε, (13.13)

and the desired estimate (13.10a) thus follows whenever ε is sufficiently small.
The estimates (13.10b) and (13.10c) then follow from revisiting the estimates
proved in Prop. 6, where the assumption ∥G −E∥C0

Frame
(1) ≤ ε2 and the esti-

mate (13.13) (with M = N) are now taken as hypotheses in these propositions
in place of the original assumption ∥G − E∥C0

Frame
(1) ≤ ε and the original

bootstrap assumption H(Frame−Total);N(t) ≤ εt−σ.
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It remains for us to prove (13.11)-(13.12). To this end, we first inductively
assume that the case M − 1 has been shown; we remark that our argument
will also apply to the base case M = 0. We now define

y(t) ∶= {
0, (M = 0),
∑1≤∣I⃗ ∣≤M ∥∣∂I⃗G∣

G
∥2
L2

(t) +∑1≤∣I⃗ ∣≤M ∥∣∂I⃗G
−1∣

G
∥2
L2

(t), (1 ≤M),
(13.14)

z(t) ∶= E 2
(Total);θ∗;M

(t). (13.15)

Inserting the induction assumption estimates into inequalities (13.1) and (13.4)
(including the analogous but unwritten version of (13.1) that holds for ∂I⃗G

−1)
and carrying out straightforward computations, we deduce that there exist
constants C, c > 0 such that hypothesis inequalities (13.5a)-(13.5b) hold. The
inequalities (13.6a)-(13.6b) immediately imply the desired estimates (13.11)-
(13.12). This closes the induction.

14 Local Well-Posedness, the Existence of a CMC Hypersurface,
and Continuation Criteria

Before we can prove our main stable singularity formation theorem, we first
need to address several aspects of the local-in-time theory. Hence, in this sec-
tion, we briefly discuss local-in-time theory for the Einstein-stiff fluid system
in two different gauges. We have two main goals. The first is to show that
near-FLRW data launch a local solution that contains a spacelike hypersur-
face with constant mean curvature equal to −1/3. We need the existence of
such a hypersurface because most of our previous analysis was carried out
relative to CMC-transported spatial coordinates. In service of this goal, we
sketch a proof of local well-posedness in a harmonic map gauge. This result
(see Prop. 15) provides us with estimates that are sufficient to apply methods
similar to those used by Bartnik [9], which will guarantee the existence of the
desired CMC hypersurface (see Prop. 17). To simplify our proofs, we have
chosen to adopt near-FLRW hypotheses in both Prop. 15 and Prop. 17; these
hypotheses could be relaxed with additional effort. Our second goal is to sketch
a proof of local well-posedness and continuation criteria in CMC-transported
spatial coordinates (see Theorem 1).

14.1 Near-FLRW local well-posedness in harmonic map gauge

In this section, we sketch a proof of local well-posedness for the Einstein-stiff
fluid system in harmonic map gauge.

Proposition 15 (Near-FLRW local well-posedness in harmonic map

gauge) Let N ≥ 4 be an integer. Let (̊g, k̊, p̊, ů) be initial data (at time 1) on
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the manifold Σ1 ≃ T3 for the Einstein-stiff fluid system (1.1a)-(1.4), cs = 1
(which by definition verify the constraints (1.9a)-(1.9b)). Assume that

inf
x∈T3

p̊(x) > 0, (14.1)

and that relative to the standard coordinates on T3 (see Def. 2), the components
of the data verify the following estimates for i, j = 1,2,3 ∶

∥̊gij −Eij∥HN+1 + ∥̊kij +
1

3
Iij∥

HN
+ ∥p̊ − 1

3
∥
HN

+ ∥ůi∥HN ≤ ε <∞. (14.2)

Above, Eij = diag(1,1,1) denotes the standard Euclidean metric on T3 and
Iij = diag(1,1,1) denotes the identity. Let (M, (g, p,u)) be the maximal glob-
ally hyperbolic development of the data (see the discussion in Sect. 1). In par-
ticular, the variables (g, p,u) verify the Einstein-stiff fluid equations (1.1a)-
(1.4), cs = 1. Then if ε is sufficiently small, there exists a collection of co-
ordinates (t, x1, x2, x3) covering a subset V ∶= ∪t∈[1/2,3/2]Σt ≃ [1/2,3/2] × T3

of M. The coordinate t is a time function defined on V, the (x1, x2, x3) are
(spatially locally defined) standard local coordinates on T3 (see Def. 2), and
each Σs ∶= {q ∈ V ∣ t(q) = s} ≃ T3 is a Cauchy hypersurface. Relative to these
coordinates, the FLRW solution can be expressed as

g̃ = −dt2 + t2/3
3

∑
i=1

(dxi)2, p̃ = 1

3
t−2, ũµ = δµ0 . (14.3)

Above, δµν (µ, ν = 0,1,2,3) is the standard Kronecker delta. Furthermore, rel-
ative to these coordinates, the perturbed solution’s components verify the fol-
lowing estimates for µ, ν = 0,1,2,3 ∶

sup
t∈[1/2,3/2]

∥∂Mt (gµν − g̃µν)∥HN+1−M ≤ Cε, (0 ≤M ≤ N + 1), (14.4a)

sup
t∈[1/2,3/2]

∥∂Mt (p − p̃)∥
HN−M ≤ Cε, (0 ≤M ≤ N), (14.4b)

sup
t∈[1/2,3/2]

∥∂Mt (uµ − ũµ)∥
HN−M ≤ Cε, (0 ≤M ≤ N). (14.4c)

In addition, the harmonic map condition (g−1)αβ(Γ µ
α β − Γ̃ µ

α β) = 0 is verified

on V. Here, Γ µ
α β is a Christoffel symbol of g and Γ̃ µ

α β is a Christoffel symbol
of g̃. Finally, the map from the initial data to the solution is continuous. By
“continuous,” we mean continuous relative to the norms on the data and the
norms on the solution that are stated in the hypotheses and above conclusions
of this proposition.

Proof We use a hyperbolic reduction of Einstein’s equations described in [37].
This reduction is an extension of the fundamental ideas developed by Choquet-
Bruhat [16]. More precisely, as discussed in [37, Section 5], there exists a
harmonic map gauge for the Einstein equations in which

(g−1)αβ(Γ µ
α β − Γ̃ µ

α β) ≡ 0. (14.5)
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Since Γ µ
α β − Γ̃ µ

α β is a tensor, the condition (14.5) has a coordinate invariant

meaning. It also allows us to work globally in space, even though T3 cannot be
covered by a single coordinate chart. Relative to the standard local coordinates
on T3, the non-zero FLRW Christoffel symbols are

Γ̃ 0
j k =

1

3
t−1/3δjk, Γ̃ j

0 k =
1

3
t−1δjk, (14.6)

where δjk = diag(1,1,1) and δjk = diag(1,1,1) are standard Kronecker deltas.
In these coordinates, (14.5) is equivalent to (for i = 1,2,3)

Γ0 = 1

3
t−1/3(g−1)abδab, Γi = 2

3
t−1/3(g−1)0i. (14.7)

Above, Γµ ∶= (g−1)αβΓ µ
α β is a contracted Christoffel symbol of g. To be com-

patible with both the Einstein initial data and (14.5), gµν and ∂tgµν are
equipped with the following initial data (given at t = 1) relative to the stan-
dard coordinates on T3 ∶

g00 = −1, g0i = 0, gij = g̊ij , (14.8)

∂tg00 = 2(1

3
g̊abδab + k̊aa) , ∂tg0i = g̊ab (∂ag̊bi −

1

2
∂ig̊ab) , ∂tgij = −2̊kij .

(14.9)

The above data enforce the harmonic mapping condition (14.5) at t = 1. The
data for the pressure and the four velocity are

p = p̊, u0 =
√

1 + g̊abůaůb, ui = ůi. (14.10)

In this gauge, the Einstein-stiff fluid equations (1.1a)-(1.4), cs = 1 are equiv-
alent to a reduced system comprising constraint equations, quasilinear wave
equations for the spacetime metric components, and first order hyperbolic
equations for the fluid variables. Local well-posedness in the Sobolev spaces
stated in the proposition, the estimates stated in the proposition, the con-
tinuous dependence of the solution on the data, and the preservation of the
constraints and the harmonic mapping condition (14.5) are all standard re-
sults; see e.g. the discussion in [70], which addresses all aspects of the theorem
except continuous dependence on the data and how to estimate the fluid. The
article [79] provides details concerning the derivation of energy/Sobolev esti-
mates for the fluid using energy currents and the divergence theorem; similar
analysis was carried out in Sect. 9. For the main ideas behind continuous
dependence on the data, see e.g. [78].

14.2 The existence of a CMC hypersurface

We would now like to show that the spacetimes launched by Prop. 15 contain
a spacelike hypersurface graph of constant mean curvature precisely equal to
− 1

3
. In the next lemma, we recall the quasilinear elliptic PDE verified by such

graphs.
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Lemma 9 (Prescribed mean curvature PDE) Let g be the spacetime
metric solution from the conclusions of Prop. 15, and let (t, x1, x2, x3) be
the corresponding coordinates (the xi are spatially locally defined). Let Σ ∶=
{(t, x) ∈ R×T3 ∣ t = ϕ(x)} be a hypersurface graph. Let Mϕ(x) be 3× the mean
curvature of Σ (relative to g) evaluated at the spacetime point (ϕ(x), x). Let
ιϕ ∶ T3 → R ×T3 be the function defined by

ιϕ(x) ∶= (ϕ(x), x). (14.11)

Let T+[1/2,3/2]×T3 denote the bundle of future-directed unit timelike vectors
over [1/2,3/2] ×T3, and let F (t, x;X) be a function on T+[1/2,3/2] ×T3. Let
Γ µ
α β be the Christoffel symbols of g relative to the above coordinates, let hµν

be the reciprocal first fundamental form of Σ relative to gµν , and let Hµν be a
rescaled version of hµν , which are defined as follows:

hµν[g ○ ιϕ, ∂ϕ] ∶= (g−1)µν ○ ιϕ + N̂µ[g ○ ιϕ, ∂ϕ]N̂ν[g ○ ιϕ, ∂ϕ], (14.12a)

Hµν[g ○ ιϕ, ∂ϕ] ∶= ∣N∣−1g [g ○ ιϕ, ∂ϕ]hµν[g ○ ιϕ, ∂ϕ]. (14.12b)

Above, N̂µ is the future-directed normal to Σ, which is defined by

N̂µ[g ○ ιϕ, ∂ϕ] ∶= ∣N∣−1g [g ○ ιϕ, ∂ϕ](g−1)µν ○ ιϕNν[∂ϕ], (14.13a)

Nµ[∂ϕ] ∶= Dµ(−t + ϕ), (14.13b)

∣N∣g[g ○ ιϕ, ∂ϕ] ∶= [ − (g−1)00 ○ ιϕ + 2(g−1)0a ○ ιϕ∂aϕ − (g−1)ab ○ ιϕ(∂aϕ)(∂bϕ)]
1/2

.

(14.13c)

Note that (14.13c) slightly contradicts (5.2) in the sense that in (14.13c), we
require ∣N∣g to be non-negative.

Then Mϕ can be expressed as follows:

Mϕ = −Hab[g ○ ιϕ, ∂ϕ]∂a∂bϕ −Hαβ[g ○ ιϕ, ∂ϕ]Γ 0
α β[g ○ ιϕ, ((∂t, ∂)g) ○ ιϕ]

(14.14)

+Hαβ[g ○ ιϕ, ∂ϕ]Γ a
α β[g ○ ιϕ, ((∂t, ∂)g) ○ ιϕ]∂aϕ.

Therefore, Σ is a hypersurface of prescribed mean curvature 1
3
F (ϕ(x), x; N̂[g○

ιϕ, ∂ϕ]) if and only if ϕ verifies the quasilinear elliptic PDE

Hab[g ○ ιϕ, ∂ϕ]∂a∂bϕ = −F (ιϕ; N̂[g ○ ιϕ, ∂ϕ]) (14.15)

−Hαβ[g ○ ιϕ, ∂ϕ]Γ 0
α β[g ○ ιϕ, ((∂t, ∂)g) ○ ιϕ]

+Hαβ[g ○ ιϕ, ∂ϕ]Γ a
α β[g ○ ιϕ, ((∂t, ∂)g) ○ ιϕ]∂aϕ.

Proof The hypersurface Σ ∶= {(t, x) ∈ R × T3 ∣ t = ϕ(x)} is the 0 level set of
the function

Φ(t, x) ∶= −t + ϕ(x). (14.16)
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The spacetime one-form that is normal to the level sets of Φ is

Nµ = DµΦ. (14.17)

The corresponding future-directed g−unit normal vector is

N̂µ = 1

∣N∣g
(g−1)µαDαΦ, (14.18)

where

∣N∣g ∶= ∣(g−1)αβDαΦDβΦ∣1/2. (14.19)

The reciprocal first fundamental form of Σ is

hµν ∶= (g−1)µν + N̂µN̂ν , (14.20)

while the second fundamental form is

kµν ∶= −gνκgβλh
µαhκλDαN̂β . (14.21)

The trace of the second fundamental form, which is defined to be 3 times the
mean curvature of Σ, is therefore given by

−(DαN̂α)∣t=ϕ(x) = −( 1

∣N∣g
hαβDαDβΦ) ○ ιϕ. (14.22)

Setting (14.22) equal to F , expanding covariant derivatives in terms of the
Christoffel symbols of g, and carrying out straightforward computations, we
thus deduce equation (14.15) from (14.22).

We now provide a proof of the existence of a hypersurface of constant mean
curvature precisely equal to −1/3 in the spacetimes of interest. Our proof makes
use of the estimates of Prop. 15 as well as the following fundamental Leray-
Schauder fixed point result from degree theory.

Proposition 16 [56, Theorem 4.4.3] Let K be a closed, bounded subset of the
Banach space B. Assume that 0 ∈ interior(K). Let T ∶ K → B be a compact
map. Assume that for all real numbers λ ∈ (0,1), there is no element k ∈ ∂K
such that λT (k) = k. Then there exists an element k∗ ∈ K such that T (k∗) =
k∗.

⊓⊔
Our proof of existence is simpler than Bartnik’s similar proof [9, Theorem

4.1] because ours takes advantage of the smallness of ε. One key difference
is that Bartnik’s proof only addressed the case in which g0i ≡ 0, (i = 1,2,3),
while in our harmonic map gauge, we generally have g0i ≠ 0.
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Proposition 17 (Existence of a CMC slice) [38, c.f. Lemma 6.2][9, c.f.
Theorem 4.1] Assume the hypotheses and conclusions of Prop. 15 (in partic-
ular assume that ε is sufficiently small). Assume in addition that N ≥ 5. Let
(gµν , p,uµ) be the solution on [1/2,3/2]×T3 guaranteed by the proposition. Let

(t, x1, x2, x3) be the corresponding coordinates (the xi are spatially locally de-
fined). Let Σt ∶= {t}×T3 denote a constant-time hypersurface and let M0(t, x)
denote 3× its corresponding mean curvature (with respect to g) evaluated at
the spacetime point (t, x). Then there exists a constant C∗ > 0 such that if ε is
sufficiently small, then there exists a pair of times

t± = 1 ±C∗ε, (14.23)

such that

sup
x∈T3

−M0(t+, x) < 1 < inf
x∈T3

−M0(t−, x). (14.24)

Furthermore, there exists a function ϕ on T3 such that

ϕ ∈HN+2(T3), (14.25a)

t− < inf
x∈T3

ϕ(x) ≤ sup
x∈T3

ϕ(x) < t+, (14.25b)

and such that Σ ∶= {(ϕ(x), x) ∣ x ∈ T3} ⊂ (t−, t+)×T3 is a spacelike hypersurface
with mean curvature (relative to g) constantly equal to − 1

3
(i.e., the PDE

(14.15) is verified with F (ιϕ; N̂) ∶= −1).
Furthermore, there exists a constant C > 0 such that if ε is sufficiently

small, then the following estimates are verified by ϕ and the components of
hµν relative to the above coordinates:

∥ϕ − 1∥HN+2 ≤ Cε, (14.26)

∥h00[g ○ ιϕ, ∂ϕ] + 1∥HN+1 ≤ Cε, (14.27a)

∥h0i[g ○ ιϕ, ∂ϕ]∥HN+1 ≤ Cε, (i = 1,2,3), (14.27b)

∥hij[g ○ ιϕ, ∂ϕ] − (E−1)ij∥HN+1 ≤ Cε, (i, j = 1,2,3). (14.27c)

In the above estimates, ιϕ is defined in (14.11), hµν[g ○ ιϕ, ∂ϕ] is defined in
(14.12a), and (E−1)ij = diag(1,1,1) is the standard inverse Euclidean metric
on T3.

Finally, relative to the above coordinates, the solution’s components have
the following regularity properties for µ, ν = 0,1,2,3 ∶

∥{∂Mt (gµν − g̃µν)} ○ ιϕ∥HN+1−M ≤ Cε, (0 ≤M ≤ N + 1), (14.28a)

∥{∂Mt (p − p̃)} ○ ιϕ∥HN−M ≤ Cε, (0 ≤M ≤ N), (14.28b)

∥{∂Mt (uµ − ũµ)} ○ ιϕ∥HN−M ≤ Cε, (0 ≤M ≤ N), (14.28c)

where the components g̃µν , p̃, ũµ of the FLRW solution are given by (14.3).
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Proof Note that the function F from (14.15) is constantly −1 in the present
context. Throughout this proof, we will repeatedly use the assumption that
ε is sufficiently small without mentioning it every time. The main idea is to
derive a priori estimates for a modified version of the elliptic PDE (14.15). The
modification depends on a small positive real number δ. The a priori estimates
will allow us to apply Prop. 16 to deduce an existence result for the modified
PDE. We then take a limit as δ goes to 0 in order to deduce existence for
the actual PDE of interest. The final step is to improve the Sobolev regularity
of both (g, p,u) ○ ιϕ and ϕ(x). The former estimates require us to revisit
the estimates of Prop. 15; instead of using the divergence theorem/energy
estimates to derive L2 estimates along the hypersurfaces Σt, as was done in
the proposition, we instead derive analogous L2 estimates along Σ.

Step 1 - Linearize, modify, and change variables via ϕ = 1 + χ: Let
M0(t, x) be 3 times the mean curvature (relative to g) of the constant-time
hypersurface Σt evaluated at the spacetime point (t, x). We now note that a
slightly modified version of the PDE (14.15) can be written in the following
form:

Hab[g ○ ιϕ, ∂ϕ]∂a∂bϕ =

1
³¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
−F (ιϕ; N̂[g ○ ιϕ, ∂ϕ])+M0 ○ ιϕ (14.29)

+ Y a[g ○ ιϕ, ((∂t, ∂)g) ○ ιϕ, ∂ϕ]∂aϕ + δ(ϕ − 1).

Above, δ ∈ (0,1] is a small positive constant and the term δ(ϕ − 1) was artifi-
cially added to the equation for reasons to be explained. We will let δ ↓ 0 later
in the proof. Furthermore, Y a[⋯] is a smooth function of its arguments as long
as g is invertible and ∣N∣g > 0. The M0 ○ ιϕ term is derived by isolating and
subtracting off this term from the Hαβ[g ○ ιϕ, ∂ϕ]Γ 0

α β[g ○ ιϕ, ((∂t, ∂)g) ○ ιϕ]
term on the right-hand side of (14.15). More precisely, we view −Hαβ[g ○
ιϕ, ∂ϕ]Γ 0

α β[g ○ ιϕ, ((∂t, ∂)g) ○ ιϕ] ∶= f[g ○ ιϕ, ((∂t, ∂)g) ○ ιϕ, ∂ϕ], where f is a
smooth function of its arguments. Then M0(t, x) = f[g(t, x), (∂g)(t, x),0],
M0 ○ ιϕ = f[g ○ ιϕ, (∂g) ○ ιϕ,0], while the difference f[g ○ ιϕ, ((∂t, ∂)g) ○
ιϕ, ∂ϕ]− f[g ○ ιϕ, ((∂t, ∂)g) ○ ιϕ,0] is (by Taylor expansion) incorporated into
the Y a[g ○ ιϕ, ((∂t, ∂)g) ○ ιϕ, ∂ϕ]∂aϕ term on the right-hand side of (14.29).
We also make the change of variables χ = ϕ − 1, where we think of χ as small.
We then consider a linearized version of (14.29). More precisely, given a known
function % ∈HN−1, we consider the linear (in χ) PDE

Hab[g ○ ι1+%, ∂%]∂a∂bχ = 1 +M0 ○ ι1+% (14.30)

+ Y a[g ○ ι1+%, ((∂t, ∂)g) ○ ι1+%, ∂%]∂aχ + δχ.

The reason for adding the term δ(ϕ−1) = δχ is the following: by the maximum
principle for classical solutions, this 0th order term ensures that the linearized
PDE has unique (in the class C2) solutions.

Step 2 - Identifying a fixed point space: We choose to first prove
existence in a space of relatively high regularity. The estimates of Prop. 15
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imply that there exists a constant C∗ > 0 such that (14.23) and (14.24) hold.
We will work with closed, bounded subsets of HN−1 of the form

Kε ∶= {% ∣ ∥%∥HN−1 ≤ 1, ∥∣N∣−1g [g ○ ι1+%, ∂%]∥L∞ ≤ 2, ∥%∥L∞ ≤ C∗ε} . (14.31)

Note that the function % ≡ 0 belongs to the interior of Kε. This fact is an
important hypothesis in Prop. 16. The reason that we assume N ≥ 5 is that
Sobolev embedding implies the existence of a constant C > 0 such that

∥∂(Hij[g ○ ι1+%, ∂%])∥C0 ≤ C (14.32)

whenever ε is sufficiently small and % ∈ Kε; the availability of this estimate
simplifies our analysis.

Step 3 - The linearized map: For each δ > 0, let Tδ be the map that
sends elements % ∈ Kε to the corresponding solution χ to the linear PDE
(14.30), i.e., Tδ% = χ. Note that for % ∈ Kε, the modified linear PDE, which
is of the form aij(x)∂i∂jχ + bi(x)∂iχ + cχ = d(x), is uniformly elliptic with
aij(x) positive definite, c < 0, and aij , bi, c, d ∈HN−2. Standard elliptic theory
and the Rellich-Kondrachov theorem ensure that Tδ ∶ Kε → HN ↪ HN−1

is a well-defined compact (in HN−1) map. We are using in particular the
maximum principle and the fact that c < 0 to conclude that the map χ →
aij(x)∂i∂jχ+bi(x)∂iχ+cχ has a trivial kernel. We are also using the fact that
the components gµν are elements of CN−1([1/2,3/2] × T3) and the Christof-
fel symbols Γ µ

α β are elements of CN−2([1/2,3/2] × T3). This ensures, for ex-

ample, that gµν ○ ι1+% ∈ HN−1, Γ µ
α β[g ○ ι1+%, ((∂t, ∂)g) ○ ι1+%] ∈ HN−2, and

Hij[g ○ ι1+%, ∂%] ∈HN−2.
Step 4 - A priori estimates and fixed points: In order to apply

Prop. 16, we will show that the following fact holds: for each real number
λ ∈ [0,1], any λ−quasi-fixed point % of Tδ that belongs to Kε must lie in the
interior of Kε. By definition, a λ−quasi-fixed point is a solution to the equation

λTδ% = %, (14.33)

which can equivalently be expressed as

Hab[g ○ ι1+%, ∂%]∂a∂b% = λ{1 +M0 ○ ι1+%} (14.34)

+ Y a[g ○ ι1+%, ((∂t, ∂)g) ○ ι1+%, ∂%]∂a% + δ%.

After we have shown the aforementioned fact, Prop. 16 will immediately imply
the desired existence result for the modified nonlinear PDE. To prove the
fact, we will derive the following two a priori estimates: i) if λ ∈ [0,1], ε is
sufficiently small, and % ∈ Kε verifies (14.33), then ∥%∥HN ≤ Cε; ii) if λ ∈ [0,1],
ε is sufficiently small, and % ∈ Kε solves (14.33), then ∥%∥C0 < C∗ε, where C∗
is the constant appearing in definition (14.31). i) and ii) together imply that
when λ ∈ [0,1] and ε is sufficiently small, there are no λ−quasi-fixed points %
of Tδ with % ∈ ∂Kε. Our proofs of i) and ii) are based on standard L2−type
Sobolev estimates and the maximum principle. We first prove i) via Sobolev
estimates. Specifically, we multiply (14.34) by %, integrate by parts, use the



Big Bang Formation 105

bounds implied by (14.31), use the uniform positive definiteness of Hij in the
regime we are considering, use the estimate (14.32), use the standard Sobolev
calculus, and apply Cauchy-Schwarz (for the inverse metric Hij) to deduce
that there exists a constant C > 0 (independent of δ ∈ (0,1]) such that

∫
T3

Hab[g ○ ι1+%, ∂%](∂a%)(∂b%)dx ≤ Cλ2 ∫
T3

∣1 +M0 ○ ι1+%∣2 dx +C ∫
T3
%2 dx.

(14.35)

The estimates of Prop. 15 imply that for % ∈ Kε, we have

∥1 +M0 ○ ι1+%∥C0 ≤ Cε. (14.36)

Furthermore, the definition of Kε implies that ∥%∥C0 ≤ Cε. Since Hij is uni-
formly comparable to (E−1)ij in the regime we are considering, we therefore
conclude from (14.35) that

∫
T3

(E−1)ab(∂a%)(∂b%)dx ≤ Cε2. (14.37)

Similarly, we commute equation (14.34) with ∂I⃗ , ∣I⃗ ∣ ≤ N −2 and repeat the
argument to inductively derive

∫
T3

(E−1)ab(∂a∂I⃗%)(∂b∂I⃗%)dx ≤ Cε
2, ∣I⃗ ∣ ≤ N − 2. (14.38)

To estimate the Nth order derivatives of %, we first note that for ∣I⃗ ∣ = N − 2,
we have

∂a(Hab[g ○ ι1+%, ∂%]∂b∂I⃗%) = fI⃗ , (14.39)

where ∥fI⃗∥L2 ≤ Cε. It follows that ∂I⃗% is a weak solution to a uniformly elliptic
divergence form PDE with Hab[g ○ ι1+%, ∂%] ∈ HN−2 ↪ CN−4. From standard
elliptic theory (c.f. [25, Theorem 1 of Section 6.3.1]), we conclude that ∂I⃗% ∈H

2

and

∥∂I⃗%∥H2 ≤ C(∥fI⃗∥L2 + ∥∂I⃗%∥H1) ≤ Cε (14.40)

as desired. In summary, we have shown that

∥ϕ − 1∥HN ≤ Cε, (14.41)

where C does not depend on δ ∈ (0,1].
To prove ii), we show that when λ ∈ [0,1], any λ−quasi fixed point % ∈ Kε

must avoid the two obstacles ±C∗ε. We argue by contradiction using the maxi-
mum principle. If %(x∗) = C∗ε, then x∗ must be a maximum. Thus, ∂i%(x∗) = 0,
(i = 1,2,3). Therefore, it follows from (14.24) and (14.34) that

Hab[g(1 +C∗ε, x∗),0]∂a∂b%(x∗) = λ{1 +M0(1 +C∗ε, x∗)} +C∗εδ (14.42)

> 0.
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Since Hij[g(1 + C∗ε, ⋅),0] is a uniformly positive definite 3 × 3 matrix, this
contradicts the maximum principle for the operator Hab[g(1+C∗ε, x∗),0]∂a∂b
and shows that %(x∗) = C∗ε is impossible. Similarly, it is impossible for % to
touch −C∗ε. It follows that

∥%∥C0 < C∗ε. (14.43)

We can now apply Prop. 16 to conclude that the PDE (14.29) has a solution
ϕ = 1 + %, where % ∈ Kε.

Step 5 - Limit as δ ↓ 0: We have now produced a family of solutions ϕδ

to the modified nonlinear PDE (14.29) that verify the bound (14.41). By weak
compactness and the Rellich-Kondrachov theorem, there exists a sequence of

numbers δn
n→∞
↓ 0 such that the sequence ϕδn converges (weakly in HN and

strongly in HN−1) to the desired solution ϕ ∈ HN ∩ Kε of the nonlinear PDE
(14.29) with δ = 0. The solution ϕ also verifies the bound (14.41).

Step 6 - Upgraded regularity of the solution to the Einstein-stiff
fluid equations: The above arguments have produced a CN−2 hypersurface
Σ = {(ϕ(x), x) ∣ x ∈ T3} of mean curvature −1/3 that is sandwiched in between
the hypersurfaces Σt− and Σt+ , where t is the time coordinate from Prop. 15
and t− = 1 − C∗ε, t+ = 1 + C∗ε. Let Z ∶= (gµν , ∂gµν , p,u

µ)0≤µ,ν≤3 denote the
array of solution components appearing in the conclusions of Prop. 15, and
let Z̃ denote the array of FLRW components [see equation (14.3)]. The main
difficulty that remains to be resolved is that even though Prop. 15 guarantees
that ∂Mt (Z −Z̃ )(t, ⋅) ∈HN−M for 0 ≤M ≤ N , it does not automatically follow
that, for example, [∂I⃗(Z − Z̃ )]○ ιϕ ∈ L2 when ∣I⃗ ∣ = N ; this difficulty would be
present even if ϕ were known to be C∞. The standard trace theorems allow
for the possibility that the spacetime function ∂Mt (Z −Z̃ ) loses some Sobolev
differentiability when restricted to the hypersurface Σ. To avoid any loss, we
will revisit the estimates proved in Prop. 15 along the hypersurfaces Σt and
deduce analogous estimates along Σ. Specifically, we claim that one can derive
the following Sobolev estimate for the solution along Σ whenever M + ∣I⃗ ∣ ≤ N ∶

∫
T3

∣∂Mt ∂I⃗(Z − Z̃ )∣
2
○ ιϕ dµ ≤ C ∫

T3
∣∂Mt ∂I⃗(Z − Z̃ )∣

2
(t−, x)dx (14.44)

+C ∫
t+

s=t−
∣∂Mt ∂I⃗(Z − Z̃ )∣

2
(s, x)dxds

≤ Cε.

Above, dµ = υ dx, where υ ∶=
√

det(EΣ) is the volume form factor corre-
sponding to EΣij ∶= ι∗ϕEΣ

ij , and ι∗ϕ denotes pullback by ιϕ. Here, EΣ is the
first fundamental form of Σ relative to E, where Eµν ∶= zdiag(1,1,1,1) is the
standard Euclidean metric on [1/2,3/2] ×T3. In components, we have

EΣ
µν = Eµν −

NµNν

∣N∣2E
, (14.45)
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where Nµ is defined in (14.13b) and ∣N∣2E ∶= (E−1)αβNαNβ . The estimate
(14.41) implies that

∣υ − 1∣ ≤ Cε. (14.46)

The estimate (14.44) can be derived by commuting the Einstein-stiff fluid
equations in harmonic map gauge with the operators ∂Mt ∂I⃗ , by applying the
divergence theorem (with the metric E) to the region in between Σt− and Σ,
and by overestimating the corresponding spacetime integral by the spacetime
integral in (14.44). The “ε” on the right-hand side of (14.44) is guaranteed by
the estimates of Prop. 15 and the estimate (14.41). The vectorfield used in the
divergence theorem is the same vectorfield that is used to derive the energy
estimates in the proof of Prop. 15.

Step 7 - The HN+2 regularity of ϕ: Now that we have the estimates
(14.28a)-(14.28c), we can return to the PDE (14.34) (with δ = 0 now) and de-
rive the additional Sobolev regularity/estimates for up to order N + 2 deriva-
tives of ϕ, as in the proof of (14.41). The desired estimate (14.26) thus follows.

Step 8 - Sobolev estimates for hµν[g○ ιϕ, ∂ϕ]: The estimates (14.27a)-
(14.27c) follow from definition (14.12a), the estimates (14.26) and (14.28a)-
(14.28c), and the standard Sobolev calculus.

In the next corollary, we show that the fields induced on the CMC hyper-
surface Σ are near-FLRW. This implies that they can be used as the “data”
in our main stable singularity formation theorem.

Corollary 3 (Near-FLRW fields on the CMC hypersurface) Assume
the hypotheses and conclusions of Prop. 17, and let Σ be the CMC hypersurface
provided by the proposition. Let hµν ∶= gµαgνβhαβ denote the first fundamental
form of Σ [see (14.12a)], let vµ = hµαuα denote the one-form that is dual to the
g−orthogonal projection of u onto Σ, and let kµν ∶= gµαkαν denote the second
fundamental form of Σ [see (14.21)]. Let ιϕ denote the embedding ιϕ ∶ T3 ↪ Σ,
ιϕ(x) = (ϕ(x), x), and let ι∗ϕ denote pullback18 by ιϕ. Then there exists a
constant C > 0 such that if ε is sufficiently small, then the following estimates
for components hold relative to the coordinates of Prop. 17 (for i, j = 1,2,3):

∥ι∗ϕhij −Eij∥HN+1 + ∥ι∗ϕkij +
1

3
Eij∥

HN
+ ∥ι∗ϕp −

1

3
∥
HN

+ ∥ι∗ϕvi∥HN ≤ Cε,

(14.47)

where Eij = diag(1,1,1) denotes the standard Euclidean metric on T3 (see
Def. 2).

Furthermore, the fields ι∗ϕhij, ι
∗
ϕkij, ι

∗
ϕp, and ι∗ϕvi verify the Einstein con-

straints (1.9a)-(1.9b).

Proof The estimates in (14.47) follow from the estimates of Prop. 17, the rela-
tion (14.21), and the standard Sobolev calculus. The fact that the fields verify
the Einstein constraints is a consequence of the diffeomorphism invariance of
the Einstein-stiff fluid equations.

18 For example, ι∗ϕhij = (∂iιµϕ)(∂jινϕ)gµα ○ ιϕgνβ ○ ιϕhαβ[g ○ ιϕ, ∂ϕ].
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14.3 Local well-posedness and continuation criteria relative to
CMC-transported spatial coordinates

By Corollary 3, we can now assume that the perturbed spacetime contains a
spacelike Cauchy hypersurface Σ equipped with near-FLRW fields verifying
the Einstein constraints and with mean curvature constantly equal to − 1

3
. We

now discuss local well-posedness and continuation criteria for the Einstein-stiff
fluid system relative to CMC-transported spatial coordinates.

Theorem 1 (Local well-posedness relative to CMC-transported spa-
tial coordinates. Continuation criteria) Let N ≥ 4 be an integer. Let

(̊g, k̊, p̊, ů) be initial data on the manifold Σ1 ≃ {1} × T3 for the Einstein-stiff
fluid system (1.1a)-(1.4), cs = 1 (which by definition verify the constraints

(1.9a)-(1.9b)). Assume that k̊aa = −1. Assume that relative to standard coor-
dinates on Σ1 = T3 (see Def. 2), the eigenvalues of the 3 × 3 matrix g̊ij are
uniformly bounded from above by a positive constant and strictly from below
by 0, that

inf
x∈T3

p̊(x) > 0, (14.48)

and that the components of the data verify the following estimates for i, j =
1,2,3 ∶

∥̊gij −Eij∥HN+1 + ∥̊kij +
1

3
Iij∥

HN
+ ∥p̊ − 1

3
∥
HN

+ ∥ůi∥HN <∞. (14.49)

Then these data launch a unique classical solution (gij , kij , n, p, ui) to the
Einstein-stiff fluid CMC-transported spatial coordinates equations (3.10a)-(3.10b),
(3.11a)-(3.11b), (3.12a)-(3.12b), (3.13). The solution exists on a non-trivial
spacetime slab (T,1]×T3 upon which the CMC condition kaa = −t−1 holds and
upon which its components have the following properties:

p(t, x) > 0, n > 0, (14.50)

gij ∈ CN−1((T,1] ×T3); kij ∈ CN−2((T,1] ×T3); (14.51)

n ∈ CN((T,1] ×T3); p, ui ∈ CN−2((T,1] ×T3). (14.52)

The quantities (gµν , p,uµ) verify the Einstein-stiff fluid system (1.1a)-(1.4),
cs = 1. Here, g ∶= −n2dt2 + gabdxadxb, and u is the future-directed vectorfield
such that ui = ui and g(u,u) = −1. Moreover, on (T,1]×T3, the eigenvalues of
the 3×3 matrix gij are uniformly bounded from above by a positive constant and
strictly from below by 0. Furthermore, gµν is a Lorentzian matrix on (T,1]×T3

and for t ∈ (T,1], the sets {t}×T3 are Cauchy hypersurfaces in the Lorentzian
manifold-with-boundary ((T,1] ×T3,g).

The solution’s components have the following Sobolev regularity:

gij − g̃ij ∈ C0((T,1],HN+1); kij − k̃ij ∈ C0((T,1],HN); (14.53)

n − ñ ∈ C0((T,1],HN+2); p − p̃, ui − ũi ∈ C0((T,1],HN).
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Above,

g̃ij = t2/3Eij , k̃ij = −
1

3
t−1Iij , ñ = 1, p̃ = 1

3
t−2, ũi = 0 (14.54)

are the components of the FLRW solution.
In addition, there exists an open neighborhood O of (̊gij , k̊ij , p̊, ůi) such that

all data belonging to O launch solutions that also exist on the slab (T,1] ×T3

and that have the same regularity properties as (gij , kij , n, p, ui). Furthermore,
on O, the map from the initial data to the solution is continuous; by “contin-
uous,” we mean continuous relative to the norms for the data and the norms
for the solution that are stated in the hypotheses and above conclusions of this
theorem.

Finally, if Tmin denotes the inf over all times T such that the solution
exists classically and has the above properties, then either Tmin = 0, or one of
the following breakdown scenarios must occur:

1. There exists a sequence {(tm, xm)}∞m=1 ⊂ (Tmin,1] ×T3 such that the min-
imum eigenvalue of the 3× 3 matrix gij(tm, xm) converges to 0 as m→∞.

2. There exists a sequence {(tm, xm)}∞m=1 ⊂ (Tmin,1]×T3 such that n(tm, xm)
converges to 0 as m→∞.

3. There exists a sequence {(tm, xm)}∞m=1 ⊂ (Tmin,1]×T3 such that p(tm, xm)
converges to 0 as m→∞.

4. limt↓Tmin supt≤s≤1 ∥g∥C2
Frame

(s)+∥k∥C1
Frame

(s)+∥n∥C2(s)+∥p∥C1(s)+∥u∥C1
Frame

(s) =
∞.

Remark 20 Conditions (1) − (4) are known as continuation criteria. Condi-
tions (1) and (2) correspond to a breakdown in the Lorentzian nature of g.
Condition (3) is connected to the fact that the Euler equations can degenerate
when the pressure vanishes.

Proof (Sketch of a proof) Theorem 1 can be proved using the ideas of [74, The-
orem 6.2], which is based on the proof of [19, Theorem 10.2.2]. The main dif-
ficulty is that Rij cannot generally be viewed as an elliptic operator acting
on the components of the Riemannian 3−metric g. Hence, equations (3.11a)-
(3.11b) do not immediately imply that the components gij verify wave equa-
tions corresponding to the wave operator of the spacetime metric g. The main
idea behind circumventing this difficulty is to replace the evolution equation
(3.11b) for kij with a wave equation corresponding to the wave operator of
the spacetime metric g. The wave equation is obtained by commuting (3.11b)
with ∂t, and (3.11b) is treated as an additional constraint. The other equations
are used to substitute for the terms that appear on the right-hand side of the
wave equation for kij . If this procedure is properly implemented, then the re-
sulting “modified” system is mixed elliptic-hyperbolic (the elliptic part comes
from the lapse equation). Local well-posedness for such systems, including the
solution properties stated in the conclusions of the theorem, can be derived
using the standard methods described in [1]. It is important to prove that if
a solution to the modified system initially verifies the constraints, then the
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constraints remain verified throughout the evolution. To this end, one shows
that for a solution to the modified system, the constraint quantities verify a
homogeneous system of evolution equations for which energy methods imply
the uniqueness of the 0 solution; the conclusion is that the constraint quanti-
ties remain 0 if they start out 0. The proof that the sets {t} × T3 are Cauchy
hypersurfaces can be found in [70, Proposition 1]. Finally, the continuation
criteria (1) - (4) are quite standard; see e.g. the proof of [44, Theorem 6.4.11]
for the main ideas.

15 Statement and Proof of the Stable Singularity Formation
Theorem

In this section, we prove our main theorem demonstrating the global nonlinear
past stability of the FLRW Big Bang spacetime. By Prop. 17 and Corollary 3,
we may assume that the perturbed spacetime contains a spacelike hypersurface
Σ1 with constant mean curvature equal to − 1

3
and equipped with near-FLRW

field “data” that verify the Einstein constraints. Specifically, the data are the
fields ι∗ϕhij , ι

∗
ϕkij , ι

∗
ϕp, ι

∗
ϕvi from the conclusions of Corollary 3. In this section,

we denote these fields by g̊ij , k̊ij , p̊, ůi. Furthermore, we renormalize the time
coordinate so that t = 1 along Σ1. There are two kinds of statements presented
in the conclusions of the theorem: i) existence on the entire spacetime slab
(0,1] × T3, and ii) sharp asymptotics/convergence estimates as t ↓ 0. As in
our proof of the strong estimates of Prop. 6, our proofs of ii) incur a loss
in derivatives. The reason is that in deriving these estimates, we freeze the
spatial point x and treat the Einstein-stiff fluid equations as ODEs with small
sources. The sources depend on higher-order spatial derivatives, which leads
to the loss. The main ingredients in the proof of the theorem are the a priori
norm estimates of Corollary 2.

Theorem 2 (Main Theorem: Stable Big Bang Formation) Let (̊g, k̊, p̊, ů)
be initial data on the manifold Σ1 = T3 for the Einstein-stiff fluid system
(1.1a)-(1.4), cs = 1 (which by definition verify the constraints (1.9a)-(1.9b)).
Assume that the data verify the CMC condition

k̊aa = −1. (15.1)

Assume further that the components of the data verify the following near-
FLRW condition relative to the standard coordinates on T3 (see Def. 2) for
some integer N ≥ 8 and i, j = 1,2,3 ∶

∥̊gij −Eij∥HN+1 + ∥̊kij +
1

3
Iij∥

HN
+ ∥p̊ − 1

3
∥
HN

+ ∥ůi∥HN ≤ ε2. (15.2)

Above, Eij = diag(1,1,1) denotes the standard Euclidean metric on T3 and
Iij = diag(1,1,1) denotes the identity. Let (M, (g, p,u)) be the maximal glob-
ally hyperbolic development of the data (see the discussion in Sect. 1). Then
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there exist a small constant ε∗ > 0 and large constants C, c > 0, where the con-
stants depend on N , such that if ε ≤ ε∗ and (15.2) holds, then the following
conclusions hold.

– The field variables (g, p,u) are classical solutions to the Einstein-stiff fluid
equations (1.1a)-(1.4), cs = 1.

– There exists a collection of CMC-transported spatial coordinates (t, x1, x2, x3)
covering V ∶= ∪t∈(0,1]Σt ≃ (0,1]×T3, where V is the past of Σ1 in M. The
coordinate t is a time function defined on V, the (x1, x2, x3) are (spa-
tially locally defined) transported spatial coordinates (see Def. 2), and each
Σs ∶= {q ∈ V ∣ t(q) = s} ≃ T3 is a Cauchy hypersurface. The CMC condition
kaa = −t−1 holds along each Σt. Relative to these coordinates, the FLRW
solution can be expressed as

g̃ = −dt2 + t2/3
3

∑
i=1

(dxi)2, p̃ = 1

3
t−2, ũµ = δµ0 , (15.3)

where δµν (µ, ν = 0,1,2,3) is the standard Kronecker delta.
– Let (gij , kij , n, p, ui)1≤i,j≤3 denote the components of the perturbed solution

relative to the CMC-transported spatial coordinates, where

g = −n2dt2 + gabdxadxb, (15.4a)

u = (1 + gabuaub)1/2N̂ + ua∂a (15.4b)

are respectively the spacetime metric and the fluid four-velocity, N̂ = n−1∂t,
kij = − 1

2
n−1gia∂tgaj are the components of the mixed second fundamental

form of Σt, n is the lapse, and p is the fluid pressure. The following norm
estimates (see Def. 6) are verified by the renormalized solution variables’
frame components (see Def. 1) for t ∈ (0,1] ∶

H(Frame−Total);N(t) ≤ εt−c
√
ε, (15.5a)

C(Frame−Kinetic);N−3(t) ≤ ε, (15.5b)

C(Frame−Potential);N−4(t) ≤ εt−c
√
ε. (15.5c)

In addition, the solution has the following properties.

Causal disconnectedness: Let ζζζ(s) be a past-directed causal curve in ((0,1]×
T3,g) with domain s ∈ [s1, sMax) such that ζζζ(s1) ∈ Σt. Let ζζζµ denote the co-
ordinates of this curve in the universal covering space of the spacetime (i.e.,

(0,1] ×R3). The length `[ζζζ] ∶= ∫
sMax
s1

√
(Eab ○ ζζζ)ζ̇aζ̇b ds of the spatial part of

the curve as measured by the Euclidean metric is bounded from above by

`[ζζζ] ≤ (3

2
+Cε) t2/3−cε. (15.6)

The constant C can be chosen to be independent of the curve ζζζ. Thus, if
q, r ∈ Σt are separated by a Euclidean distance greater than 2 ( 3

2
+Cε) t2/3−cε,
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then the past of q does not intersect the past of r.

Geodesic incompleteness: Every past-directed causal geodesic ζζζ that em-
anates from Σ1 crashes into the singular hypersurface Σ0 in finite affine pa-
rameter time

A (0) ≤ (3

2
+Cε) ∣A

′

(1)∣ , (15.7)

where A (t) is the affine parameter along ζζζ viewed as a function of t along ζζζ
(normalized by A (1) = 0).

Convergence of time-rescaled variables: There exist functions υBang, PBang ∈
CN−3(T3) and a type (1

1
) tensorfield (KBang)ij ∈ CN−3(T3) such that the

lapse, time-rescaled volume form factor, time-rescaled mixed second fundamen-
tal form, time-rescaled pressure, three-velocity, and four-velocity Σt−normal
component g(u, N̂) = −(1 + gabuaub)1/2 verify the following convergence esti-
mates for t ∈ (0,1] ∶

∥n − 1∥CM ≤ {Cεt
4/3−c

√
ε, (M ≤ N − 5),

Cεt2/3−c
√
ε, (M ≤ N − 3),

(15.8a)

∥t−1
√

detg − υBang∥
CM
Frame

≤ {Cεt
4/3−c

√
ε, (M ≤ N − 5),

Cεt2/3−c
√
ε, (M ≤ N − 3),

(15.8b)

∥tk −KBang∥CM
Frame

≤ {Cεt
4/3−c

√
ε, (M ≤ N − 5),

Cεt2/3−c
√
ε, (M ≤ N − 3),

(15.8c)

∥t2p − PBang∥CM ≤ {Cεt
4/3−c

√
ε, (M ≤ N − 5),

Cεt2/3−c
√
ε, (M ≤ N − 3),

(15.8d)

∥u∥CN−4
Frame

≤ Cεt1/3−c
√
ε, (15.8e)

∥g(u, N̂) + 1∥
CN−4 ≤ Cεt4/3−c

√
ε. (15.8f)

In the above estimates, the frame norms ∥ ⋅ ∥CM
Frame

are defined in Def. 5.
Furthermore, the limiting fields are close to the corresponding time-rescaled
FLRW fields in the following sense:

∥υBang − 1∥CN−3 ≤ Cε, (15.9a)

∥KBang +
1

3
I∥
CN−3
Frame

≤ Cε, (15.9b)

∥PBang −
1

3
∥
CN−3

≤ Cε. (15.9c)

In addition, the limiting fields verify the following relations:

(KBang)aa = −1, (15.10a)

2PBang + (KBang)ab(KBang)ba = 1. (15.10b)
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Behavior of the spatial metric: There exists a type (0
2
) tensorfield MBang

ij ∈
CN−3 on T3 such that

∥MBang −E∥
CN−3
Frame

≤ Cε (15.11)

and such that the following convergence estimates hold for t ∈ (0,1] ∶

∥g ∗ exp (2 ln tKBang) −MBang∥
CM
Frame

≤ {Cεt
4/3−c

√
ε, (M ≤ N − 5),

Cεt2/3−c
√
ε, (M ≤ N − 3),

(15.12)

where g ∗ ⋅ denotes left multiplication of the type (1
1
) matrix ⋅ by the type (0

2
)

matrix gij.

Quantities that blow up: The ∣ ⋅ ∣g norm of the second fundamental form k
of Σt verifies the estimate

∥t∣k∣g − ∣(KBang)ab(KBang)ba∣1/2∥C0 ≤ Cεt4/3−c
√
ε, (15.13)

which shows that ∣k∣g blows up like t−1 as t ↓ 0.
The ∣ ⋅ ∣g norm of the Riemann curvature of g verifies the estimate

∥∣Riem∣g∥C0 ≤ Cεt−2/3−cε. (15.14)

The spacetime Ricci curvature invariant ∣Ric∣2g verifies the estimate

∥t4∣Ric∣2g − 4P 2
Bang∥C0 ≤ Cεt4/3−c

√
ε, (15.15)

which shows that ∣Ric∣2g blows up like t−4 as t ↓ 0.

The ∣ ⋅ ∣2g norm of the spacetime Riemann curvature tensor verifies the es-
timates

∥t4∣Riem∣2g − FBang∥C0 ≤ Cεt4/3−c
√
ε, (15.16a)

∥FBang −
20

27
∥
C0

≤ Cε, (15.16b)

where FBang ∶= {2(Ka
bK

b
a)2+4Ka

bK
b
a+2Ka

bK
b
cK

c
dK

d
a+8Ka

bK
b
cK

c
a}∣K=KBang .

Note that (15.16a) and (15.16b) imply that ∣Riem∣2g blows up like t−4 as t ↓ 0.

The ∣ ⋅ ∣2g norm of the spacetime tensor Pαβµν = Riemαβµν −Wαβµν verifies
the estimate

∥t4∣P∣2g −
20

3
P 2
Bang∥

C0

≤ Cεt4/3−c
√
ε, (15.17)

which shows that ∣P∣2g blows up like t−4 as t ↓ 0. Above, Wαβµν is the spacetime
Weyl curvature tensor.
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The ∣ ⋅ ∣2g norm of Wαβµν verifies the estimates

∥t4∣W∣2g − (FBang −
20

3
P 2
Bang)∥

C0

≤ Cεt4/3−c
√
ε, (15.18a)

∥FBang −
20

3
P 2
Bang∥

C0

≤ Cε, (15.18b)

which, when combined with the relation ∣Riem∣2g = ∣P∣2g+∣W∣2g and the estimates

(15.16a) and (15.17), shows that the dominant contribution to the ∣Riem∣2g
singularity at t = 0 comes from the Ric components of Riem.

Remark 21 Some of the powers of ε stated in the above estimates are non-
optimal and could be improved with additional effort.

Proof (Proof of Theorem 15) Let σ∗ be the positive constant from Prop. 13,
Prop. 14, and Corollary 2. By local well-posedness (Theorem 1), if (15.2)
holds and ε∗ is sufficiently small, then the initial data launch a unique classi-
cal renormalized solution19 to the renormalized constraints (4.1a)-(4.1b), the
renormalized lapse equations (4.4a)-(4.4b), and the renormalized evolution
equations (4.5), (4.6a)-(4.6b), (4.7a)-(4.7b), and (4.8a)-(4.8b). The renormal-
ized solution exists on a maximal slab (T,1] × T3 upon which the following
bootstrap assumptions hold for the renormalized solution variable norms:

H(Frame−Total);N(t) ≤ εt−σ∗ , (15.19)

C(Frame−Kinetic);N−3(t) ≤ 1, (15.20)

C(Frame−Potential);N−4(t) ≤ t−σ∗ . (15.21)

In deriving (15.19)-(15.21), we have used the standard Sobolev calculus to
deduce the smallness of the renormalized variable norms (5.5a)-(5.5c) from the
conclusions of Theorem 1, which are stated in terms of the original variables. In
fact, by combining the estimates of Theorem 1 with standard elliptic estimates
for n, we deduce that the perturbed renormalized solution remains Cε2 close
to the renormalized FLRW solution for times t near 1.

It follows that if ε∗ is sufficiently small, then all of the assumptions of
Corollary 2 hold. Thus, we conclude from the corollary that there exists a
constant c > 0 such that the following estimates necessarily hold for t ∈ (T,1] ∶

H(Frame−Total);N(t) ≤ 1

2
εt−c

√
ε, (15.22)

C(Frame−Kinetic);N−3(t) ≤
1

2
ε, (15.23)

C(Frame−Potential);N−4(t) ≤
1

2
εtc

√
ε. (15.24)

By further shrinking ε∗ if necessary, we may assume that c
√
ε < σ∗. We now

show that (T,1]×T3 must be equal to (0,1]×T3 and that (15.5a)-(15.5c) hold

19 Recall that the renormalized equations are equivalent to the original equations.
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for t ∈ (0,1]. Suppose for the sake of contradiction that T ∈ (0,1). We then
observe that none of the four breakdown scenarios from Theorem 1 can occur
on (T,1] ×T3 ∶

– 1 is ruled out by (7.1d), which shows that the eigenvalues of the 3×3 matrix
t2/3gij ∶= (G−1)ij are bounded from above in magnitude by 1+Cεt−cε; hence
the eigenvalues of t−2/3gij ∶= Gij are bounded from below in magnitude by
(1+Cεt−cε)−1 and can never turn negative since they were positive at t = 1.

– 2 is ruled out by (7.6a) and the relation n ∶= 1 + t4/3Ψ .
– 3 is ruled out by (7.4b) and the relation t2p ∶= P̂ + 1

3
.

– 4 is ruled out by the estimates (15.22)-(15.24) and Sobolev embedding.

It therefore follows from the time-continuity of the solution norms that the
solution can be extended to exist on a strictly larger slab (T −∆,1] × T3 (for
some number ∆ > 0) such that on (T − ∆,1], the estimates (15.22)-(15.24)
hold with 1

2
replaced by 3

4
. We have therefore derived strict improvements

of (15.19)-(15.21)] on a time interval strictly larger than (T,1]. In total, we
have contradicted the maximality of the slab (T,1]×T3. We conclude that the
solution exists on (0,1] × T3 and that the estimates (15.5a)-(15.5c) hold for
t ∈ (0,1].

Proof of (15.6): Let ζζζ = ζζζ(s) be a curve verifying the hypotheses of the

theorem. Here we use the notation ζ̇ζζ ∶= d
ds
ζζζ(s). Note that the component ζζζ0

can be identified with the CMC time coordinate. For any causal curve, we
have g(ζ̇ζζ, ζ̇ζζ) ≤ 0, which implies that

gabζ̇
aζ̇b ≤ n2(ζ̇ζζ

0
)2. (15.25)

Using the previously established fact that the eigenvalues of Gij(t, x) are
bounded from below by (1 +Cεt−cε)−1, the estimate (7.6a), and the fact that

−ζ̇ζζ
0
> 0 for past-directed causal curves, we deduce from (15.25) that

(Eab ○ ζζζ)ζ̇aζ̇b ≤ ([(1 +Cεt−cε)Gab] ○ ζζζ)ζ̇aζ̇b (15.26)

≤ (1 +Cε)(ζζζ0)−2/3−cε(ζ̇ζζ
0
)2.

Integrating the square root of (15.26) and using the assumption ζζζ0(s1) = t, we
arrive at the desired estimate (15.6):

∫
sMax

s1

√
(Eab ○ ζζζ)ζ̇aζ̇b ds ≤ (1 +Cε)∫

sMax

s1
(ζζζ0)−1/3−cε(−ζ̇ζζ

0
)ds (15.27)

= −(1 +Cε)
2/3 − cε ∫

sMax

s1

d

ds
((ζζζ0)2/3−cε)ds

= (1 +Cε)
2/3 − cε

{t2/3−cε − s2/3−cεMax }

≤ (3

2
+Cε) t2/3−cε.
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Proof of (15.7): Let ζζζ(A ) be a past-directed affinely parametrized geodesic
verifying the hypotheses of the theorem. We can view the affine parameter A
as a function of t = ζζζ0 along ζζζ. We normalize A (t) by setting A (1) = 0. We

also define ζ̇ζζ
µ
∶= d

dA
ζζζµ and A ′ = d

dt
A . By the chain rule, we have

A
′

= 1

ζ̇ζζ
0
, ζ̈ζζ

0
= ζ̇ζζ

0 d

dt
ζ̇ζζ
0
= −(A

′

)−3A
′′

. (15.28)

Using the geodesic equation (A.26a), the g−Cauchy-Schwarz inequality, (15.25),
and (15.28), we deduce

∣A
′′

∣ ≤ (n−1∣∂tn∣ + 2∣∂n∣g)∣A
′

∣ + n∣k∣g ∣A
′

∣. (15.29)

Inserting the estimates (7.2c) (in the case M = 0), (7.6a), (7.6b) and (7.7) into
(15.29), we deduce

∣A
′′

∣ ≤ t−1 (1

3
+ cε) ∣A

′

∣, t ∈ (0,1]. (15.30)

Applying Gronwall’s inequality to (15.30), we deduce

∣A
′

(t)∣ ≤ ∣A
′

(1)∣t−(1/3+cε), t ∈ (0,1]. (15.31)

Integrating (15.31) from t = 1 and using A (1) = 0, we deduce

A (t) ≤ ∣A
′

(1)∣
2/3 − cε

(1 − t2/3−cε), t ∈ (0,1], (15.32)

from which the desired estimate (15.7) follows.

Proof of (15.8a)-(15.8f), (15.9a)-(15.9c), and (15.10a)-(15.10b): The esti-
mate (15.8e) follows directly from (15.5c). The estimate (15.8f) then easily
follows from inequality (7.1c) and the estimate (15.8e).

Inequality (15.8a) follows from (7.6a) (for M ≤ N − 5) and (15.5a) plus
the the Sobolev embedding estimate ∥n − 1∥CN−3 ≲ t2/3H(Frame−Total);N (for
M = N − 4,N − 3).

To prove (15.8b), we use equation (D.5) and inequality (15.8a) to deduce
that

∥∂t ln (
√

detG)∥
CM

≲ { εt
1/3−c

√
ε, (M ≤ N − 5),

εt−1/3−c
√
ε, (M ≤ N − 3).

(15.33)
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If 0 < t− ≤ t+ ≤ 1, then it follows from integrating (15.33) in time that

∥ln (
√

detG) (t−) − ln (
√

detG) (t+)∥
CM

≲ { ε ∫
t+
t=0 t

1/3−c
√
ε dt, (M ≤ N − 5),

ε ∫
t+
t=0 t

−1/3−c
√
ε dt, (M ≤ N − 3)

(15.34)

≲
⎧⎪⎪⎨⎪⎪⎩

εt
4/3−c

√
ε

+ , (M ≤ N − 5),
εt

2/3−c
√
ε

+ , (M ≤ N − 3).

Hence, if {tm}∞m=1 is a sequence of positive times such that tm ↓ 0, then
(15.34) implies that the sequence ln (

√
detG) (tm, ⋅) ∈ CM is Cauchy in the

norm ∥ ⋅ ∥CM . The existence of a limiting function υBang ∈ CN−3 and the de-
sired estimate (15.8b) thus follow. The estimate (15.9a) then follows from the
small-data estimate ∥

√
detG(1) − 1∥

CN−3 ≲ ε. The estimates (15.8c)-(15.8d)
and (15.9b)-(15.9c) follow similarly from the evolution equations (D.8b) and
(D.12a), the strong estimates of Prop. 6, and the Sobolev norm bound (15.5a);
we omit the tedious but straightforward details.

The relation (15.10a) is a trivial consequence of the CMC condition kaa =
−t−1 and (15.8c).

To prove (15.10b), we multiply the renormalized Hamiltonian constraint
(4.1a) by t2 and let t ↓ 0. Lemma 19 and the estimates (7.1c), (7.1d), and (7.3b)
imply that t2∣R∣ → 0, where R denotes the scalar curvature of gij . Similarly,

the estimates (7.1c), (7.4b), and (7.5b) imply that t4/3∣(Junk)H∣→ 0. Also using
the estimates (15.8c) and (15.8d), we arrive at the desired result (15.10b).

Proof of (15.11) and (15.12): From equation (3.11a) and the estimates
(15.8a), (15.8c), and (15.9b), it follows that

∂tgij = −2t−1gia(KBang)aj + gia∆a
j , (15.35)

where the following estimate for the components ∆i
j holds:

∥∆i
j∥CM ≲ { εt

1/3−c
√
ε, (M ≤ N − 5),

εt−1/3−c
√
ε, (M ≤ N − 3).

(15.36)

Introducing the matrix integrating factor exp (2 ln tKBang) = exp (2 ln tKBang(x))
and using the fact that the type (1

1
) matrix ∂t (2 ln tKBang) commutes with

the type (1
1
) matrix exp (2 ln tKBang), we deduce the following consequence of

(15.35):

∂t {gia [exp (2 ln tKBang)]aj} = gia∆
a
b [exp (2 ln tKBang)]bj . (15.37)

Using the estimates (7.1c), (15.9b), and (15.36), we bound the right-hand side
of (15.37) as follows:

∥gia [exp (2 ln tKBang)]ab∆
b
j∥CM ≲ { εt

1/3−c
√
ε, (M ≤ N − 5),

εt−1/3−c
√
ε, (M ≤ N − 3).

(15.38)
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From the differential equation (15.37), the estimate (15.38), and the small-
data estimate ∥gij(1, ⋅) − Eij∥CN−3 ≲ ε, we argue as in our proof of (15.8b)

to deduce that there exists a field MBang
ij (x) on T3 such that the desired

estimates (15.11) and (15.12) hold.

Proof of (15.13): To prove (15.13), we use the identity t∣k∣g = t∣kabkba∣1/2
(which follows from the symmetry property kij = kji) and the estimates (15.8c)
and (15.9b) to deduce the desired inequality:

∣t∣k∣g − ∣(KBang)ab(KBang)ba∣1/2∣ ≲ ∣tk −KBang∣
Frame

≲ εt4/3−c
√
ε. (15.39)

Proof of (15.14): To prove (15.14), we first note that

∣Riem∣2g = Riem cd
ab Riem ab

cd . (15.40)

We now claim that the following estimate for the components Riem cd
ab holds:

∥Riem cd
ab ∥C0 ≲ εt−2/3−cε. (15.41)

The desired estimate (15.14) will then follow from (15.40) and (15.41). To
prove (15.41), we first use the strong estimates (7.1c), (7.1d), and (7.3b) and
the relation (C.1) to deduce the following estimate for the components Ricij ∶

∥Ricij∥C0 ≲ εt−2/3−cε. (15.42)

The estimate (15.41) now follows from (15.42) and the identities (A.8) and
(A.12).

Proof of (15.15)-(15.18b): To derive (15.15), we simply insert the estimates
(15.8d) and (15.9c) into the identity (A.27c).

To derive (15.16a)-(15.16b), we first observe the relation

t4∣Riem∣2g = t4Riem cd
ab Riem ab

cd + 4t4Riem c0
a0 Riem a0

c0 (15.43)

− 4n−2t4gcc′gdd′g
bb′Riem cd

0b Riem c′d′

0b′ .

We then claim that the following estimates for components hold:

∥t2Riem cd
ab − (t2kcakdb − t2kdakcb)∥C0 ≲ εt2/3−c

√
ε, (15.44)

∥t2Riem c0
a0 − (tkca + t2kcekea)∥C0 ≲ εt2/3−c

√
ε, (15.45)

∥t2Riem cd
0b ∥C0 ≲ t1/3−c

√
ε. (15.46)

Let us accept (15.44)-(15.46) for the moment. The desired estimates (15.16a)-
(15.16b) then follow from (15.43), (15.44), (15.45), (15.46), (15.8c), and (15.9b).
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To derive (15.44)-(15.46), we insert the previously derived estimates into
the curvature expressions (A.29a)-(A.29c). For example, to derive (15.45), we
bound the error term △△△ c0

a0 defined in (A.30b) by

∥△△△ c0
a0 ∥C0 ≲ εt−4/3−c

√
ε. (15.47)

More precisely, the estimate (15.47) follows from inserting the strong estimates
of Prop. 6 into the expression (A.30b). The time derivative term ∂t(tkca) is
estimated by using the evolution equation (3.11b) to express it in terms of
spatial derivatives. We then multiply the expression (A.30b) by t2 and use
the estimate (15.47), thereby arriving at (15.45). The estimates (15.44) and
(15.46) can be derived similarly.

To derive (15.17), we simply insert the estimates (15.8d) and (15.9c) into
the identity (A.27g).

Finally, the estimates (15.18a)-(15.18b) follow from inserting the estimates
(15.9c), (15.16a), (15.16b) and (15.17) into the identity (A.17).

Acknowledgements The authors thank Mihalis Dafermos for offering enlightening com-
ments that helped them improve the exposition. They also thank David Jerison for providing
insights that aided their proof of Prop. 17.

A Calculations and Identities for the Metrics and Curvatures

For convenience, we have gathered some standard metric and curvature re-
lations in this appendix. We state many of the relations without proof. For
additional background, readers can consult [89]. Throughout, g = −n2dt2 +
gabdx

adxb denotes a Lorentzian metric defined on a four dimensional mani-
fold.

We adopt the following sign convention for the Riemann curvature Riemαβµν ∶

DαDβXµ −DβDαXµ = (g−1)νν
′

Riemαβµν′Xν . (A.1)

We have the relation (see e.g. [89, pg. 48])

(g−1)νν
′

Riemαβµν′ = ∂βΓ ν
α µ − ∂αΓ ν

β µ +Γ ν
β λΓ

λ
α µ −Γ ν

α λΓ
λ
β µ, (A.2)

where the Christoffel symbols Γ λ
µ ν of gµν are defined in (A.19a).

The spacetime Schouten tensor Schµν , its trace S, and the tensor Pαβµν

corresponding to gµν are defined by

Schµν ∶=
1

2
Ricµν −

1

12
Rgµν , (A.3)

S ∶= (g−1)αβSchαβ , (A.4)

Pαβµν ∶= Schµαgνβ − Schναgµβ + Schνβgµα − Schµβgνα, (A.5)
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where

Ricµν ∶= (g−1)αβRiemαµβν , (A.6)

R ∶= (g−1)αβ(g−1)µνRiemαµβν (A.7)

are the Ricci curvature and scalar curvature of gµν .
The Schouten tensor Schij corresponding to gij is defined to be

Schij ∶= Ricij −
1

4
RIij , (A.8)

where

Ricij ∶= Riem ai
aj , (A.9)

R ∶= Ricaa (A.10)

are the Ricci curvature and scalar curvature of gij .
The Weyl tensor Wαβµν of gµν can be expressed in terms of Riemαβµν

and Pαβµν as follows:

Wαβµν = Riemαβµν −Pαβµν (A.11)

= Riemαβµν −
1

2
(gαµRicνβ − gανRicµβ + gβνRicµα − gβµRicνα)

+ 1

6
R(gαµgνβ − gανgµβ).

Because the Weyl tensor of the 3−metric gij vanishes, the Riemann tensor
Riem kl

ij of gij can be expressed as follows in terms of its Schouten tensor:

Riem kl
ij = SchkiI lj − SchkjI li + SchljIki − Schl iIkj . (A.12)

The following properties are verified by Riemαβµν , Wαβµν , and Pαβµν ∶

Riemαβµν = −Riemβαµν = −Riemαβνµ = Riemµναβ , (A.13)

Wαβµν = −Wβαµν = −Wαβνµ = Wµναβ , (A.14)

(g−1)αβWαβµν = (g−1)αµWαβµν = 0, (A.15)

∣P∣2g = 8∣Sch∣2g + 4S2, (A.16)

∣Riem∣2g = ∣W∣2g + ∣P∣2g. (A.17)

Lemma 10 (Christoffel symbol calculations) Let

g = −n2dt2 + gabdxadxb (A.18)

be a Lorentzian metric on (T,1] ×T3. Let

Γ λ
µ ν ∶=

1

2
(g−1)λσ(∂µgσν + ∂νgµσ − ∂σgµν), (A.19a)

Γ i
j k ∶=

1

2
gia(∂jgak + ∂kgja − ∂agjk) (A.19b)
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respectively denote the Christoffel symbols of gµν and gij relative to the coordi-
nates in (A.18). Then for i, j, k = 1,2,3, we have (recall that ∂tgij = −2ngiak

a
j)

Γ 0
0 0 = ∂t lnn, Γ 0

j 0 = ∂j lnn, Γ 0
i j = −n−1giakaj , (A.20a)

Γ j
0 0 = ng

ja∂an, Γ i
j 0 = −nkij , Γ i

j k = Γ i
j k. (A.20b)

Proof The lemma follows from straightforward computations.

Lemma 11 (Christoffel symbol identities) The Christoffel symbols Γ i
j k

and the contracted Christoffel symbols Γi of gij, which are defined by (A.19b)
and the equations

Γ i ∶= gabΓ i
a b, Γi ∶= gijgabΓ j

a b, (A.21)

satisfy the following identities (recall that γ i
j k = gia∂jgak):

Γ i
j k =

1

2
(γ i
j k + γ i

k j − giagbjγ b
a k), (A.22a)

Γ a
a i = Γ a

i a =
1

2
gab∂igab = ∂i ln

√
detg, (A.22b)

Γ i = gjkγ i
j k −

1

2
giaγ b

a b, (A.22c)

Γi = giagjkγ a
j k −

1

2
γ a
i a = gab∂agbi −

1

2
gab∂igab. (A.22d)

Furthermore, we have

γ a
i a = 2∂i ln

√
detg, (A.23a)

γ a
a i = Γi + ∂i ln

√
detg, (A.23b)

and

∂ag
ia = −gicgab∂agcb = −gabγ i

a b = −gibγ a
a b = −Γ i − gia∂a ln

√
detg. (A.24)

Proof The relation (A.22b) is proved in [89, Equation (3.4.9)]. The remaining
identities in the lemma follow from straightforward computations.

Lemma 12 (Geodesic equation) Let

g = −n2dt2 + gabdxadxb (A.25)

be a Lorentzian metric on (T,1] × T3, and let ζζζ ∶ [0,A) → (T,1] × T3 be an
affinely parameterized geodesic. Then relative to the coordinates in (A.25), the
components of ζζζ verify the following system of ODEs:

ζ̈ζζ
0
+ (∂t lnn)∣ζζζ(ζ̇ζζ

0
)2 + 2(∂a lnn)∣ζζζζ̇ζζ

a
ζ̇ζζ
0
− (n−1gackcb)∣ζζζζ̇ζζ

a
ζ̇ζζ
b
= 0, (A.26a)

ζ̈ζζ
j
+ (ngja∂an)∣ζζζ(ζ̇ζζ

0
)2 − 2(nkja)∣ζζζζ̇ζζ

a
ζ̇ζζ
0
+ Γ j

a b∣ζζζζ̇ζζ
a
ζ̇ζζ
b
= 0, (A.26b)

where the Γ i
j k are the Christoffel symbols of gij, ζ̇ζζ

µ
∶= d

dA
ζζζµ(A ), and A

denotes the affine parameter.
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Proof The geodesic equation is (see e.g. [89, Equation (3.3.5)]) ζ̈ζζ
µ
+Γ µ

α β ∣ζζζζ̇ζζ
α
ζ̇ζζ
β
=

0. Equations (A.26a)-(A.26b) thus follow from Lemma 10.

Lemma 13 (Curvature tensors in terms of the matter) For a solution
to the Einstein-stiff fluid system (1.1a)-(1.4), cs = 1, the following relations
hold:

R = −2p, (A.27a)

Ricµν = 2pgµαgνβuαuβ , (A.27b)

∣Ric∣2g = 4p2, (A.27c)

Schµν = pgµαgνβuαuβ + 1

6
pgµν , (A.27d)

S = −1

3
p, (A.27e)

∣Sch∣2g =
7

9
p2, (A.27f)

∣P∣2g =
20

3
p2. (A.27g)

Proof Contracting (1.1a) against (g−1)µν , we deduce that R = −T = −2p. This
proves (A.27a). The relation (A.27b) then follows from (1.1a) and (A.27a).
(A.27c) then follows from (A.27b) and (1.3). (A.27d) then follows from (A.3),
(A.27a), and (A.27b). (A.27e) then follows from (1.3), (A.4), and (A.27d).
(A.27f) follows from (A.27d) and (1.3). (A.27g) then follows from (A.16),
(A.27e), and (A.27f).

Lemma 14 (Decomposition of Riemαβµν , Ricµν , R, and Wαβµν into
principal terms and error terms) Let

g = −n2dt2 + gabdxadxb (A.28)

be a Lorentzian metric on (T,1]×T3. Assume that (g, p,u) verify the Einstein-
stiff fluid equations (1.1a)-(1.4), cs = 1 and that the CMC condition kaa =
−t−1 holds. Then relative to the coordinates in (A.28), the components of the

spacetime Riemann tensor Riem µν
αβ ∶= (g−1)µµ

′

(g−1)νν
′

Riemαβµ′ν′ can be
decomposed into principal terms and error terms as follows:

Riem cd
ab = kcakdb − kdakcb +△△△ cd

ab , (A.29a)

Riem c0
a0 = t−1kca + kcekea +△△△ c0

a0 , (A.29b)

Riem cd
0b =△△△ cd

0b , (A.29c)
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where the error terms are

△△△ cd
ab ∶= Riem cd

ab , (A.30a)

△△△ c0
a0 ∶= −t−1n−1∂t(tkca) + t−1(n−1 − 1)kca (A.30b)

− n−1gec∂a∂en + n−1gecΓ f
a e∂fn,

△△△ cd
0b ∶= ngce∂e(kdb) − ngde∂e(kcb) (A.30c)

+ ngceΓ d
e fk

f
b − ng

ceΓ f
e bk

d
f − ngdeΓ c

e fk
f
b + ng

deΓ f
e bk

c
f .

Above, Riem cd
ab ∶= gcc

′

gdd
′

Riemabc′d′ denotes a component of the Riemann
tensor of gij.

The components of the spacetime Ricci tensor Ricµν ∶= (g−1)µµ
′

Ricµ′ν can
be decomposed into principal terms and error terms as follows:

Ric00 = −t−2 + kabkba +△△△0
0, (A.31a)

Rici0 =△△△i
0, (A.31b)

Ricij =△△△i
j , (A.31c)

where the error terms are

△△△0
0 ∶= t−2(1 − n−1) − n−1gab∂a∂bn + n−1gabΓ c

a b∂cn, (A.32a)

△△△i
0 ∶= −ngab∂a(kib) − ngabΓ i

a ck
c
b + ngabΓ c

a bk
i
c, (A.32b)

△△△i
j ∶= −n−1t−1∂t(tkij) + t−1(n−1 − 1)kij − n−1gai∂j∂an + n−1gaiΓ b

j a∂bn +Ricij .
(A.32c)

Above, Rij ∶= giaRaj denotes a component of the Ricci tensor of gij.

The spacetime scalar curvature R can be decomposed into principal terms
and error terms as follows:

R = −t−2 + kabkba +△△△, (A.33)

where the error term is

△△△ ∶= 2t−2(1 − n−1) − 2n−1gab∂a∂bn + 2n−1gabΓ c
a b∂cn +R. (A.34)

Above, R denotes the scalar curvature of gij.
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The components of the spacetime Weyl tensor W µν
αβ ∶= (g−1)µµ

′

(g−1)νν
′

Wαβµ′ν′

can be decomposed into principal terms and error terms as follows:

W cd
ab = kcakdb − kdakcb +

1

6
R
®
−2p

(IcaIdb − IdaIcb) (A.35a)

+△△△ cd
ab − 1

2
(Ica△△△ d

b − Ida△△△ c
b + Idb△△△ c

a − Icb△△△ d
a) ,

W 0d
0b = t−1kdb + kdekeb +

1

6
R
®
−2p

Idb (A.35b)

− 1

2
Idb (−t−2 + kefkfe)

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
0

+△△△ 0d
0b − 1

2
△△△ d

b −
1

2
Idb△△△ 0

0,

W cd
0b =△△△ cd

0b − 1

2
(Idb△△△ c

0 − Icb△△△ d
0) . (A.35c)

Above, Iij = diag(1,1,1) denotes the identity transformation.

Proof To derive (A.29a)-(A.30c), we use the relation (A.2) and Lemma 10.
(A.31a)-(A.32c) then follow from definition (A.6). (A.33) and (A.34) then fol-
low from Def. A.7. To derive (A.35a)-(A.35c), we simply substitute (A.29a)-
(A.30c) into the right-hand side of (A.11).

B Derivation of the Einstein-Stiff Fluid Equations in
CMC-Transported Spatial Coordinates

In this appendix, we provide some additional details regarding the deriva-
tion of the equations of Sect. 3. We begin by recalling that relative to CMC-
transported spatial coordinates, g can be decomposed into a lapse function n
and a Riemannian 3−metric gij induced on Σt as follows:

g = −n2dt2 + gabdxadxb. (B.1)

The future-directed unit normal to Σt is

N̂ = n−1∂t. (B.2)

The second fundamental form k of Σt is defined by requiring that the following
relation hold for all pairs of vectors X,Y tangent to the Σt ∶

k(X,Y ) = −g(DXN̂, Y ). (B.3)

For such X,Y , the action of the spacetime connection D can be decomposed
into the action of ∇ and k as follows:

DXY = ∇XY − k(X,Y )N̂. (B.4)
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The energy-momentum tensor of a perfect fluid is

Tµν = (ρ + p)uµuν + p(g−1)µν . (B.5)

u is future-directed and normalized by

gαβuαuβ = −1. (B.6)

u can be decomposed as

u = (1 + uaua)1/2N̂ + ua∂a, (B.7)

where the factor (1+uaua)1/2 enforces the normalization condition (B.6). The
energy-momentum tensor (1.2) of the perfect fluid can be decomposed (with
the indices “downstairs”) as

T = T(N̂, N̂)N̂♭ ⊗ N̂♭ −T(N̂, ∂a) (N̂♭ ⊗ dxa + dxa ⊗ N̂♭) + Tabdxa ⊗ dxb,
(B.8)

where (N̂♭)µ ∶= gµαN̂α is the metric dual of N̂,

T(N̂, N̂) = p + (ρ + p)(1 + uaua), (B.9a)

T(N̂, ∂i) = −(ρ + p)(1 + uaua)1/2ui, (B.9b)

Tij = (ρ + p)uiuj + pgij . (B.9c)

The deformation tensor (N̂)πππ of N̂ will play an important role in our deriva-
tion. It is defined by

(N̂)πππ ∶= LN̂g, (B.10)

where L denotes Lie differentiation. Relative to arbitrary coordinates, we have

(N̂)πππµν = DµN̂ν +DνN̂µ. (B.11)

If X and Y are any pair of vectorfields tangent to Σt, then

(N̂)πππ(N̂, N̂) = 0, (B.12a)

(N̂)πππ(X,Y ) = g(DXN̂, Y ) + g(DY N̂,X) = −2k(X,Y ), (B.12b)

(N̂)πππ(N̂,X) =X lnn. (B.12c)

If X is any spacetime vectorfield, then we can decompose X into its normal
and Σt−tangential components as follows:

X = −g(X, N̂)N̂ +Xa∂a. (B.13)

We have the following divergence identity:

DαXα = −DN̂[g(X, N̂)] +∇aXa +Xa∂a lnn + kaag(X, N̂). (B.14)

The following identity holds for any spacetime vectorfield X and any vec-
torfield Y tangent to Σt ∶

g(DXX, Y ) = −2g(X, N̂)g([N̂,X], Y ) + 2g(X, N̂)kabXaY
b (B.15)

+ [g(X, N̂)]2Y a∇a lnn +XaYb∇aXb.

Here, [X,Y] denotes the Lie bracket of the vectorfields X and Y (see (2.6)).
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B.1 The constraint equations

Lemma 15 (The constraint equations relative to a CMC foliation)
Consider a solution (g, p,u) to the Einstein-stiff fluid system (1.1a)-(1.4),
cs = 1. Assume that the CMC condition kaa = −t−1 holds. Then the following
constraint equations are verified along Σt ∶

R − kabkba + (kaa)2
´¹¹¹¹¹¹¸¹¹¹¹¹¶
t−2

=

2T(N̂,N̂)

³¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹·¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹µ
2p + 4puau

a, (B.16a)

∇akai − ∇ikaa
²

=0

= 2p(1 + uaua)1/2ui
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

−T(N̂,∂i)

. (B.16b)

Proof See e.g. [89, Ch. 10], and note that our k has the opposite sign convention
of the one in [89].

B.2 The metric evolution equations

Lemma 16 (The metric evolution equations in CMC-transported
spatial coordinates) Consider a solution (g, p,u) to the Euler-Einstein
system (1.1a)-(1.1b), (1.3). Then for a general perfect fluid matter model in
CMC-transported spatial coordinates normalized by kaa = −t−1, the following
evolution equations are verified by gij and kij ∶

∂tgij = −2ngiak
a
j , (B.17a)

∂t(kij) = −gia∇a∇jn + n{Rij +
−t−1

«
kaa k

i
j −(ρ + p)uiuj +

1

2
Iij(p − ρ)

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
−T ij+(1/2)I

i
jT

}, (B.17b)

where Rij denotes the Ricci curvature of gij and R denotes the scalar curvature
of gij.

Proof These calculations are standard; see e.g. [74, Section 6.2] or [85, Section
10 of Chapter 18].

B.3 The lapse equation

Lemma 17 (The lapse equation in CMC-transported spatial coordi-
nates) Consider a solution to the Euler-Einstein system (1.1a)-(1.1b), (1.3).
Then for a general perfect fluid matter model in CMC-transported spatial co-
ordinates normalized by kaa = −t−1, the following elliptic PDE is verified by
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the lapse n ∶

gab∇a∇b(n − 1) = (n − 1){R − (ρ + p)uaua + (kaa)2
´¹¹¹¹¹¹¸¹¹¹¹¹¶
t−2

+3

2
(p − ρ)} (B.18)

+R − (ρ + p)uaua + (kaa)2 − ∂t(kaa)
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

=0

+3

2
(p − ρ).

Proof To derive (B.18), we take the trace of (B.17b) and use the CMC condi-
tion kaa = −t−1.

B.4 The stiff fluid equations

We first discuss the stiff fluid equations relative to an arbitrary spacetime
coordinate system. The equations are (B.6), the equation of state p = ρ, and
the divergence relation

DαTαν = 0. (B.19)

By projecting (B.19) in the direction uν and then onto the directions
gανΠ

µα that are g−orthogonal to u, it is straightforward to verify that the
system (B.6), p = ρ, (B.19) is equivalent to (B.6) together with the following
system:

uαDαp + 2pDαuα = 0, (B.20a)

2puαDαuµ +ΠµαDαp = 0, (B.20b)

Πµν ∶= (g−1)µν + uµuν . (B.20c)

We now derive the stiff fluid equations in CMC-transported spatial coor-
dinates.

Lemma 18 (The stiff fluid equations in CMC-transported spatial co-
ordinates) In CMC-transported spatial coordinates normalized by kaa = −t−1,
the stiff fluid equations (B.6) + (B.20a)-(B.20c) can be expressed as follows:

(1 + uaua)1/2∂tp + nua∇ap + 2p{(1 + uaua)−1/2ub∂tub + n∇aua} (B.21a)

= 2p{ − n
t
(1 + uaua)1/2 + n(1 + uaua)−1/2kefueuf − ua∇an},

2p{(1 + uaua)1/2∂tuj + nua∇auj} + (1 + uaua)1/2uj∂tp + n(gja + ujua)∇ap
(B.21b)

= 4np(1 + uaua)1/2kjbu
b − 2p(1 + uaua)gjb∇bn.
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Proof The normalization condition (B.6) implies that the following relation
holds relative to CMC-transported spatial coordinates:

nu0 = (1 + uaua)1/2. (B.22)

The relation (B.22) implies the identity

uαDαp = n−1(1 + uaua)1/2∂tp + ua∇ap. (B.23)

We also claim that the following identity holds:

Dαuα = (1 + uaua)−1/2 {−kefueuf + n−1ub∂tub} +∇aua (B.24)

+ n−1ua∇an − kaa(1 + ubub)1/2.

Let us momentarily take (B.24) for granted. Then multiplying both sides of
(B.20a) by n and using (B.23) and (B.24), we deduce (B.21a).

To derive (B.24), we will apply (B.14) with X = u. We first note that (B.7)
implies that

g(u, N̂) = −(1 + uaua)1/2. (B.25)

Then using (B.2), (B.17a), and (B.25), we deduce

−DN̂[g(u, N̂)] = (1 + uaua)−1/2 {
1

2
n−1(∂tgef)ueuf + n−1ub∂tub} (B.26)

= (1 + uaua)−1/2 {−kefueuf + n−1ub∂tub} .

Finally, inserting (B.25) and (B.26) into (B.14), we arrive at (B.24).

To derive (B.21b), we project (B.20b) onto the spatial j component (i.e.,
we set µ = j in (B.20b)) and make use of the following identities:

ΠjαDαp = n−1(1 + uaua)1/2uj∂tp + gja∇ap + ujua∇ap, (B.27)

uαDαuj = n−1(1 + uaua)1/2∂tuj − 2(1 + uaua)1/2ubkjb (B.28)

+ (1 + uaua)gjb∇b lnn + ua∇auj .

(B.27) follows easily from (B.22), while we momentarily take (B.28) for granted.
Then multiplying both sides of (B.20b) by n and using (B.27)-(B.28), we de-
duce (B.21b).

To derive (B.28), we will make use of the identity (B.15). Setting Y to be
the g− dual of dxj (i.e., g(X, Y ) = Xj), X = u, and using (B.25) plus the

relation g([N̂,X], Y ) = N̂(Xj), we see that the identity (B.28) follows from
(B.15).
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C Derivation of The Renormalized Equations

In this appendix, we derive the reformulation of the Einstein-stiff fluid equa-
tions that was presented in Sect. 4. We use the conventions for lowering and
raising indices that are described in Sect. 2.3.

Lemma 19 (An expression for Ri j(g)) In terms of the renormalized vari-
ables of Def. 1, the Ricci curvature of the Riemannian 3−metric g, which we
denote by Rij(g) ∶= giaRaj(g), can be expressed as follows:

Rij(g) = −
1

2
t−2/3(G−1)ef∂eγ i

f j +
1

2
t−2/3(G−1)ic(∂cΓj + ∂jΓc) (C.1)

+ t−2/3(Ricci)△i
j ,

where

Γi = Gia(G−1)efγ a
e f −

1

2
γ a
i a, (C.2)

∂iΓj = Gja(G−1)ef∂iγ a
e f −

1

2
∂iγ

a
j a (C.3)

+Gjc(G−1)efγ c
i aγ

a
e f −Gjc(G−1)efγ a

i eγ
c
a f ,

(Ricci)△i
j ∶= −

1

2
(G−1)icγ a

a bγ
b
c j −

1

2
(G−1)icγ a

a bγ
b
j c +

1

2
(G−1)efγ a

a eγ
i
f j

(C.4)

+ 1

4
(G−1)icγ a

b aγ
b
c j +

1

4
(G−1)icγ a

b aγ
b
j c −

1

4
(G−1)efγ a

e aγ
i
f j

− 1

4
(G−1)icγ a

c bγ
b
a j −

1

4
(G−1)icγ b

a cγ
a
j b −

1

4
(G−1)icγ a

c bγ
b
j a

+ 1

4
(G−1)icGab(G−1)efγ a

c eγ
b
f j +

1

4
(G−1)icGab(G−1)efγ b

e cγ
a
f e

− 1

2
(G−1)icγ a

b cγ
b
a j .

Proof The lemma follows from the identity

Ricij(g) = gic∂aΓ a
c j − gic∂cΓ a

j a + gicΓ a
a bΓ

b
c j − gicΓ a

c bΓ
b
a j (C.5)

(see e.g. [89, Equation (3.4.4)]), the identities of Lemma 11, and tedious but
straightforward computations.

C.1 The renormalized constraint equations

In this section, we derive the constraint equations verified by the renormalized
variables.
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Proposition 1 (The renormalized constraints) In terms of the renor-
malized variables of Def. 1, the constraint equations (B.16a)-(B.16b) can be
decomposed as follows:

R = 2t−2P̂ + t−2(Border)H + t−2/3(Junk)H, (C.6a)

∂aK̂
a
i =

2

3
GiaU

a + (Border)Mi + t4/3(Junk)Mi, (C.6b)

where the error terms (Border)H, (Junk)H, (Border)Mi, and (Junk)Mi are de-
fined by

(Border)H ∶= K̂a
bK̂

b
a, (C.7a)

(Junk)H ∶= 4

3
GabU

aU b + 4P̂GabU
aU b, (C.7b)

(Border)Mi ∶= −
1

2
γ a
b aK̂

b
i +

1

2
(γ b

a i + γ b
i a − (G−1)blGmaγ m

l i ) K̂a
b (C.7c)

+ 2P̂GiaU
a,

(Junk)Mi ∶= 2t−4/3P̂ [(1 + t4/3GabUaU b)
1/2 − 1]GicU c (C.7d)

+ 2

3
t−4/3[(1 + t4/3GabUaU b)

1/2 − 1]GicU c.

Furthermore, the following equivalent version of (C.6b) holds:

(G−1)ia∂aK̂j
i =

2

3
U j +

(Border)
M̃j + t4/3

(Junk)
M̃j , (C.8a)

where the error terms and
(Border)

M̃j and
(Junk)

M̃j are defined by

(Border)
M̃j ∶= −1

2
(G−1)ia (γ j

a b + γ j
b a − (G−1)jlGmaγ m

l b ) K̂b
i (C.8b)

+ 1

2
(G−1)ia (γ b

a i + γ b
i a − (G−1)blGmaγ m

l i ) K̂
j
b

+ 2P̂U j ,

(Junk)
M̃j ∶= 2t−4/3P̂ [(1 + t4/3GabUaU b)

1/2 − 1]U j (C.8c)

+ 2

3
t−4/3[(1 + t4/3GabUaU b)

1/2 − 1]U j .

Proof To derive (C.6a), we substitute the renormalized variables of Def. 1
into equation (B.16a), make use of the CMC condition kaa = − 1

t
, and perform

tedious algebraic computations. The only slightly subtle computation is the
identity

kabk
b
a −

t−2

³¹¹¹¹¹¹·¹¹¹¹¹µ
(kaa)2 +2p = 2t−2P̂ + t−2K̂a

bK̂
b
a, (C.9)
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the proof of which relies on the relation K̂a
a = 0; this relation is a consequence

of kaa = − 1
t
.

To derive (C.6b), we first note the identity

t∇akai = ∂aK̂a
i +

1

2
γ a
b aK̂

b
i −

1

2
(γ b

a i + γ b
i a − (G−1)blGmaγ m

l i ) K̂a
b, (C.10)

which follows from (A.22a) and the fact that ∇aIji = 0. We then multiply
the momentum constraint equation (B.16b) by t, use the identity (C.10), sub-
stitute the renormalized variables of Def. 1, and perform tedious algebraic
computations.

The proof of (C.8a) follows similarly with the help of the identity

t(G−1)ia∇akji = (G−1)ia∂aK̂j
i +

1

2
(G−1)ia (γ j

a b + γ j
b a − (G−1)jlGmaγ m

l b ) K̂b
i

(C.11)

− 1

2
(G−1)ia (γ b

a i + γ b
i a − (G−1)blGmaγ m

l i ) K̂
j
b.

C.2 The renormalized lapse equations

In this section, we derive the elliptic PDEs verified by the renormalized lapse
variables.

Proposition 2 (The renormalized lapse equations) Let L = t4/3(G−1)ab∂a∂b−
(1+ f) = t4/3(G−1)ab∂a∂b − (1+ f̃) be the elliptic operator from Definition (3).
Assume the stiff fluid equation of state p = ρ. Then in terms of the renor-
malized variables of Def. 1, the lapse equation (B.18) can be expressed in the
following two forms:

LΨ = 2t−4/3P̂ + t−4/3(Border)N + (Junk)N, (C.12a)

LΨ =
(Border)

Ñ + t2/3
(Junk)

Ñ, (C.12b)

where the error terms (Border)N and (Junk)N are defined by

(Border)N ∶= K̂a
bK̂

b
a, (C.13a)

(Junk)N ∶= t2/3 ((G−1)efγ b
e f −

1

2
(G−1)abγ c

a c)Θb (C.13b)

+ 2P̂GabU
aU b + 2

3
GabU

aU b,

and the error terms
(Border)

Ñ and
(Junk)

Ñ are defined by

(Border)
Ñ ∶= −1

2
(G−1)ef∂eγ a

f a + (G−1)ab∂aΓb + (Ricci)△a
a (C.14a)

− 2P̂GabU
aU b − 2

3
GabU

aU b,

(Junk)
Ñ ∶= ((G−1)efγ b

e f −
1

2
(G−1)abγ c

a c)Θb. (C.14b)
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The quantities ∂aΓb and (Ricci)△a
a appearing in (C.14a) are respectively de-

fined in (C.3) and (C.4).

Proof To derive (C.12b), we multiply (B.18) by t2/3, use the relation kaa = − 1
t
,

the identity gab∇a∇bn = gab∂a∂b(n− 1)− gabΓa∂b(n− 1), the relation (A.22d),
Lemma 19, Def. 1, and perform straightforward algebraic computations.

The proof of (C.12a) is similar. The only difference is that we replace the
two occurrences of the scalar curvature R in (B.18) with the right-hand side
of the Hamiltonian constraint equation (C.6a).

C.3 The renormalized evolution equations

In this section, we derive the evolution equations verified by the renormalized
variables.

Proposition 3 (The renormalized volume form factor evolution equa-
tion) In terms of the renormalized variables of Def. 1, the renormalized volume
form factor

√
detG verifies the following evolution equation:

∂t ln
√

detG = t1/3Ψ. (C.15)

Proof We first note the standard matrix identity

∂t
√

detg = 1

2

√
detggab∂tgab. (C.16)

Using (B.17a) to substitute for ∂tgab in (C.16), and making use of the CMC
condition kaa = − 1

t
, we deduce

∂t
√

detg =
√

detg
n

t
. (C.17)

The identity (C.15) now follows from substituting the renormalized variables
of Def. 1 into (C.17).

Proposition 4 (The renormalized metric evolution equations) In terms
of the renormalized variables of Def. 1, the renormalized metric Gij and its
inverse (G−1)ij verify the following evolution equations:

∂tGij = −2t−1GiaK̂
a
j + t1/3

(Junk)Gij , (C.18a)

∂t(G−1)ij = 2t−1(G−1)iaK̂j
a + t1/3

(Junk)
G̃ij , (C.18b)

where the error terms (Junk)Gij and
(Junk)

G̃ij are defined by

(Junk)Gij ∶= −2ΨGiaK̂
a
j +

2

3
ΨGij , (C.19a)

(Junk)
G̃ij ∶= 2Ψ(G−1)iaK̂j

a −
2

3
Ψ(G−1)ij . (C.19b)



Big Bang Formation 133

Furthermore, the quantities γ b
e i and K̂i

j verify the following evolution
equations:

∂tγ
b
e i = −2t−1[1 + t4/3Ψ]∂eK̂b

i +
2

3
t−1/3ΘeI

b
i (C.20a)

+ t−1(Border)g b
e i + t1/3(Junk)g b

e i,

∂tK̂
i
j = −

1

2
t1/3[1 + t4/3Ψ](G−1)ef∂eγ i

f j (C.20b)

+ 1

2
t1/3[1 + t4/3Ψ](G−1)ia∂a(Gjb(G−1)efγ b

e f −
1

2
γ b
j b

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Γj

)

+ 1

2
t1/3[1 + t4/3Ψ](G−1)ia∂j(Gab(G−1)efγ b

e f −
1

2
γ b
a b

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Γa

)

− t(G−1)ia∂aΘj +
1

3
t1/3ΨIij

+ t1/3(Junk)Kij ,

where the error terms (Border)g b
e i,

(Junk)g b
e i, and (Junk)Kij are defined by

(Border)g b
e i ∶= 2K̂b

aγ
a
e i − 2K̂a

iγ
b
e a − 2t2/3ΘeK̂

b
i, (C.21a)

(Junk)g b
e i ∶= 2ΨK̂b

aγ
a
e i − 2ΨK̂a

iγ
b
e a, (C.21b)

(Junk)Kij ∶= −ΨK̂i
j (C.21c)

+ 1

2
t2/3(G−1)ia (γ b

a j + γ b
j a − (G−1)blGmaγ m

l j )Θb

+ [1 + t4/3Ψ](Ricci)△i
j

− 2

3
[1 + t4/3Ψ]GjaUaU i

− 2[1 + t4/3Ψ]P̂GjaUaU i,

and (Ricci)△i
j is defined in (C.4).

Proof To derive (C.18a), we simply substitute the renormalized variables of
Def. 1 into (B.17a). Equation (C.18b) follows from (C.18a) and the matrix
identity ∂t(G−1)ij = −(G−1)ia(G−1)jb∂tGab.

To derive (C.20a), we first use the definition γ b
e i = gab∂egai, the matrix

identity ∂tg
ab = −gaegbf∂tgef , and equation (B.17a) to deduce the identity

∂tγ
b
e i = 2nγ a

e ik
b
a − 2nγ b

e ak
a
i − 2(∂en)kbi − 2n∂e(kbi). (C.22)

Equation (C.20a) now follows from substituting the renormalized variables of
Def. 1 into (C.22).
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To derive (C.20b), we first multiply (B.17b) by t to deduce

∂t [tkij +
1

3
Iij] = −tgia∂a∂jn + tgiaΓ b

a j∂bn −
(n − 1)

t
[tkij] + nt{Rij − 2puju

i}.

(C.23)

We then substitute the renormalized variables of Def. 1 into (C.23), use the
relation (A.22a), and use (C.1) to substitute for Rij . Tedious algebraic com-
putations then lead to (C.20b).

Proposition 5 (The renormalized stiff fluid evolution equations) In
terms of the renormalized variables of Def. 1, the stiff fluid equations can be
decomposed as follows:

∂tP̂ + 2t1/3[1 + t4/3Ψ][1 + t4/3GabUaU b]
1/2[P̂ + 1

3
]∂cU c (C.24a)

− 2t5/3
[1 + t4/3Ψ][P̂ + 1

3
]

[1 + t4/3GabUaU b]
1/2
GefU

eU c∂cU
f

= −2

3
t1/3Ψ + t1/3(Junk)P,

∂tU
j − t1/3[1 + t4/3Ψ][1 + t4/3GabUaU b]

1/2
U j∂cU

c (C.24b)

+ t5/3
[1 + t4/3Ψ]

[1 + t4/3GabUaU b]
1/2
GefU

jUeU c∂cU
f

+ t1/3
[1 + t4/3Ψ]U c∂cU j

[1 + t4/3GabUaU b]
1/2

+ t−1
[1 + t4/3Ψ] {(G−1)jc + t4/3U jU c}∂cP̂

2[1 + t4/3GabUaU b]
1/2[P̂ + 1

3
]

= −t−1/3(G−1)jaΘa + t−1(Border)Uj + t1/3(Junk)Uj ,
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where the error terms (Junk)P, (Border)Uj, and (Junk)Uj are defined by

(Junk)P ∶= −2ΨP̂ (C.25a)

− 4

9
[1 + t4/3Ψ]GabUaU b

− 4

3
[1 + t4/3Ψ]P̂GabUaU b

− 2

3
[1 + t4/3Ψ]K̂a

bGacU
bU c

− 2[1 + t4/3Ψ]P̂ K̂a
bGacU

bU c

− 1

3
[1 + t4/3Ψ][1 + t4/3GabUaU b]

1/2
γ e
f eU

f

− [1 + t4/3Ψ][1 + t4/3GabUaU b]
1/2
P̂γ e

f eU
f

+ 1

3
t4/3

[1 + t4/3Ψ]Gij (γ i
e f + γ i

f e − (G−1)icGdeγ d
c f)UeUfU j

[1 + t4/3GabUaU b]
1/2

+ t4/3
[1 + t4/3Ψ]P̂Gij (γ i

e f + γ i
f e − (G−1)icGdeγ d

c f)UeUfU j

[1 + t4/3GabUaU b]
1/2

,

(Border)Uj ∶= 2K̂j
aU

a, (C.25b)

(Junk)Uj ∶= 1

3
ΨU j (C.25c)

+ 2

3
[1 + t4/3Ψ]GabUaU bU j

+ 2ΨK̂j
aU

a

+ t−2/3{1 − [1 + t4/3GabUaU b]
1/2}(G−1)jcΘc

+ [1 + t4/3Ψ]K̂b
aGbcU

aU cU j

− 1

2

[1 + t4/3Ψ] (γ j
e f + γ j

f e − (G−1)jcGdeγ d
c f)UeUf

[1 + t4/3GabUaU b]
1/2

+ 1

2
[1 + t4/3Ψ][1 + t4/3GabUaU b]

1/2
γ e
f eU

fU j

− 1

2
t4/3

[1 + t4/3Ψ]Gdc (γ d
e f + γ d

f e − (G−1)dlGmeγ m
l f)U cUeUfU j

[1 + t4/3GabUaU b]
1/2

.
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Proof We first contract (B.21b) against uj and multiply by p−1(1+uaua)−1 to
deduce

(1 + uaua)−1/2ub∂tub = −n(1 + uaua)−1ueuf∇euf (C.26)

− 1

2
(1 + uaua)−1/2ubub∂t lnp − 1

2
nua∇a lnp

+ 2n(1 + uaua)−1/2kefueuf − ua∇an.

We then substitute 2p× the right-hand side of (C.26) for the first product in
braces on the left-hand side of (B.21a) and multiply the resulting equation by
(1 + uaua)1/2 to deduce

∂tp − 2np(1 + uaua)−1/2ueuf∇euf + 2np(1 + uaua)1/2∇bub (C.27)

= −2
1

t
p − 2

(n − 1)
t

p − 2
n

t
puau

a − 2npkabuau
b.

To eliminate the first term on the right-hand side of (C.27), we multiply

both sides of (C.27) by t2 and use the identity t2∂tp = ∂t[t2p− 1
3
]−2tp, thereby

arriving at the following equation:

∂t[t2p −
1

3
] − 2n[t2p](1 + uaua)−1/2ueuf∇euf + 2n[t2p](1 + uaua)1/2∇bub

(C.28)

= −2
(n − 1)

t
[t2p] − 2

n

t
[t2p]uaua − 2n[t2p]kabuaub.

Equation (C.24a) now follows from expanding covariant derivatives in terms
of partial derivatives and Christoffel symbols in (C.28), substituting the renor-
malized variables of Def. 1 into (C.28), using the relation (A.22a), and carrying
out tedious algebraic computations.

To derive (C.24b), we first use (C.27) to substitute for ∂tp in (B.21b) and
perform straightforward algebraic computations to deduce

∂tu
j − n(1 + uaua)1/2uj∇bub + n(1 + uaua)−1/2ub∇buj (C.29)

+ n(1 + uaua)−1/2ujueuf∇euf +
1

2
n(1 + uaua)−1/2(gja + ujua)∇a lnp

= 1

3

1

t
uj + 1

3

(n − 1)
t

uj + 2

3
uj
n

t
uau

a

+ 2n[kja +
1

3
t−1Ija]ua + nuj[kab +

1

3
t−1Iab]uaub − (1 + uaua)1/2gjb∇bn.

Multiplying (C.29) by t−1/3, using the identity ∂t[t−1/3uj] = t−1/3∂tuj− 1
3
t−1[t−1/3uj]

to eliminate the first term on the right-hand side of (C.29), and expanding co-
variant derivatives in terms of coordinate derivatives and Christoffel symbols,
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we deduce

∂t[t−1/3uj] − n(1 + uaua)1/2[t−1/3uj] (∂bub + Γ b
b cu

c) (C.30)

+ n(1 + uaua)−1/2ub (∂b[t−1/3uj] + Γ j
b c[t

−1/3uc])

+ n(1 + uaua)−1/2[t−1/3uj]ueuf (∂euf + Γ f
e bu

b)

+ 1

2
n(1 + uaua)−1/2 (t−1/3gja + [t−1/3uj]ua)∂a lnp

= 1

3

(n − 1)
t

[t−1/3uj] + 2

3

n

t
uau

a[t−1/3uj]

+ 2n[kja +
1

3
t−1Ija][t−1/3ua] + n[kab +

1

3
t−1Iab]uaub[t−1/3uj]

− t−1/3(1 + uaua)1/2gjb∂bn.

Finally, we substitute the renormalized variables of Def. 1 into (C.30), use the
relation (A.22a), and perform tedious algebraic computations, thereby arriving
at (C.24b).

D The Commuted Renormalized Equations

In this appendix we provide the full structure of the ∂I⃗−commuted equations.
They can be derived in a straightforward fashion by commuting the equa-
tions of Appendix C with the operator ∂I⃗ , and we therefore omit the proofs.
Throughout we use the commutator notation [⋅, ⋅] of Sect. 2.6.

D.1 The ∂I⃗−commuted renormalized momentum constraint equations

Proposition 1 (The ∂I⃗−commuted renormalized momentum constraint
equations) Given a solution to (C.6b) and (C.8a), the corresponding ∂I⃗−differentiated
quantities verify the following constraint equations:

∂a∂I⃗K̂
a
i =

2

3
Gia∂I⃗U

a + (I⃗);(Border)Mi + t4/3(I⃗);(Junk)Mi, (D.1a)

(G−1)ia∂a∂I⃗K̂
j
i =

2

3
∂I⃗U

j +
(I⃗);(Border)

M̃j + t4/3
(I⃗);(Junk)

M̃j , (D.1b)

where the error terms (I⃗);(Border)Mi,
(I⃗);(Junk)Mi,

(I⃗);(Border)
M̃j, and

(I⃗);(Junk)
M̃j

are defined by

(I⃗);(Border)Mi ∶= ∂I⃗
(Border)Mi +

2

3
[∂I⃗ ,Gia]U

a, (D.2a)

(I⃗);(Junk)Mi ∶= ∂I⃗
(Junk)Mi, (D.2b)

(I⃗);(Border)
M̃j ∶= ∂I⃗

(Border)
M̃j − [∂I⃗ , (G

−1)ia]∂aK̂j
i, (D.2c)

(I⃗);(Junk)
M̃j ∶= ∂I⃗

(Junk)
M̃j , (D.2d)
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and (Border)Mi,
(Junk)Mi,

(Border)
M̃j, and

(Junk)
M̃j are respectively defined

in (C.7c), (C.7d), (C.8b), and (C.8c).

⊓⊔

D.2 The ∂I⃗−commuted renormalized lapse equations

Proposition 2 (The ∂I⃗−commuted renormalized lapse equations) Given
a solution to (C.12a) and (C.12b), the corresponding differentiated quantity
∂I⃗Ψ verifies both of the following elliptic PDEs:

L∂I⃗Ψ = 2t−4/3∂I⃗ P̂ + t−4/3(I⃗);(Border)N + (I⃗);(Junk)N, (D.3a)

L∂I⃗Ψ =
(I⃗);(Border)

Ñ + t2/3
(I⃗);(Junk)

Ñ, (D.3b)

where L is the elliptic operator from Def. 3, the error terms (I⃗);(Border)N and
(I⃗);(Junk)N are defined by

(I⃗);(Border)N ∶= ∂I⃗
(Border)N, (D.4a)

(I⃗);(Junk)N ∶= ∂I⃗
(Junk)N − t2/3 [∂I⃗ , (G

−1)ab]∂aΘb (D.4b)

+ 2 [∂I⃗ , P̂ ]Ψ

+ [∂I⃗ , K̂
a
bK̂

b
a]Ψ

+ 2t4/3 [∂I⃗ , P̂GabU
aU b]Ψ + 2

3
t4/3 [∂I⃗ ,GabU

aU b]Ψ,

the error terms
(I⃗);(Border)

Ñ and
(I⃗);(Junk)

Ñ are defined by

(I⃗);(Border)
Ñ ∶= ∂I⃗

(Border)
Ñ, (D.4c)

(I⃗);(Junk)
Ñ ∶= ∂I⃗

(Junk)
Ñ − [∂I⃗ , (G

−1)ab]∂aΘb (D.4d)

− 1

2
t2/3 [∂I⃗ , (G

−1)ef∂eγ a
f a]Ψ + t2/3 [∂I⃗ , (G

−1)ab∂aΓb]Ψ

+ t2/3 [∂I⃗ ,
(Ricci)△a

a]Ψ − 2t2/3 [∂I⃗ , P̂GabU
aU b]Ψ

− 2

3
t2/3 [∂I⃗ ,GabU

aU b]Ψ,

(Border)N, (Junk)N,
(Border)

Ñ, and
(Junk)

Ñ are respectively defined in (C.13a),
(C.13b), (C.14a), and (C.14b), and the Ricci error term (Ricci)△a

a is defined
in (C.4).

⊓⊔
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D.3 The ∂I⃗−commuted renormalized evolution equations

D.3.1 The ∂I⃗−commuted volume form factor evolution equation

Lemma 20 (The ∂I⃗−commuted renormalized volume form factor equa-
tion) Given a solution to (C.15), the corresponding differentiated quantity
∂I⃗ ln (

√
detG) verifies the following evolution equation:

∂t∂I⃗ ln (
√

detG) = t1/3∂I⃗Ψ. (D.5)

⊓⊔

D.3.2 The ∂I⃗−commuted renormalized metric evolution equations

Proposition 3 (The ∂I⃗−commuted renormalized metric evolution equa-
tions) Given a solution to (C.18a)-(C.18b), the corresponding differentiated
quantities ∂I⃗Gij and ∂I⃗(G

−1)ij verify the following evolution equations:

∂t∂I⃗Gij = t
−1(I⃗);(Border)Gij + t1/3(I⃗);(Junk)Gij , (D.6a)
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where the error terms (I⃗);(Border)Gij,
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and the error terms (Junk)Gij and
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G̃ij are respectively defined in (C.19a)
and (C.19b).

Furthermore, given a solution to (C.20a)-(C.20b), the corresponding differ-
entiated quantities ∂I⃗γ

b
e i and ∂I⃗K̂

i
j verify the following evolution equations:
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D.3.3 The ∂I⃗−commuted renormalized stiff fluid evolution equations

Proposition 4 (The ∂I⃗−commuted renormalized stiff fluid evolution
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[21] Piotr T. Chruściel and James Isenberg, Nonisometric vacuum extensions of vacuum
maximal globally hyperbolic spacetimes, Phys. Rev. D (3) 48 (1993), no. 4, 1616–1628.
MR1236815 (94f:83007)

[22] Clarissa M. Claudel and Kerri P. Newman, The Cauchy problem for quasi-linear hy-
perbolic evolution problems with a singularity in the time, R. Soc. Lond. Proc. Ser. A
Math. Phys. Eng. Sci. 454 (1998), no. 1972, 1073–1107. MR1631542 (99g:34126)

[23] T. Damour, M. Henneaux, A. D. Rendall, and M. Weaver, Kasner-like behaviour for
subcritical Einstein-matter systems, Ann. Henri Poincaré 3 (2002), no. 6, 1049–1111.
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