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Abstract  

Cells can be programmed to monitor and react to their environment using genetic circuits. Design 

automation software maps a desired circuit function to a DNA sequence, which requires units of gene 

regulation (gates) that are simple to connect and behave predictably. This poses a challenge for 

eukaryotes due to their complex mechanisms of transcription and translation. To this end, we have 

developed gates for yeast (Saccharomyces cerevisiae) that are connected using RNA polymerase (RNAP) 

flux as the signal carrier and are insulated from each other and host regulation. They are based on minimal 

constitutive promoters (~120bp), for which rules are developed to insert operators for DNA-binding 

proteins. Using this approach, we construct nine NOT/NOR gates with nearly-identical response functions 

and 400-fold dynamic range. In circuits, they are transcriptionally insulated from each other by placing 

ribozymes downstream of terminators to block nuclear export of mRNAs resulting from RNAP 

readthrough. Based on these gates, Cello is used to build circuits to specification with up to 11 regulatory 

proteins. A simple dynamic model predicts the circuit response over days. Extending genetic circuit design 

automation to eukaryotes simplifies their incorporation into cellular engineering projects, whether it be 

to stage processes for bioproduction, serve as environmental sentinels, or guide living therapeutics. 
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Introduction 

When engineering yeast, it would be powerful to be able to program cells to do different things at 

different times. For example, they could create hierarchal structures as they grow into living materials or 

work together during fermentation to build a complex product [1-6]. Progress has been made in building 

circuits in Saccharomyces cerevisiae, including logic gates and memory [1, 7-22]. However, building such 

circuits requires specialized expertise and, while often qualitatively guided by mathematical models, the 

mapping of a function to a DNA sequence is a qualitative and slow trial-and-error process [1, 7, 23-26].  

Cello is design automation software that seeks to empower engineers to incorporate circuits into their 

projects, while abstracting them from the details of designing the DNA sequence. A user specifies the 

circuit function in a species-independent manner using Verilog and then this is mapped by the software 

to a particular organism using data in a “user constraint file” (UCF) (Fig. 1). The UCF also defines the 

location of the circuit, the gates and mathematical model used to connect them, and composition rules 

for the DNA sequence. To date, UCFs have been built for the prokaryotes Escherichia coli DH10b (p15a 

plasmid) and Bacteroides thetaumicron (genome), but have not been developed for a eukaryote[27-29]. 

 NOR gates can be connected to build any circuit and the biochemistry required to construct them 

is simple [24, 30, 31]. They have two input promoters that express a repressor that turns off an output 

promoter. Thus, the signal connecting the gates is the RNAP flux emanating from the promoters.  The 

response function of a gate captures how the output changes as the function of the inputs(s) and is used 

by mathematical models to predict how gates can be combined to build a circuit [27]. Measuring RNAP 

flux is difficult, so the promoter activities are compared to a reference promoter and reported in “relative 

promoter units” (RPU) [32, 33]. 

The precision of design automation software is only as good as the gate technology. Gates must 

generate the same response in the context of different circuits. For prokaryotic gates, this has been 

achieved using insulators, including ribozymes, long promoters, and strong terminators [25, 34-38].  

Eukaryotic regulation is more complex and difficult to insulate. Promoter strength can be impacted by 

global chromosome structure, nucleosome occupancy, pervasive transcription, and interactions with the 

nuclear pore complex [39-46]. Chromosomes have natural mechanisms of insulation, for example to block 

silencers or the spread of heterochromatin, but their function cannot be reduced to a discrete genetic 

part [47-50]. Native promoters have been used as scaffolds to introduce operators for DNA-binding 

regulatory proteins, but they often remain sensitive to environmental and genetic context [1, 42, 47, 51-

55]. To address these issues, minimal promoters have been designed [42, 52, 56-58]. Neighboring 
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transcription units can also influence each other by affecting nucleosome repositioning [59-62].  It has 

been found that T-rich promoters lead to nucleosome-free regions, thus leading to strong promoters with 

reduced noise that are less impacted by neighboring DNA [40, 57, 62-66]. Promoters also can be impacted 

by the downstream terminator because it can re-initiate RNAP [46, 57, 67-75]. This can also make the use 

of terminators to separate transcription units problematic [76, 77]. To insulate against chromatin 

structure, Klavins and co-workers developed CRISPRi-based gates where dCas9 is fused to a chromatin 

remodeling domain [24]. 

We have designed short (<120 bp) synthetic promoters that can be strongly repressed and use 

these to build three sensors and nine NOT/NOR gates based on prokaryotic DNA-binding proteins.  Rules 

for operator placement are developed based on a 20-T spacer that is diversified to avoid homologous 

recombination. The gates produce near-identical response functions with up to 100-fold dynamic range 

and low basal transcription. The gate thresholds are tuned to be similar through the selection of Kozak 

sequences. The gates are integrated into the chromosome, their response functions characterized, and 

used to build the first eukaryotic UCF for S. cerevisiae BY4741 (SC1C1G1T1). Cello is then used to design 

large genetic circuits (up to 33,000 bp and 11 regulatory proteins) (Fig. 1). The sensors are always located 

at the NRT1 locus (I.ChXV) [78] and the circuits are divided between two loci (IIA.ChIII and IIB.ChV) 

(Supplementary Fig. 1) [79-81]. New insulators are specified to occur in a defined order, between which 

the transcription units corresponding to gates are positioned.  A dynamic model, parameterized by the 

responses of individual gates, is able to predict the circuit response over weeks. 

 

Results 

Genetic parts to build insulated gates 

NOT/NOR gates are based on a strong promoter that is turned off by a repressor. This promoter must not 

be sensitive to environmental or growth conditions. To this end, we designed synthetic constitutive 

promoters based on a TATA box and 20 bp TSS (transcription start site) from ADH2 (Fig. 2a) [62, 82, 83]. 

We varied the location and sequences of the UAS (upstream activating sequence) and region between the 

TATA box and TSS (Extended Data Fig. 1). From these, we selected a promoter based on Gal4-binding UAS 

sites flanked by two 15 bp poly-T sequences and a 31 bp spacer between the UAS and TATA box from the 

Gal1 promoter. This scaffold was used to determine how best to insert operators. Either one or two tetO2 

operators were placed at different locations (Fig. 2b) (repeated for lacI/lacO, Extended Data Fig. 2).  The 

promoters were fused to a 10bp Kozak sequence and yellow fluorescent protein gene (yfp) and cloned 

into a plasmid (Supplementary Fig. 15). TetR containing a nuclear localization signal (NLS)[84] is 
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constitutively expressed from a second plasmid (Supplementary Fig. 15). Fluorescence measurements 

were made using strains carrying the promoter reporter in presence or absence of the plasmid expressing 

TetR (Fig. 2b) (Methods). The strongest repression was consistently observed for promoters containing 

two operators separated by more than 20 bp.  

 To eliminate Gal4 as a regulatory input, we identified an alternative UAS that could achieve high 

expression levels.  We found that a 20 bp poly-T sequence that is separated from the TATA box by 4bp 

consistently led to a strong promoter that is independent of whether cells are grown in glucose or 

galactose (Extended Data Fig. 1). The Kozak sequence was shortened to only 10 bp (Supplementary Table 

6) [85]. Collectively, these changes led to a canonical promoter structure (Psyn.0ac) that, to our 

knowledge, is the shortest (<120 bp) regulatable promoter for S. cerevisiae (Fig. 2a).   

A repressor set was then collated, including LacI, XylR, LexA, a set of TetR-family repressors, and 

bacteriophage repressors (CI, CI434, and HKCI), from which we eliminated those that were toxic or 

exhibited cross-talk (not shown) [1, 86-88] [23, 25]. Based on the Psyn.0ac scaffold, we designed a set of 

promoters that can respond to 12 repressors (Extended Data Fig. 1, Supplementary Figs. 2 to 12). For 

those repressors used to build gates, two variants for each promoter were built so that they could be used 

without invoking homologous recombination (Fig. 2c).  

Readthrough of RNAP from a gate to its neighbors can cause circuit failures [89]. The strengths of 

33 yeast terminators were characterized when used to block transcription from 35 upstream promoters 

(Fig. 3a and Supplementary Tables 7, 8) (Methods). All 1,155 combinations were evaluated and, while 

there are some outliers, we find that expression level is dominated by promoter choice (Fig. 3a). When 

terminators appear immediately adjacent to a promoter, they can change the nucleosome occupancy and 

promoter activity [76]. Spacers were identified to disrupt this effect. To improve effectiveness, we placed 

ribozymes (RiboJ variants [35, 90, 91]) between the terminator and promoter. While this does not stop an 

errant transcript from being produced, it will be cleaved and not capped or exported from the nucleus 

thereby blocking expression. When a ribozyme is placed after an inducible promoter and before a reporter 

gene, induction no longer leads to expression (Fig. 3b and Supplementary Fig. 15). Insulators were then 

constructed by pairing the strongest terminators with a ribozyme and spacer and evaluated in the genome 

for their ability to stop an upstream inducible system (Van) to influence a neighboring inducible system 

(aTc) (Fig. 3c and Extended Data Fig. 3). All of the insulators are able to block interference, thus enabling 

the two neighboring inducible systems to function independently.   

 

Definition of a reference promoter 
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Several reference promoters have been defined for E. coli and used to report promoter activities in 

relative promoter units (RPUs) [32, 33]. To define a similar reference promoter for S. cerevisiae, we 

selected PFY1 based on an analysis by Ellis and co-workers demonstrating that it is the least affected 

natural constitutive promoters when cells are grown in diverse conditions [11]. Like them, we inserted it 

into the ura3 locus, but flanked it by strong terminators and an upstream ribozyme to buffer against 

transcriptional readthrough from the genome (S. cerevisiae CY671int) (Fig. 4a). The fluorescence was 

measured by cytometry and is defined as 1 RPU (Fig. 4b and Extended Data Fig. 4).   

 

Design of sensors and gates 

A “sensor array” was constructed at the I.ChXV locus from which regulatory proteins for three small 

molecule sensors are expressed (Fig. 4c). The xylose sensor is based on XylR from Bacillus licheniformis, 

which we identified from libraries of regulatory proteins and promoters (Supplementary Fig. 13). Three 

strains were constructed to measure the output promoter of each sensor integrated into IIA.ChV. The aTc, 

IPTG, and xylose sensors generate 1200-fold, 120-fold, and 600-fold induction, respectively (Fig. 4d, 

Extended Data Fig. 5). The sensors show no cross-reactivity with respect to each other’s small molecules 

(Fig. 4e).      

We constructed 9 NOT gates based on the repressors and their cognate minimal promoters. The 

input to the gates is the IPTG-inducible Plac promoter (Fig. 5a). The gate is encoded at IIA.ChV and the 

output promoter transcribing yfp is integrated at IIB.ChIII. The gate is turned off by adding IPTG, but if the 

x-axis of the response function is presented in units of concentration, then it cannot be used to calculate 

how to connect the gate to a different input promoter. To address this, we constructed a separate strain 

to measure the Plac response to IPTG and then use these data to convert the x-axes of the response 

functions to RPU (Extended Data Fig. 6), which is then fit to 

𝑦(𝑥) = 𝑦!"# + 	
(%!"#&%!$%)(%

(%)*%
   .               (2) 

The resulting fits are shown in Fig. 5b and parameters in Supplementary Table 2 (Extended Data Fig. 7, 8). 

We selected Kozak sequences and output promoters to generate similar response functions. The ranges 

of ymin Î [0.001, 0.2] and ymax Î [1.5, 5.1] span the response threshold of the gates (~ 1 RPU), thus making 

them easier to connect.  To test whether the repressors are orthogonal, we built 9 x 9 = 81 strains that 

varied the repressor expressed from IIA.ChV and the output promoter carried in IIB.ChIII, and no cross 

reactions were observed (Fig. 5c). Finally, the growth impact of each gate was measured as a function of 

the strength of the input promoter (Extended Data Fig. 7, 8). These data are used by Cello to predict the 

growth impact of the circuit and the algorithm avoids toxic combinations. CI434 and QacR slow growth 
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before reaching maximum repression and are, therefore, avoided by the algorithm.   

 The gate dynamics were quantified using a simple model that captures the characteristic times 

(tON and tOFF) for a gate to switch OFF®ON or ON®OFF (Methods)[28]. To perform these measurements, 

strains are grown under one set of conditions (with or without inducer) until reaching steady-state and 

then they transferred into fresh media with the opposite conditions (Methods) (Extended Data Fig. 7, 8). 

These data are fit to differential equation models to calculate tON and tOFF (Supplementary Table 2).  Note 

that the times required for inducer to be taken up by the cells and YFP to express and fold are separated 

from these values.  

A NOR gate architecture was developed for the S. cerevisiae genome (Fig. 5d). Two copies of the 

repressor gene were designed with different codon usages.  Each gene is paired with the same Kozak 

sequences and is driven by input promoter 1 or 2. To test this NOR gate design, we used the IcaR repressor 

and the aTc and IPTG sensors (Fig. 5e). The gate produces the expected 2-dimensional NOR response 

function (Fig. 5f) that is independent of whether the copies of the repressor genes are co-located (Fig. 5g). 

It is simpler for Cello to compute how to connect gates if the NOR gate response function can be described 

as a 1-dimensional NOT gate response function, the input to which is the sum of the input promoters. We 

tested this for the 9 gates where the repressor genes are encoded in the IIA.ChV locus, transcribed by Ptet 

and Plac.  Different combinations of aTc and IPTG are added and the resulting fluorescence is measured 

(“Measured Output”, Fig. 5h). This is compared to the “Predicted Output” that is obtained when the two 

input promoters are summed and used with the NOT gate response function (taken from Fig. 5b). While 

there is some systematic error, the correlation is sufficient to use the NOT response functions to connect 

gates.  

 

Genetic circuit design automation 

Cello maps the desired circuit to a linear DNA sequence to be inserted in a specific genetic location. For S. 

cerevisiae, we selected two genomic loci to carry the circuit (Fig. 6a) (Supplementary Fig. 1) [81]. In 

practice, we found maintaining the insulator order resulted in more reliable circuits. Therefore, we 

constrain the order of the insulators, as opposed to an order of repressor genes/gates. This is shown in 

Fig. 6a, where the transcription units follow the progression of 1 to 16, but the order of the repressor 

genes in the progression is random. To evaluate the difference in expression at these sites, 16 strains were 

built where a Ptet-yfp construct was inserted at each position and the variation in expression is < 2-fold, 

which is small enough to not disrupt gate function (Fig. 6a). 

To validate design automation, 3-input logic circuits were constructed, each of which was initially 
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specified as a Verilog truth table (Supplementary Note 1). The sensors were specified along with their 

OFF/ON response (red lines, Fig. 4d) and UCF SC1C1G1T1 is selected (Supplemental File). Cello then parsed 

the Verilog text, used logic minimization to create a wiring diagram, simulated annealing to assign 

repressors, and maps the result to a DNA sequence according to the constraints. The output is predicted 

for all combinations of inputs. The predictions were made prior to constructing the circuits and the DNA 

sequences were built exactly as specified. Six circuits were designed in this way, of which five functioned 

as predicted (Fig. 6c) (Methods). One circuit had one failed state, which we traced to the CI gate 

population variability, which sits at the threshold of the next gate (Extended Data Fig. 9). The growth 

impact of the circuits was also assessed for all of their states, of which 6 out of 40 slow growth (Extended 

Data Fig. 10).  

The dynamic responses of the five circuits were measured for >2 weeks (400 hours) without 

selective markers (Fig. 7a).  The cells are exposed to different combinations of inducers every 48 hours 

until the circuit is transitioned through all eight states (Methods). No gross circuit failures or genetic 

instability was observed for any of the circuits.  The circuits either have four (0x06 and 0xF6) or five layers 

and require much more time to reach steady-state (up to 30 hours) than the individual gates (~12 hours). 

The response over time was compared to a mathematical model that is parameterized only with the 

empirically-measured on- and off- times of the individual gates (Supplementary Table 2) (Methods).  The 

model accurately captures the performance of the circuit over time, including the delays due to layering.  

 Transiently incorrect outputs, or “faults,” can occur when the signal splits and one rapidly progress 

to the end, whereas the other is delayed as it propagates through additional layers [92, 93]. For S. 

cerevisiae, there is a long delay for the signal to propagate through a gate and this leads to prevalent 

faults, which are predicted by the mathematical model. To show the relationship between the gate delays 

and a fault, additional experiments were performed with the 0xA1 circuit looking at the transition from -

/-/- to +/+/+ (Fig. 7b). The last gate is an OR function where one input turns off faster than the other can 

turn on after this change in the inducers. To test this, strains were constructed that contain rfp reporters 

for the output promoters of each intermediate gate in the circuit integrated into the HO locus (Fig. 7c, d 

and Supplementary Table 4). Each gate is accurately modeled by the simple ODE equations, including the 

observed fault.  

 

Discussion 

Many groups have shown that you can combine regulatory interactions to build a circuit function that 

performs correctly at a gross level [8, 10, 13]. However, circuit design is performed “by hand” and the 
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quantitative response is not predictable prior to experimental testing. We have found that making more 

precise predictions does not require a more accurate model or extensive parameterization. Instead, it 

requires the careful design of insulated gates and selection of where they should be carried in the cell.  

Philosophically, we define the UCF for a highly-specified context (strain, loci, growth conditions) 

for which the predictions are valid.  While the circuit may work when inserted in a different locus, strain, 

or media, these are not the conditions for which it was designed. Achieving precise predictions through 

design automation requires that the gates be re-characterized in the new strain or genetic location of 

interest and these data used to build a new UCF. While going through the process of building new gates 

and a new UCF is initially difficult, after it is complete, it greatly simplifies the design of genetic circuits for 

that host. In fact, a circuit function can be re-mapped to DNA for different hosts in seconds just by 

selecting a new UCF in Cello. We now have examples where the same circuit specified with Verilog code 

is specified either for an E. coli plasmid (Eco1C2G2T2) or yeast chromosome (SC1C1G1T1). The Verilog 

files we are currently writing are relatively simple, but one can imagine a future where genetic designs 

are shared at this higher and more abstract level and then re-compiled to new organisms as needed.   

 Large genetic engineering projects will require regulatory networks to coordinate responses; for 

example, turning on metabolic valves at the right times during growth, managing energy and materials 

resources, dividing tasks amongst a population, and staging processes. These networks must function 

precisely in different states and implement dynamic responses.  The ability predict faults could guide 

circuit design for a particular application. One example would be avoiding faults for transitions where it is 

critical to remain in the same state; for example, if a cells is programmed to die after a fermentation, one 

would not want that pathway to be inadvertently induced as a fault when conditions change in the 

fermenter. As the need for more complex regulatory networks grows, they will become too large to 

construct in an ad hoc manner and have too many states to be optimized by directed evolution. Design 

automation will be increasingly relied on to balance the constraints and put together the multitude of 

DNA parts required.  
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Methods 

Strain, media, and reagents.    Saccharomyces cerevisiae (S. cerevisiae) BY4741 MATa his3Δ1 leu2Δ0 

met15Δ0 ura3Δ0, an S288C derivative, was the parent strain unless otherwise noted. S. cerevisiae 

CENPK.113-7D was used to measure the native promoter-terminator combinations. Cells were grown in 

either in YPD broth (Sigma-Aldrich, Y1375) or synthetic drop-out medium (SD; Sunrise, #1701). SD-Ura 

(Sunrise, #1703), SD-Leu (Sunrise, #1707), SD-His (Sunrise, #1705), and SD-Ura-Leu (Sunrise, #1721) media 

were used to select the correct clones for genome integration or maintain plasmids with corresponding 

markers. When indicated, 2% galactose (Sigma-Aldrich, G0750) was added to SD without glucose (Sunrise, 

#1797) medium. The antibiotic 100 μg/ml nourseothricin (Gold Biotechnology, N-500) was used for NatMX 

marker selection. 1.8% agar (Bacto, 214010) was used for agar plates. The inducers used are isopropyl β-

D-1-thiogalactopyranoside (IPTG; Sigma-Aldrich, I6758), anhydrotetracycline hydrochloride (aTc; Sigma-

Aldrich, 37919), D-xylose (Xyl; Sigma-Aldrich, X1500) and vanillic acid (Sigma-Aldrich, 94770). The reporter 

genes used for these experiments is yellow fluorescent protein (YFP) and red fluorescent protein (RFP) 

codon optimized for yeast [94-96]. 

 

Collation of yeast part library.    Promoters and terminators were sourced from previous yeast part 

collections [70, 74, 97-102], yeast transcriptomic data [103], and from other yeasts in the Saccharomyces 

genus using the Broad Institute Fungal Orthogroups Repository [104]. Parts were mutated to eliminate 

BsaI and BpiI restriction enzyme sites. For parts sourced from transcriptomic data, the sequence length 

was adjusted to capture the region of reduced nucleosome occupancy, as defined by Segal and co-workers 

[105], and to avoid including proximal genome features.  Promoters and terminators were synthesized by 

GeneArt, the DOE Joint Genome Institute, or amplified from S. cerevisiae genomic DNA or yeast shuttle 

vectors. The sequences of all genetic parts are provided in Supplementary Table 7 and 8. 

 

Cell culture conditions for the characterization of parts, gates, and circuits. The following protocol was 

used for all promoter, terminator, and insulator experiment except those noted in the next section. Frozen 

stocks were streaked and grown overnight.  A single colony was picked into 500 μl SD medium (with 
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auxotrophic selection) and inducers (if required) in 2 ml 96-well deep well plate (Plate One, 1896-2000) 

sealed with AeraSeal film (Excel Scientific, BS25). The plates were incubated at 30°C and 900 rpm in a 

Multitron shaker incubator for 24 hours. For circuits containing 2+ layers, this culture was diluted 200-

fold a second time and grown again under the same conditions for an additional 24 hours. Then, the 

overnight culture was diluted to OD600 = 0.005 (Synergy H1 plate reader, BioTek) by adding 2.5 μl of culture 

to 497.5 μl fresh SD medium (without selection, but with inducers if required) in 2 ml 96-well deep well 

plate and sealed with AeraSeal film. The cultures are grown at 30°C and 900rpm in a Multitron shaker 

incubator for 16 hours. After growth, a 20 μl culture was added to 180 μl phosphate buffered saline (PBS; 

Omnipur, 6505-OP) with 10 μg/ml cycloheximide (Sigma-Aldrich, 227048) into a 96-well U-bottom plate  

(Corning, 3367) and incubated for 1 hour at room temperature for cytometry analysis.  In addition, 200 μl 

of this culture was transferred into a 96-well black walled optical bottom plates (Nunc, 165305) to 

measure the cell density.  

 

Characterization of promoter-terminator pairs.  The following protocol was used for promoter-terminator 

pairs characterization in Fig. 3a. Note that the host strain of this experiment is S. cerevisiae CENPK.113-7D, 

which is different from the one used for the remainder of the work in this manuscript. Expression strengths 

of promoter and terminator pairs was determined using Venus YFP [96] and the constructs were shown in 

Supplementary Fig. 16. Note that this reporter gene is different from the one used for the remainder of 

the work in this manuscript. A single colony of yeast transformants was picked into 500 μl SD medium 

(with nourseothricin selection, 2% glucose or 2% galactose as carbon source) into a 2 ml 96-well deep well 

plate (Plate One, 1896-2000) sealed with AeraSeal film (Excel Scientific, BS25). The plates were incubated 

at 30°C and 900 rpm in a Multitron shaker incubator for 48 hours. Then, the culture was diluted by adding 

10 μl of culture into 490 μl fresh SD medium (with nourseothricin selection, 2% glucose or 2% galactose 

as carbon source) in 2 ml 96-well deep well plate and sealed with AeraSeal film. The cultures are grown at 

30°C and 900rpm in a Multitron shaker incubator for 24 hours. After growth, 20 μl of the culture was 

added to 180 μl phosphate buffered saline (PBS; Omnipur, 6505-OP) with 10 μg/ml cycloheximide (Sigma-

Aldrich, 227048) into a 96-well U-bottom plate  (Corning, 3367) and incubated for 1 hour at room 

temperature for cytometry analysis.   

 

Flow cytometry.  The fluorescence was measured for >20000 events of each sample with LSRII 

Fortessa flow cytometer with HTS (BD Biosciences). FITC-A and PE Texas-A channels were chosen for YFP 

and RFP measurement respectively. Data was processed by FlowJo (TreeStar) to obtain the median of 
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fluorescence, gated by the width of the forward scatter and the side scatter (FSC-W/SSC-W)[23]. The Fold-

repression was calculated by (YFPunrepressed-YFP0)/ (YFPrepressed-YFP0); The fold-induction was calculated by 

(YFPinduced-YFP0)/ (YFPuninduced-YFP0). YFPunrepressed and YFPrepressed are the fluorescence of the ON and OFF 

states of NOT gate strain (YFP as reporter); YFPinduced and YFPuninduced are the fluorescence of the sensor 

strain with (100ng/ml aTc, 10mM xylose, and 20mM IPTG respectively) and without inducer; YFP0  is that 

from white cells (S. cerevisiae BY4741). 

 

Calculation of RPU.  To characterize a promoter, the median fluorescence values (YFP) were measured 

along with the fluorescence of the RPU reference strain (S. cerevisiae CY671int) (YFPRPU) and that from 

white cells (S. cerevisiae BY4741) (YFP0), all under the same growth conditions as described above.  The 

promoter activity in RPU was calculated by RPU = (YFP-YFP0)/ (YFPRPU-YFP0).  

 

Measurement of growth rates. Cell density was measured as OD600 with a Synergy H1 plate reader 

(BioTek). We also measured background OD600 using a 200μl aliquot of media without cells, which was 

subtracted from the OD600 value for a sample. When presented as “normalized,” the measured value is 

divided by that measured for the same strain without inducers.  

 

Measurement of gate and sensor dynamics.  Colonies are picked into 500 μl SD medium (with 

auxotrophic selection) and inducers (initial states, if required) in 2 ml 96-well deep well plate (Plate One, 

1896-2000) sealed with AeraSeal film (Excel Scientific, BS25). The plates were incubated at 30°C and 900 

rpm in a Multitron shaker incubator for 24 hours. Then, the overnight culture was diluted to OD600 = 0.005 

(Synergy H1 plate reader, BioTek) by adding 2.5 μl of culture to 497.5 μl fresh SD medium (without 

selection, but with initial state inducers if required) in 2 ml 96-well deep well plate and sealed with 

AeraSeal film. The cultures were grown at 30°C and 900rpm in a Multitron shaker incubator for 16 hours. 

Then, 500 μl of the culture collected at OD600 = 1.0 was spun down by centrifugation at 4°C at 500g for 5 

min. After removing the supernatants, the cell pellet was resuspended in 500 μl fresh SD-glucose media 

(with final state inducers) and then 1:20 diluted to 500 μl fresh SD-glucose media (with final state inducers) 

at OD600 = 0.05 (Synergy H1 plate reader, BioTek) in 2ml 96- deep well plate sealed with AeraSeal film. The 

plates were incubated at 30°C and 900 rpm in a Multitron shaker incubator. Aliquots (20μl) of the culture 

were collected every 3 hours for flow cytometry measurement. During the measurement, the culture was 

1:10 diluted to OD600 = 0.05 in 500 μl fresh SD-glucose media (with final state inducers) for every 12 hours.  
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Model of gate dynamics.    The model follows the approach described previously and the detailed 

derivation and fitting procedure are presented in that manuscript [28]. Briefly, the model has two 

parameters that capture how quickly a gate moves to its steady-state output given the state of the input.  

For example, if the input is ON and the gate output y is OFF, then if the input changes to being OFF, the 

gate output is lower than its steady-state value yss and it will turn on at a rate dictated by the parameter 

τON. In the opposite case, when the input is OFF and then turns ON, then y will be higher than yss and have 

to turn off, which it will do at a rate following the parameter tOFF. This response is captured by the 

following differential equation describing a single gate: 

+%
+,
= (

τ%-.(𝑦// − 𝑦)	𝑖𝑓	𝑦 < 𝑦//
τ%-00(𝑦// − 𝑦)		𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

	                   ,                                                                                                       (3) 

where the relationship between ySS and the input x is provided by Equation 1.  Note that dy/dt describes 

the rate of change of the RNAP flux from the promoter and not the reporter expression and maturation, 

which is separated. We developed a fitting procedure to extract the parameters tON and tOFF using the 

empirical measurements described in the previous section. First, the dynamic response of the sensor is 

measured (Extended Data Fig. 5), from which we extract the response time of the sensor’s output 

promoter upon addition or removal of the inducer and the rate associated with the expression and folding 

of the reporter protein. YFP degradation is assumed to be dominated by the cell doubling time.  To fit the 

data for each sensor, the following equations are used  
+*
+,
= 𝜏*(𝑥// − 𝑥) and                                                                                                                                                (4)  

+[203]
+,

= τ-.203𝑥 − τ-00203 [𝑌𝐹𝑃],	                                                                                                                                 (5)  

where x is the RNAP flux from sensor’s output promoter reported in RPU. The results from this process 

are tON/tOFF of the IPTG, aTc, and Xyl sensor of 0.2/0.25, 0.3/ 0.3, and 0.3/ 0.3.  The YFP response is tON
YFP 

= 944 au-RPU-1hr-1 and tOFF
YFP = 2.3 hr-1. Then, the on and off dynamics of each gate was measured. To fit 

the data for each gate, the following equations are used 
+*
+,
= 𝜏*(𝑥// − 𝑥) ,                                                                                                                                                     (6)  

+%
+,
= 𝜏%(𝑦// − 𝑦) and                                                                                                                                               (7)  

+[203]
+,

= τ-.203𝑦 − τ-00203[𝑌𝐹𝑃],	                                                                                                                                (8)  

The results of the fitting procedure are shown in Extended Data Fig. 7, 8 and the parameters for each 

gate are in Supplementary Table 2.    

 

User Constraint File (UCF).  The S. cerevisiae UCF (SC1C1G1T1) was created is provided in the 
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Supplementary Data. The UCF contains the gate technology and associated data (response functions, 

including cytometry distributions, and the OD600 measurements).  It also defines the strain, genetic 

location of the circuit, and the growth conditions where the circuit design is valid.  SC1C1G1T1 is based 

on S. cerevisiae strain BY4741 and the location of the circuits is ura3:: (IIA.ChV) and leu2:: (IIB.ChIII) (Fig. 

1). For each gate, the repressor has two versions of sequences in different codon to minimize potential 

homolog sequence; and the targeting promoter also have a mutated version for the same reason. Eugene 

[106] rules are also included to specify the organization of gates onto a linear DNA sequence. This UCF 

uses the following layout rules for gates and Type IIS cloning scars. The use of multiple gates that use the 

same repressor and different targeting promoters are prohibited from appearing in the same circuit. 

Cloning scars appear in the order A – B – C –D – E – F – G – H – I (IIA.ChV) and J – K – L – M – N – P – Q – R 

– S (IIB.ChIII) (Supplementary Figs. 14, 17).  

 

Computational circuit design.  The Cello 2.0 software was used to design the circuit DNA sequences 

(note that the UCF will not work with the first version of Cello). The toxicity cut-off is 0.7 for gates and 0.5 

for the complete circuit. Each circuit was specified as a Verilog text file (Supplementary Note 1). All circuits 

were specified as truth tables and Cello identified the wiring diagram using logic minimization. The 

SC1C1G1T1 UCF was used for the calculations and is provided as Supplementary Data. Data for the sensors 

were also provided (Supplementary Table 1). The output of Cello includes DNA sequences for the circuit, 

which were constructed as specified, and predictions for cytometry fluorescence data and the impact on 

growth.  

 

Circuit long-term growth and induction experiments. Colonies are picked into 500 μl SD medium (with 

auxotrophic selection) and inducers (initial states, if required) in 2 ml 96-well deep well plate (Plate One, 

1896-2000) sealed with AeraSeal film (Excel Scientific, BS25). The plates were incubated at 30°C and 900 

rpm in a Multitron shaker incubator for 24 hours. For circuits containing 2+ layers, this culture was diluted 

200-fold a second time and grown again under the same conditions for an additional 24 hours. Then, the 

overnight culture was diluted to OD600 = 0.005 (Synergy H1 plate reader, BioTek) by adding 2.5 μl of culture 

into 497.5 μl fresh SD medium (without selection, but with initial state inducers if required) in 2 ml 96-

well deep well plate and sealed with AeraSeal film. The cultures are grown at 30°C and 900rpm in a 

Multitron shaker incubator for 16 hours. Aliquots of 500 μl of the culture at OD600 = 1.0 were taken and 

spun down by centrifugation at 4°C at 500g for 5 min.  After removing the supernatants, the cell pellet 

was resuspended in 500 μl fresh SD-glucose media (with final state inducers) and then 1:20 diluted to 500 
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μl fresh SD-glucose media (with final state inducers) at OD600 = 0.05 (Synergy H1 plate reader, BioTek) in 

2ml 96- deep well plate sealed with AeraSeal film. The plates were incubated at 30°C and 900 rpm in a 

Multitron shaker incubator. The same dilution process (without spin down step) was repeated every 12 

hours for continuous exponential growth. The cells were collected every 3 hours for flow cytometer 

measurement. For the dynamic experiments performed over 400 hours, cells were resuspended and 

diluted to OD600=0.005 (Synergy H1 plate reader, BioTek) in fresh SD glucose media with inducers every 

24 hours. The fluorescence was measured by flow cytometry at 16 hours after dilution.  

 

Simulation of circuit dynamics. The RPU outputs for all intermediate gates at initial condition were first 

obtained from Cello. Then, performed a numerical analysis from time 0 using the ODEs for the circuit.  For 

example, the equations for the 0x06 circuit are shown below: 
+,5,6
+,

= 𝜏,5,6(𝑡𝑒𝑡𝑅// − 𝑡𝑒𝑡𝑅) ,                                                                                                                                                    

+*%76
+,

= 𝜏*%76(𝑥𝑦𝑙𝑅// − 𝑥𝑦𝑙𝑅) , 

+789:
+,

= 𝜏789:(𝑙𝑎𝑐𝐼// − 𝑙𝑎𝑐𝐼) ,         

+"986
+,

= 𝜏"986(𝑖𝑐𝑎𝑅// − 𝑖𝑐𝑎𝑅) ,                                                                                                                                                    

+75*;
+,

= 𝜏75*;(𝑙𝑒𝑥𝐴// − 𝑙𝑒𝑥𝐴) , 

+<=70
+,

= 𝜏<=70(𝑝ℎ𝑙𝐹// − 𝑝ℎ𝑙𝐹) ,          

+9:
+,
= 𝜏9:(𝑐𝐼// − 𝑐𝐼) , 

+9:>?>
+,

= 𝜏9:>?>(𝑐𝐼434// − 𝑐𝐼434), 

+@!?6A
+,

= 𝜏@!?6A(𝑏𝑚3𝑅1// − 𝑏𝑚3𝑅1) , 

+[203]
+,

= τ-.203𝑏𝑚3𝑅1 − τ-00203 [𝑌𝐹𝑃],	                                                                                                                                (9) 

Where tetR, xylR and lacI are the sensor inputs and icaR, lexA, phlF, cI, cI434 and bm3R1 are the gates 

outputs. The equations were solved by Matlab scripts, using the ordinary differential equation solver 

ODE15s. All scripts are available on Github (https://github.com/VoigtLab). 
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Figure Captions 

Fig. 1: S. cerevisiae circuit design using Cello.  The sensors (A, B, C), Verliog code for the circuit, and UCF 

are defined.  Cello parses the Verilog text, uses logic minimization to create a wiring diagram, and 

simulated annealing to assign repressors to each gate (colors). Finally, the composition rules are used to 

map the circuit to a DNA sequence. The position of the chromosomes is approximated using data from 

reference [81]. 

 

Fig. 2:  Design of minimal synthetic promoters that respond to regulators.  (a) The canonical promoter 

design is shown. The TATA box (blue) is TATAAAAA. Sequences consisting of 20 T nucleotides are place 

upstream of the TATA box and between the operators; mutations are made to these sequences to avoid 

recombination.  The TSS region is sourced from 20bp from the natural ADH promoter and the Kozak 

sequence is a synthetic 10bp sequence [85]. All genetic parts are provided in Supplementary Table 5, S7 

and S8. (b) Comparison of operator spacing.  The promoter backbone is Psyn.0 with a Gal4 UAS 

(Supplementary Fig. 2) and is cloned into a reporter plasmid (Supplementary Fig. 15). A second plasmid is 

constructed where TetR is expressed from a constitutive promoter (Supplementary Fig. 15).  The 

cytometry distributions show the fluorescence from the reporter plasmid in the absence (black) and 

presence (grey) of the TetR plasmid and the fold change is the ratio of the median of these distributions. 

(c) The architectures of the final synthetic promoters and their strengths are shown.  The colors 

correspond to part a, the sequences are provided in Supplementary Table 5, and the promoters were 

integrated into the IIA.ChV (sensor promoters) or IIB.ChIII (gate promoters) genomic loci.  The step-by-

step design of each promoter is described in Extended Data Fig. 1 and Supplementary Figs. 2 to 12.  The 

mutations made to diversify the stretches of T nucleotides are shown as vertical lines; two promoters 

were selected for promoters used for gates (and one for those used in sensors). The lower dashed line 

marks the fluorescence of white cells and the upper dashed line is the strong PTDH3 promoter.  In all parts, 

the data represent the average of three experiments performed on different days, the standard deviation 

of which is shown as the error bars. 

 

Fig. 3:  S. cerevisiae terminator and insulators.  (a)  All combinations of promoters and terminators were 

tested for their ability to express a YFP reporter when grown in media containing glucose (Methods and 

Supplementary Fig. 16. Note that these measurements were made in a different strain background (S. 

cerevisiae CENPK.113-7D) than the remainder of the experiments in this manuscript. The grid represents 

single data points taken during the screen. The DNA sequences of the promoters and terminators are 
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provided in Supplementary Table 7 and 8, respectively. (b) Evaluation of ribozyme activity in blocking 

mRNA export. The ribozyme is placed after an aTc-inducible promoter and before the yfp reporter on a 

plasmid (Supplementary Fig. 15). The fold-change of the fluorescence is shown as the ratio in the presence 

and absence of 100 ng/ml aTc. These data represent the average of three experiments performed on 

different days. (c) Measurement of readthrough between two adjacent transcription units.  Different 

terminator/ribozyme/spacer combinations were tested using the system shown (the grey gene is rfp, but 

this is only used as a spacer). The bars show the ratio of yfp fluorescence measured upon the induction of 

the upstream sensor (+/- 200 μM vanillic acid). Two transcription units were also integrated into different 

chromosomes (IIA.ChV and IIB.ChIII) for comparison (“Separated loci”). Two 450bp non-functional DNA 

spacer sequences (S1 and S2) were chosen as a control for the absence of an insulator. In all parts, the 

data represent the average of three experiments performed on different days, the standard deviation of 

which is shown as the error bars. 

Fig. 4:  Small molecule sensors.  (a) The RPU reference promoter is shown. The DNA sequence is provided 

in Supplementary Table 11. (b) The arbitrary units of fluorescence are converted to RPU by dividing by the 

strength of this promoter. The upper dashed line represents the strong PTDH3 promoter and the lower 

dashed line is the background fluorescence of white cells. The cytometry histograms associated with these 

measurements are shown in Extended Data Fig. 4. The data represent the average of three experiments 

performed on different days, the standard deviation of which is shown as the error bar. (c) The three 

sensors were inserted into the genome.  A representative reporter construct for the aTc-inducible system 

is shown (right). The repressors for each inducible system were placed under the control of a constitutive 

promoter (PVMA6, PFBA1, and PPXR1). A natMX gene was also added for colony selection. The sequences for 

all of the genetic parts are provided in Supplementary Table 5, 8. (d) The response functions of the three 

sensors are shown.  Each was measured with a reporter construct integrated at the IIA.ChV locus in the 

genome (Supplementary Fig. 14). Only the OFF/ON values of each sensor are used as inputs to Cello; OFF 

is no inducer and the ON values are shown as dashed red lines (100 ng/ml aTc, 10 mM D-xylose, and 20 

mM IPTG). The curves represent the average of three experiments performed on different days. (e) No 

crosstalk is observed between the three sensors.  The concentrations of small molecules are: 100 ng/ml 

aTc, 10 mM D-xylose, and 20 mM IPTG. The data represent the average of three experiments performed 

on different days. Fold-induction is calculated as RPU (+ inducer)/ RPU (-inducer).   

Fig. 5:  NOT/NOR gates. (a) The NOT gate design is based on repressors that contain a C-terminal NLS 

(black).  (b) The IPTG inducible system (Plac) is used to measure the response of each gate.  Using a separate 
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strain, the strength of Plac is measured independently as a function of inducer concentration (Extended 

Data Fig. 6a). These data are used to change the x-axis of the response function of the NOT gate from 

units of inducer concentration to the activity of the input promoter in RPU.  The data for the response of 

each gate is fit to a function (color coded by repressor).  The data used for these fits are shown in Extended 

Data Fig. 7, 8. The concentrations of IPTG (from left to right) are: 0, 0.1, 0.25, 0.5, 1, 1.5, 2, 2.5, 3, 5, 10 

and 20. (c) The orthogonality of the gates.  The promoters and reporters are integrated into IIB.ChIII and 

the repressors (Ptet controlled) are integrated into IIA.ChV under aTc control (0 or 100 ng/µl aTc added). 

The fold-repression is calculated as RPU (-aTc)/ RPU (+aTc). (d) The design of the NOR gate is shown, where 

each input promoter transcribes a different copy of the repressor gene with different codon assignments. 

(e) The two copies of the repressor are integrated at the same genomic locus (top) or at two loci (bottom). 

(f) The response of the IcaR NOR gate at IIA.ChV is shown as a function of both inducers. IPTG is added at 

0, 0.5, 2, and 20 mM (Input 1) and aTc is added at 0, 20, 30, and 100 ng/ml (Input 2). (g) The IcaR NOR 

gate is compared when the repressor genes are on the same chromosome or split between two (as shown 

in part e). (h) Comparison of the output of a NOR gate to that which is predicted by using the 

corresponding NOT gate response function. For all 9 gates, the 2-D response is measured (as in part f) and 

compared to that predicted using the 1-D response function (part b) and summing the activities of the 

input promoters. The data represent the average of three experiments (part c, f) or the individual 

experiments (part g, h) performed on different days. 

 

Fig. 6:  Genetic circuits. (a) Each circuit occupies two chromosomal locations.  The insulators are in a 

defined order and the gates are assigned to positions 1 to 16 until there are no more gates associated 

with the circuit.  The remaining insulators that are not used are not included in the circuit DNA. (b) The 

expression differences when an aTc-inducible promoter and yfp reporter are inserted at each position.  

For these measurements, the insulators before and after the position are included unless it appears at an 

edge. Relative strength is the measured fluorescence (with 100 ng/μl aTc), reported relative to position 1. 

The data represent the average of three experiments performed on different days, the standard deviation 

of which is shown as the error bars. (c) Circuits designed by Cello. The boxes correspond to the positions 

in part a and the squares represent the insulators. Cytometry distributions are shown for the circuit output 

in the presence or absence of 100 ng/ml aTc, 10 mM xylose and 20 mM IPTG (Methods). The solid red and 

blue distributions are those predicted by Cello when the output is low or high, respectively. For all 

histograms, at least three experiments were performed on different days with similar results. 
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Fig. 7:  Circuit dynamics. (a) The five circuits were cycled between states for 400 hours (17 days).  

Cells containing the circuits were cultured as described in the Methods, diluting into fresh media daily. 

Every two days, different combinations of inducers were added to the media (shown at the top). The 

experimental data points are shown and compared to the dynamics predicted with the ODE (Methods). 

The data points represent biological triplicates, collected concurrently. (b) The circuit diagram of 0xA1 is 

shown including the promoters corresponding to each “wire.” (c) Cells containing the circuit were grown 

with the -/-/- combination of inducers until steady-state and then transferred into fresh media with the 

+/+/+ combination of inducers. The response of each of the sensors are gates to this transition are shown. 

The sensors are measured using strains that only contain their output promoter fused to yfp (no circuit) 

(S. cerevisiae CY637int, CY639int, CY928int) (Supplementary Table 4). The other wires were analyzed by 

fusing the promoter shown in part b to red fluorescent protein (rfp) and integrating the reporter into the 

Chromosome IV, 48031…46271, HO locus. The points are experimental duplicates collected over different 

days.  The lines are the predictions from the ODE model. (d) The output of the circuit (X) is shown for the 

-/-/- to +/+/+ transition, highlighting a fault.  The circuit diagrams show the wires with active RNAP flux at 

the different time points. The middle diagram shows the delay leading to the fault when one of the inputs 

to the last NOR gate is turned off before the other can turn on. The data represent two experiments 

performed on different days. 
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module priority_detector(output outZ, outY, 
outX,  input C, B, A);
  reg r_out;
  assign out = r_out;
  always@(C,B,A)
    begin
      case({C,B,A})
        3'b000: {outZ,outY,outX} = 3'b000;
        3'b001: {outZ,outY,outX} = 3'b001;
        3'b010: {outZ,outY,outX} = 3'b100;
        3'b011: {outZ,outY,outX} = 3'b100;
        3'b100: {outZ,outY,outX} = 3'b010;
        3'b101: {outZ,outY,outX} = 3'b001;
        3'b110: {outZ,outY,outX} = 3'b100;
        3'b111: {outZ,outY,outX} = 3'b100;
      endcase
    end
endmodule
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