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Summary

We present a computational methodology for structural identification and damage
detection via linking the concepts of seismic interferometry and Bayesian inference.
A deconvolution-based seismic interferometry approach is employed to obtain the
waveforms that represent the impulse response functions (IRFs) with respect to a ref-
erence excitation source. Using the deconvolved waveforms, we study the following
two different damage detection methods that utilize shear wave velocity variations:
the arrival picking method and the stretching method. We show that variations in the
shear wave velocities can be used for qualitative damage detection, and that velocity
reduction is more evident for more severely damaged states. Secondly, a hierarchical
Bayesian inference framework is used to update a finite elementmodel byminimizing
the gap between the predicted and the extracted time histories of the IRFs. Through
comparison of the model parameter distributions of the damaged structure with the
updated baseline model, we demonstrate that damage localization and quantifica-
tion is possible. The performance of the proposed approach is verified through two
shake table test structures. Results indicate that the proposed framework is promis-
ing for monitoring structural systems, which allows for non-invasive determination
of structural parameters.

KEYWORDS:
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1 INTRODUCTION

Vibration-based damage identification methodologies, as a major branch in structural health monitoring (SHM), generally
track the changes in dynamical features of a structural system such as natural frequencies, mode shapes, structural damping val-
ues, mode shape curvatures, modal strain energies, etc. [1–6]. Tremendous efforts have been made over the last two decades [7–13].
Recently, wave propagation-based approaches have also started to gain attention. Considering the physics behind the earthquake
(EQ) response of a structure, actual seismic waves that are initiated due to a fault rupture reach the surface, thereafter prop-
agate into the structure, causing structural vibrations [14–17]. As the changes in the wave travel time between two observation
locations only depends on the changes in the physical properties of the connecting medium, wave methods are considered to be
more sensitive to local changes [18–20]. However, wave-based monitoring methods generally assume 1D wave propagation within

0Abbreviations: IRF, impulse-response functions; FEM, finite element model
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the building and have its own limitations and challenges [21]. For more in depth damage diagnosis, these macro-scale dynam-
ical features can be further coupled with computational models through successful implementation of finite element model
(FEM) updating schemes when design information about the structure is available (e.g., materials, topology, connection types,
etc.) [22,23]. Considering the required modeling assumptions and the inherent measurement noise, the Bayesian model updating
framework offers a robust and rigorous basis for structural condition assessment and consequent reliability evaluation [24–34].
Essentially, it specifies how to characterize and quantify the uncertainty of the models as well as the predictions against the
measurements [35]. Even though the framework is conceptually straightforward, learning reliable models from the data leads to
computational challenges (e.g., marginalizing).
Deconvolution-based seismic interferometry, proposed by Snieder and Safak [36], is one of the first techniques that employs

wave propagation as a basis for monitoring structures. It is a method to extract the Green’s function of the medium, which
is the impulse response solution of the differential equation that defines the dynamics of the system of interest. Essentially,
deconvolving the recorded signal on receivers of interest (e.g., acceleration-time series of the itℎ story) with respect to signal
recorded on a reference receiver (e.g., acceleration-time series of ground story) yields waveforms consisting of wave propagation
information given a virtual impulse input at the reference, namely, the impulse-response functions (IRFs). This technique has
been proven to be successful and improved by many other researchers in the field [37–39]. Further details are provided in Section 2.
In this paper, we extend the framework previously presented by Sun et al. [39], where interferometric data analytics are linked

with Bayesian inference, to establish a more holistic approach for identification of structural damage. In particular, we address
the problem by utilizing earthquake response data, aiming to achieve damage detection as well as localization and quantification.
Firstly, using earthquake response measurements, we apply the deconvolution interferometry technique to extract the IRFs of the
structure of interest. These waveforms are analyzed to form a qualitative damage detection strategy, given that the response data
from the undamaged case is present. We test two different damage detection methods that use shear wave velocity variations: (1)
the arrival picking method and (2) the stretching method. It is noted that the stretching method produces higher sensitivity for
damage detection. Then, we perform the finite element model calibration, applying the hierarchical Bayesian framework. The
extracted time-histories of IRFs are utilized to learn the physical parameters of a suitable FEM.We employMarkov ChainMonte
Carlo (MCMC) sampling in order to obtain the posterior probability distributions (PDFs) of the model parameters. Uncertainty
quantification of model parameters (e.g., lateral story-stiffness values) is realized inherently through the Bayesian inference
framework. We demonstrate that the damage quantification is possible through comparing the model parameter distributions of
the damage state with the baseline parameter distributions of the “intact” (referred to healthy or undamaged state) structure. It
should be noted that the work by Sun et al. [39] has only focused on updating the baseline model using ambient measurements.
In this paper we tried to fill the research gap by investigating damage detection and localization capabilities and limitations of
the framework which has not been previously addressed.
This paper is structured as follows. Section 2 describes the deconvolution-based seismic interferometry approach. We elabo-

rate on the dynamic characteristics of a structure acquired through seismic interferometry, i.e., shear-wave velocities and damping
ratios. Section 3 introduces the Bayesian model updating framework. In Section 4, we first evaluate the structural identifica-
tion performance of the proposed approach on experimental shake-table data of a scaled steel structure with different damage
scenarios (induced via bolt loosening at the floor joints) in order to validate the proposed methodology. We further deploy our
framework on a full-scale 7-story reinforced concrete building slice, which was progressively damaged via previously recorded
historical earthquake records utilizing the University of California, San Diego Network for Earthquake Engineering Simulations
(UCSD-NEES) shake-table. Finally, Section 5 discusses the implications of the results and scope for further research.

2 EXTRACTING STRUCTURALWAVES

In the area of vibration-based SHM, the fundamental objective is to determine the intrinsic changes in a structure based on its
measured dynamic response. In this study, we extract the structural waves, which are isolated from the soil-structure interac-
tion, applying the deconvolution-based seismic interferometry technique. The extracted waves are also called impulse response
functions (IRFs) which can be used to identify dynamical parameters, such as shear wave travel velocities, modal frequencies,
mode shapes and intrinsic attenuation (damping) values. Note that deconvolved waveforms satisfy the same wave equation as the
original physical system with different boundary conditions [40].We extract the IRFs by deconvolving the recorded acceleration
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time series of a structure with respect to a reference record of choice. The deconvolution operation can be formulated as [36,39]

S(z, t) = F −1
(

y(z,w)y∗(zref , w)
|y∗(zref , w)|2 + �

)

(1)

where S(z, t) is the IRF at z; y(z,w) is the frequency domain quantify of the response measurement at z; |y∗(zref , w)|2 is the
power spectrum of yref ; w is angular frequency; t is time; yref is the reference level of the building; ∗ denotes the complex
conjugate; � is a stabilizing parameter (water-level parameter [36], e.g., 0.1% ); and F −1 denotes the inverse Fourier transform.
The stabilizing parameter, �, is conventionally set to some fixed/pre-determined percentile of the power of the reference signal,
y(zref , t), and it is essential to regularize the operation.S(z, t) physically represents the response of the structural system at height
z to a unit impulse at the reference level zref . This reconstructed structural system has fixed boundary conditions at height zref .
Therefore, the extracted IRFs through the height of the building, show how the virtual pulse (or disturbance) propagates through
the system. These functions represent the input-output relationships and provide a complete picture of the characteristics of linear
time invariant (LTI) systems. It is noted that an IRF is the intrinsic property of a linear and undamaged system. Considering
civil structures under earthquake shaking, the deconvolution operation is done with respect to the ground-level record, yields
causal waveforms, since the physical input (i.e., incoming seismic waves) to the structural system is at ground level. This means
that the motion of the building response follows the base excitation in time. Selecting another reference where there is no real
source, e.g., receiver at the top floor (in the presence of an earthquake), yields waveforms consisting of both causal and acausal
parts. The down-going acausal wave can be physically interpreted as the up-going wave that enters the structural system prior
to shaking at the top floor. Nakata et al. [19] have argued that selecting different reference receivers at different stories could be
used to investigate the local damages as the deconvolution operation yields a cut-off building system.

2.1 Estimating wave velocity variations via a stretching technique
Shear wave velocity can be estimated based on the extracted IRFs by tracing the first crest of the shear wave pulse that travels
upwards from the reference source location. Therefore, by the arrival picking method (APM), the wave velocity is determined
by fitting a linear line, in a least-square sense, to wave travel times (time of arrivals of the first peaks) and wave travel distances
(story elevations). The slope of the fitted line corresponds to the shear-wave velocity of the wave that propagates within the
structure. Note that, this method can be used when deconvolution is calculated with a virtual source at the roof level as well. For
a structure that is excited by an earthquake, Snieder and Safak [36] showed that selecting the roof level as the reference yields one
acasual up-going wave and one causal down-going wave. In line with their work, we show that the obtained deconvolved waves
with respect to the recorded signal at the ground level and the top level of a structure provide complementary information.
By the stretching method (SM), instead of calculating the absolute wave velocity, the relative velocity variations are calculated

by assuming that a homogeneous velocity change that takes place in the medium. In seismology, this method is mainly used
for measuring the perturbations of coda-waves. The underlying mathematical framework can be found in [41]. Essentially, by
stretching the current wave, that travels in the perturbed medium, along the time axis to maximize its correlation to a reference
wave, an optimal stretching coefficient can be determined. This coefficient, �, represents the velocity variation of the current
waveform with respect to the reference wave velocity, as expressed in Equation (3). First, we express the stretched waveform as

f�(t) = f cur (t(1 − ")) (2)

where, f cur(t) denotes the current wave (e.g., damaged IRF) and f"(t) denotes the stretched wave. Then the correlation coefficient
C(") can be calculated as follows

C(�) =
∫ t2
t1
f�(t)f ref (t)dt

√

(

∫ t2
t1
f"(t)2dt

)(

∫ t2
t1
f ref (t)2dt

)

(3)

where f ref (t) is the reference trace (e.g., undamaged IRF), and t1 and t2 represents the starting and ending points of the time
series of interest along the waveform. We find the maximum correlation coefficients and the respective stretching coefficients
by grid search for each measurement channel [42]. Note that, since we are working with discrete-time signals, after the stretching
operation, interpolation is necessary to directly calculate the inner product of the stretched and reference signals. Estimated
values for the maximum correlation coefficients depend on the selected time periods of interest along the waves. For example, in
the SHM context, the later part of the deconvolved waves, with the excitation source at the ground level, predominantly contain
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the fundamental mode, as its attenuation is more gradual. The initial part of the waves, however, contain superposition of many
overtones. Note that the SM can also be applied to estimate the frequency series from long-term SHM data [43].

2.2 Damping parameter estimation
There exist many damping models (e.g., non-viscous), any of which could be favored depending on the nature of the engineering
problem [44]. Assuming a linear system, each harmonic’s corresponding damping ratio can be calculated by tracing the amplitude
decay with time. In this study, we calculate the damping ratios by fitting linear lines to the envelope of the natural logarithm of
the IRFs, which are band-pass filtered around the resonant frequencies within the half-power bandwidth [36,37,39].

�r =
1

N0!r

N0
∑

i=1
|�i| (4)

In Equation (4), �i is the slope of the envelope, !r is the rtℎ resonance frequency, N0 is the number of observations (e.g.,
observed number of stories), and i is the observation location/story of interest. Knowing the damping ratios, the quality factor,
Q, of the building can be estimated. For homogenous materials, the quality factor does not typically depend on the frequency
of the oscillation [45,46].
Using Rayleigh’s assumption [47], the proportional dampingmatrix,C, can be assembled as a linear combination of the stiffness

matrix, K, and the mass matrix, M. The proportionality constants can be found using any two damping ratio estimates. Note
that, this assumption yields classical normal modes for linear dynamical systems, and performs well enough with experimental
data [48]. Therefore, in this study, we estimate the damping ratios of the first two resonant peaks of the frequency response
functions of the extracted waves using Equation (4) and use them to determine the Rayleigh damping matrix.

3 PROBABILISTIC MODEL UPDATING

3.1 Bayesian Framework
Time-histories of the outputs of a system can be used to estimate the physical parameters of a representative finite-element
model by making use of probabilistic model updating schemes. In our case, the fundamental aim of structural model updating is
to minimize the gap between the predicted and the measured IRFs by quantifying posterior probability distributions of a set of
model parameters, � ∈ ℝN�×1. Herein, we consider a linear shear beam model with N� degrees-of-freedoms (DOFs), which is
suitable to capture the dynamics of mid-rise and high-rise buildings. This model can be portrayed as a chain of lumped masses
that are consecutively connected by springs and dashpots. Note that, this type of arrangement leads into band-limited structural
matrices. The mass matrix,M ∈ ℝN�×N� , is assumed to be fixed and known as a priori. As previously mentioned in Section 2.2,
we construct our proportional damping matrix, C, by using Equation (4). We parameterize our stiffness matrix, K ∈ ℝN�×N� by
� = [�1, �2,… , �N�

], where each �i represents itℎ story’s lateral stiffness in the shaking direction.
Using the hierarchical Bayesian inference [39,49–52], we formulate the model updating problem as follows

p(�, �2|) ∝ p(|�, �2)p(�)p(�2) (5)

where p(�, �2|) denotes the posterior probability density function (PDF) of unknown parameters {�, �2}; p(|�, �2) is the
likelihood function conditional on the measurements data  (e.g., the extracted IRFs); p(�) and p(�2) are the prior PDFs. In
particular, the likelihood function and the prior PDFs can be written as

p(|�, �2) =
( 1
2��2

)

NoNt
2
exp

{

−
J (�)
2�2

}

(6)

p(�) = 1
√

|2���|
exp

{

−1
2
(� − �0)T�−1� (� − �0)

}

(7)

p(�2) = p(�2|�, �) =
��

Γ(�)

( 1
�2

)�+1
exp

{

−
�
�2

}

(8)

where J (�) =
∑Nt
j=1 ‖Ŝ(�, tj) −S(tj)‖

2
2 is the goodness-of-fit function; S(tj) ∈ ℝNo×1 denotes the IRFs at time tj extracted from
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the measurement data (j = 1, 2, ..., Nt), while Ŝ(tj) ∈ ℝNo×1 is the model predicted IRFs; No is the total number of channels
of measurement; ‖.‖ stands for the Euclidean norm; �2 denotes the prediction error variance, which is also considered as an
unknown parameter and should be estimated right along with the model parameters. The prior PDF of the model parameters
in Equation (7) is modeled by the multivariate Gaussian distribution,  (�0,��), where the choice of mean parameter vector
�0 ∈ ℝN�×1 and the covariance matrix �� ∈ ℝN�×N� are user defined. Here, mean parameter vector, �0 is given by, �0 =
[�1, �2,… , �N�

]T where, �i is the mean value of the respective parameter (e.g., �2 is the mean lateral stiffness of the second
story). Since the prediction error variance �2 is always positive, utilizing the conjugacy concept, we model its prior PDF p(�2)
in Equation (8) as an inverse gamma distribution, p(�2) ∼ IG(�, �), with positive constant hyper-parameters � and �, which are
chosen extremely small to retain a non-informative prior (e.g., � = 10−3, � = 10−6).
Substituting the likelihood function and the priors, Equations (6), (7), and (8) into Equation (5), the final form of the augmented

multivariate posterior PDF can be observed as follows

p(�, �2|) ∝
( 1
�2

)

N0Nt
2
+�+1

exp
{

− 1
�2

(

J (�)
2

+ �
)

− 1
2
(� − �0)T�−1� (� − �0)

}

(9)

Note that p(�2|�,) is analytically obtainable, given themodel parameter vector �, and it follows an inverse Gamma distribution,
IG(a, b), (see Equation (8)) according to

p(�2|�,) ∝
( 1
�2

)

N0Nt
2
+�+1

exp
{

− 1
�2

(

J (�)
2

+ �
)}

(10)

where the parameters a = (N0Nt)∕2 + � and b = J (�)∕2 + �. Utilizing Equation (10) facilitates our sampling procedure, since
most statistical toolboxes provide built-in sampling implementation for inverse Gamma distribution. As the implicit analytical
expression for the posterior distribution in Equation (9) requires multi-dimensional integrals of a very complicated expression,
in order to calculate the desired marginal parameter distributions, the Markov chain Monte Carlo method is employed. Details
regarding the utilizedMCMC sampler are described in the following section. On the other hand, for the prediction error variance,
samples can be drawn from the expression shown in Equation (10) for a given �. Note that utilizing the Markov Chains that
effectively represent the multivariate posterior distribution, p(�, �2|), one can compute the maximum a-posteriori estimate
(MAP) of each model parameter along with the posterior covariance matrix. The latter provides an insight about the correlation
in between model parameters and a quantitative measure of uncertainty related to parameter vector � [53].

3.2 Sampling Marginal Posterior PDFs
The Bayesian learning schemes are known to yield complicated high-dimensional posterior distributions. Therefore, drawing
independent samples utilizing typical Monte Carlo methods, such as importance sampling or rejection sampling, is difficult as
they require proposal distributions that are similar to the distribution we want to sample. On the other hand, methods based on
the Markov chains, such as Gibbs sampling [54], Metropolis-Hasting algorithm, Hamiltonian Monte Carlo, and slice sampling,
effectively allow us to draw dependent samples that eventually represent the target posterior distributions [55]. The stated simu-
lation procedures are named as MCMC methods. In this study, to draw samples that effectively represent the derived posterior
p(�, �2|) in Equation (9), we implement an MCMC sampler that is described as follows. Markov chains are created employing
the Metropolis-Hasting algorithm, where we update our state vector � systematically, one by one [56]. We use Cauchy distribu-
tion (CD) as our proposal distribution, with a predefined width/step size �. For each Markov step, CD is centered on the current
value of the state component �(i−1)k . If the candidate step resides in a higher probability density region, then it is accepted. If the
chain moves into a lower probability density region, however, the candidate state is accepted according to a Bernoulli trial. The
value of � is determined considering the computation time and the ratio between acceptance and rejection through several sim-
ulations. Note that we use the same step size, �, for every model parameter. We initialize the sampler by specifying the chain
length, burn-in period length, beginning state of the parameter vector (starting point of the random walk), prior distributions,
step size �, the hyper-parameters (i.e., �, �) of the IG distribution, the mass matrix, M, the Rayleigh coefficients �R and �R
and the extracted IRFs S(z, t). In every iteration, the value of prediction error variance, which will be used in the next iteration,
is sampled following the Equation (10). For the same chain index, constant �2 is used. This algorithm outputs the structural
model parameter samples (i.e., marginal posteriors) together with prediction error variance samples. Since the algorithm is ini-
tialized with a user-defined (mostly arbitrary) state, the samples from the non-stationary initial part of the corresponding chain
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Weak

Strong

FIGURE 1 8-story experimental structure and the induced damage due to the loose bolt.

are discarded. The part of the chain that is used to describe the target distribution is called the ‘retained period’, whereas the dis-
carded portion is called the ‘burn-in’period. Through a detailed inspection of the histograms of marginal posteriors, quantitative
damage detection is achievable.

4 VALIDATION

4.1 Experimental Case Study 1: Scaled 8-story Steel Structure
We initially evaluate our procedure utilizing measurements from shake-table tests which were operated by the National Center
for Research on Earthquake Engineering (NCREE), in Taiwan. The structure has a story height of 33 cm and accommodates
steel (ASTM A36) columns that are connected to the slabs with bolts as shown in Figure 1. Each slab has the dimension of
43×45cm and an additional 50 kg mass was installed at the center. The test structure is fixed to the shake table. The acceleration
measurements were carried out along the weak direction (see Figure 1) with a sampling rate of 200 Hz. Different damage
scenarios were tested by loosening the bolts at the floor joints, as it is illustrated in Figure 1. In our study, we use the dataset in
which the base excitation was rescaled to match the ChiChi earthquake with a peak ground acceleration (PGA) value of 0.07g.
Note that, other tests with different earthquake inputs, e.g., Kobe, El-Centro, were also performed and we use them to validate
the learned structural FEM. Recorded acceleration response of the test structure is shown in Figure 2(a). In particular, we worked
on damaged scenarios where the bolt loosening occurred at the connection between the first and second stories, denoted with
D(1), and between the lowest three stories, denoted with D(2). In particular, for each damage scenario, two out of four bolts are
removed for each column as illustrated in Figure 1. Note that the intact/baseline state is hereafter denoted by D(0).
IRF estimates of state D(0) are shown in Figure 2(b) and Figure 2(c). By plotting the IRFs vs. the structural elevation, both

up-going and down-going waves can be observed. Using the recorded base excitation as the reference, it is shown that the initial
parts of the deconvolved waves consist of many overtones i.e., superposition of traveling waves whereas the later parts mostly
contain the fundamental mode of the test structure since the higher modes die out more quickly. In order to calculate the damping
ratios through linear curve fitting using Equation (4), we first compute the PSD estimate of the extracted IRFs (see Figure
3(a)). Utilizing the band-pass filtered IRF envelopes, we compute the slopes of the fitted lines and calculate the damping ratios
respectively as �1 = 2.3% and �2 = 2.4% (see Figure 3(b-c)). Note that, these damping ratios are used to construct the damping
matrix, C, of the structural FEM. We then investigate the resulting waveforms by observing the wave velocity variations.
With the SM, the stretching coefficient represents the relative velocity variation, and therefore, we first sample 2000 stretching

coefficients between -40% and 40%, then we calculate the correlation coefficient of each stretched waveform with its reference
trace. It is noted that the reference trace for each story is selected as the initial three second piece of the corresponding stories’
intact IRF i.e., from D(0). For example, Figure 4 demonstrates the deconvolved waves before and after stretching operation. It
can be seen that the maximum correlation is achieved through contracting the IRFs from the damaged structure and the stretched
waves matches the reference waves quite well. Nevertheless, it should be noted that, though the IRFs for the damage case are
not simply the stretched version of the undamaged one (as shown in Figure 4), the SM can capture well the phase differences
which are highly related to structural stiffness changes. In the APM, wave velocity is determined by tracking the arrival time of
the first peak to each story. Figure 5(a-b) presents the correlation between the severity of the damage and the estimated shear
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FIGURE 2 From left to right: (a) recorded ChiChi earthquake response of the experimental test structure; (b) deconvolved
waves using recorded basement time-series (i.e., earthquake input) as the reference; (c) deconvolved waves using top story’s
response time-series as the reference. From the basement to the top, each curve represents the corresponding story.
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FIGURE 3 (a) PSD estimate of the extracted deconvolved waves of D(0). Each story level is represented by a different color. (b-
c) Linear fits for the damping parameter estimations, �1 = 2.3% in (b) and �2 = 2.4% in (c) for state D(0). Each curve represents
a different floor (from the bottom to the top). Final coefficient values are estimated by taking the average of the slopes of the
fitted lines.

wave velocities. Deconvolution with respect to the bottom and the top of the building yields different waveforms, and therefore,
the estimated wave velocities are slightly different. Note that for the waves that are extracted through the deconvolution with
respect to the top floor’s recordings, only the acausal parts are utilized in APM.
It is observed that, given the bolt loosening, both APM and SM can detect the changes/variations in the velocity as an index

for damage detection. For both methods, the velocity reduction is more evident for the more severely damaged state, e.g. D(2).
In general, as it is demonstrated in Figure 5(c), the SM yields larger velocity variations compared with the APM for both damage
states. Hence, in the sense of damage detection, SM might have a better sensitivity.
In the second step of our proposed method, we create a 8-story shear type model accounting for the topology of the structure

and the mass of each floor (see Figure 1). We update the proposed FEM against the IRF estimates extracted from the measured
data utilizing the described hierarchical Bayesian framework. Herein, we use the extracted IRFs, with respect to the base exci-
tation, of the intact experimental structure. ForM ∈ ℝ8×8, mass values of m1 = 80 kg and m2−8 = 75 kg are used [52]. Stiffness
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FIGURE 4 Illustration of the SM. Extracted IRFs are shown before and after stretching operation. IRFs that represent the intact
state are colored blue. Note that the stretching coefficient is selected so that the correlation between the reference trace and the
damaged trace is maximized.
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FIGURE 5 (a-b) Shear wave velocity calculation using APM. Note that in (a) the deconvolution functions are calculated using
the ground level’s acceleration-time series, namely, the earthquake input, as the reference signal, whereas in (b) top-floor’s
response is used as the reference trace. The slope of the fitted lines corresponds to the estimated intrinsic shear wave velocities.
(c) Calculated shear wave velocity variations using the APM and the SM. Error-bars represent the standard deviation of the
stretching coefficients that are calculated for each floor for a given damage state.

parameter �i’s are assumed to have a Gaussian Prior with a mean of 1.25 × 105 N/m with a 30% coefficient of variation (c.o.v)
assuming uncorrelated parameters (i.e., �� = �2�I). The prior PDF for the prediction error are decided to have hyper-parameters
of � = 10−3, � = 10−6. We calculate our likelihood function calculated using Equation 6, for a given model parameter vector �
and a predefined simulation duration of 7.5 seconds. For sampling, CD is used as a proposal distribution with a constant width
parameter, �, of 0.0032 times the general parameter order of 105. The starting point of the chains, �(0), is set to be 200 KN/m.
The decided chain length, Nmc , is 2 × 104 and the burn-in period length, Nbi, is 0.5 × 104. We set the lower and upper bounds
of the parameters as 0.01 × 105 N/m and 6 × 105 N/m respectively.
The Markov chains that effectively depict the model parameters’ marginal posterior PDFs are shown in Figure 6. Note that

chains become stationary approximately after 3000 iterations. Histograms that properly describes the updated marginal posterior
PDFs are presented in Figure 7. These histograms are constructed using only the retained samples, and the solid red line on
each histogram depicts a Gaussian distribution fitted to these samples. The mean values of the updated model parameters are
denoted as k̄i where i = 1,… .8. Figure 7 also reports the posterior samples of the prediction error variance, in which the
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FIGURE 6 Markov chains, that represent the marginal posterior distributions of the stiffness parameters of the intact
experimental structure, D(0). Black dashed-line indicates the pre-determined burn-in period,Nbi = 4000.
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FIGURE 7 Updated posterior PDFs of the model parameters of the intact (i.e., D(0)) experimental structure. Each histogram
effectively represents the marginal posterior distribution estimate of the corresponding model parameter, e.g., story stiffness
parameters. The red line on each plot depicts the fitted Gaussian distributions for story stiffnesses and the fitted log-normal
distribution for the prediction error variance. The mean value of each model parameter is placed on top of each histogram. C.o.v.
values of the retained samples are indicated in the figure legends.
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TABLE 1The most probable values (MAP) of the updated model parameters for D(0).

ki Identified MAP value [N/m] c.o.v.(%) ki Identified MAP value [N/m] c.o.v.(%)
k1 2.09 × 105 1.57 k5 1.10 × 105 2.03
k2 2.25 × 105 1.21 k6 1.98 × 105 3.39
k3 0.71 × 105 1.31 k7 2.07 × 105 3.63
k4 1.45 × 105 2.26 k8 2.13 × 105 4.29
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FIGURE 8 Comparison of the extracted vs simulated IRFs/deconvolved waves of D(0). Simulated time-series are produced
using the point MAP estimates of the model parameters. Observe that each Si corresponds to the itℎ story’s IRF.

solid red line denotes the fitted log-normal distribution. It is apparent that the log-normal distribution successfully portrays
the drawn prediction error variance samples, which have a small standard deviation. Table 1 outlines the MAP estimates of
the model parameters along with the respective c.o.v. values. It can be seen that the MAP estimates range between 71 KN/m
and 220 KN/m. Table 1 additionally highlights that c.o.v. values generally increase with the story height. Figure 8 presents a
comparison between the extracted and the simulated IRFs (S3 and S7) of the intact test structure. Simulations are carried out
using the point MAP estimates of the model parameters and the illustrated results are interesting in several ways. First, both
figures indicate that updated shear-type model is capable of capturing the later parts of deconvolved waves without any phase
and amplitude difference. This would appear to prove the accuracy in the identification of the fundamental mode’s damping
coefficient (i.e., �1). Second, the observed amplitude discrepancies at early times could indicate the limitations of the selected
damping model, i.e., Rayleigh damping, as we only account for the first two mode’s attenuation characteristics in constructing
the proportional damping matrix. The used damping model seems to overly dampens out the impulse-like interferences of the
overtones. One possible solution to alleviate this issue is to use a high-order damping model (e.g., the generalized Cauchy
damping). Nevertheless, we can still state that the satisfactory agreement is achieved using the point MAP estimates of the
parameters. We cannot rule out the fact that our framework yields probability distributions of the model parameters, therefore
before any critical decision, additional analysis should be performed assessing other plausible parameter values.

4.1.1 Validation of the updated intact model - D(0)
In order to validate our identified intact model, we carry out additional simulations utilizing the fitted Gaussian PDFs. The red
lines in Figure 7 depict the utilized PDFs. Herein, we aim to evaluate the learned structural model by comparing it with response
measurements of another shake-table experiment of the intact state (i.e., D(0)). This time, we make use of the dataset in which
the base excitation was rescaled to match the Kobe earthquake with a peak ground acceleration (PGA) value of 0.09g. Using the
same EQ base input for our updated model, we run 1000 finite element simulations in which each story’s stiffness parameter is
sampled from its fitted marginal posterior within ±3��i , where ��i represents the standard deviation of the fitted Gaussian PDF.
The comparison results, in terms of the displacement response, for the third story and the seventh story are shown in Figure
9. The predicted displacements, depicted with green lines, are in good agreement with the doubly-integrated acceleration time
series, depicted with a blue line, of the experiment. Note that even though every FEM simulation is performed with different
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FIGURE 9 Baseline model validation using another EQ input. Observe that the learned model’s response prediction agrees
well with the doubly integrated acceleration measurements. .

model parameter samples, the displacement response behavior only slightly alters, since the marginal posteriors have small c.o.v.
values. This result demonstrates the validity of the initial model class assumption for our identification problem.

4.1.2 Damage localization and quantification
We herein aim to localize and quantify the damage induced by bolt loosening. In particular, we repeat the previously described
identification steps utilizing the earthquake response data of the damaged test structure, specifically, D(1). It is important to note
that the damping coefficients are re-estimated using the damaged waveforms, as �1 = 3.1% and �2 = 2.2%. Preserving the same
prior assumptions with the baseline structure (i.e., D(0)), we again learn the posterior parameter distributions of the shear type
FEM.
The most remarkable observation is the evident stiffness reduction in k1 and k2 as shown in Figure 11. Comparing identified

point MAP values from D(0) and D(1) it is observed that the MAP estimates of the first and second story inter-story stiffness
parameters reduce 65% and 70% respectively. Considering the nature of the damage via bolt loosening which occurs at the first
story for D(1), stiffness reduction in k1 and k2 is consistent with the expectations since both the first and the second story are
connected to the loosened bolt. In this case, the damage can be quantified based on the shifts of the distributions despite that
variation of the distributions of other story stiffness parameters are present. For example, compared with the intact case, point
MAP values of k6, k7, and k8 increases 30%, 25% and 12% respectively. However, the observed differences in other model
parameters are not particularly surprising given the fact that our framework assumes linearity before and after the damage, yet
we cannot rule out the nonlinearities at the bolted interface. This also could be the reason of the observed increase in c.o.v.
values. Additionally, inspecting the model parameter’s marginal posterior distributions, it is seen that apart from k1 and k2, only
other updated model parameter that indicates reduction in stiffness, i.e. a false positive error, is k4. To minimize the discrepancy
between the extracted and the modeled impulse-response behavior, the presented framework adjusts the stiffness values of the
undamaged story’s as well. It is also noted that bolt loosening at the column and slab connections induces non-conventional
damages (unlike the column cross-section reduction), leading to additional uncertainties in model updating. Apart from this
expected discrepancy, the localization capability of our approach appears to be well substantiated by the % changes of the
identifiedMAP values of the model parameters. Significant stiffness reductions in both k1 and k2 indicates the plausible location
of the damage.
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FIGURE 10 Histograms that effectively represent marginal posterior PDFs of the model parameters of the damaged experi-
mental structure, D(1). C.o.v. values are specified on top of each histogram.
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FIGURE 11 Histograms that describe marginal posterior PDFs of (a) first story, (b) second story before and after induced
damage, i.e., D(0) and D(1).

4.2 Experimental Case Study 2: Full-scale 7-story Reinforced Concrete Building Slice
The test structure is a full-scale reinforced concrete (RC) building slice that consists of an RCwebwall for lateral resistance in the
direction of earthquake loads, a flange wall for transverse resistance, concrete slabs that are supported by four gravity columns,
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FIGURE 12 Left: 7-storey UCSD-NEES building slice [58]. Right: Elevation view of the structure with the used accelerometer
layout. Note that the accelerometers (i.e., ‘H1’) are illustrated as red squares.

and a precast segmental post-tensioned concrete column to maintain torsional strength [57–59]. More detailed information about
the structure and the instrumentation could be found in [60–62]. It is important to note that in this study, we use the recordings
from the accelerometers that were placed on the closest slabs to the centroid of the web wall, which were sampled at a rate
of 240 Hz. These measurement channels are labeled as ’H-1’. The picture and a sideview of the test structure with the used
accelerometer layout [63] are shown in Figure 12.
Shaking experiments were performed between October 2005 and January 2006 using four historical earthquake records of

increasing intensity so that progressive structural damage could develop. The corresponding PGA values of these input excita-
tions ranged from 0.15g to 0.91g. At each damage level, meaning that after each earthquake shaking, low amplitude Gaussian
and ambient vibration tests were performed. These tests are named S0, S1, S2, S3, and S4 where S0 indicates the undamaged
baseline state and Si indicates the damage state after shaking the test structure with the vibration record of itℎ earthquake. It
should be noted that state S3 was divided into S3.1 and S3.2 because before exciting the test structure with the last EQ motion
the bracing system between the post-tensioned precast column and the slabs was stiffened [64]. Table 2 specifies the dynamic
tests that are used in our study. Low amplitude Gaussian excitations (0.03g and 0.05g) provide an informative dataset that has
been studied by several researchers [64–68].
Figure 14 and Figure 15 show the propagation of waves (e.g., the IRFs at different floor elevations) taking the ground and top

floor measurement as the reference, respectively. Note that in Figure 15 IRFtop denotes that the deconvolution was performed
using the top floor’s acceleration-time series as the reference. Figure 14 clearly illustrates that as the imposed damages accu-
mulate on the test structure, propagation characteristics of the shear waves alter. This could be due to concrete cracking and
reinforcement yielding. The differences are visually more trackable if the deconvolution is performed using the shake-table’s
acceleration recordings as the reference signal.
Table 3 reports the wave velocities estimated by the APM utilizing IRFs and IRFtops. The most serious decrease is observed

after the last but the most strong earthquake shaking. As presented in Figure 16, the utilized segments of the waves could
change/affect the velocity variation estimations by the SM, and therefore the findings need to be interpreted with caution. It is
observed that if the initial parts of the waves are used (i.e., 0 ≤ t ≤ 3,) then output percent variations from both methods are
more comparable. The findings of the SM provide additional support regarding its damage sensitivity compared to the APM.
Additionally our analysis reveals that stiffening the slabs and the post-tensioned precast column between S3.1 and S3.2 causes
an increase in the estimated velocity values. Taken together, these findings are in line with previous results from the previous
case study.
Before deploying our Bayesian model updating scheme to quantify the damage state of the test structure, it is necessary to

establish an initial FEM to obtain a reasonable parameter set (i.e., K andM). Therefore, a primary linear elastic finite element
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FIGURE 13 Left: Acceleration-time histories of the low-amplitude Gaussian excitation of the intact state, S0. From the base-
ment to the top, each curve represents the acceleration response of the corresponding story. Right: Recordings at ground
level.

TABLE 2 Dynamic tests used in this study (Data [64]). WN = white-noise table input; AV = ambient vibration.

Test # Test Description Damage State
39 8 min WN(0.03g) + 3 min AV S0
41 8 min WN(0.03g) + 3 min AV S1
46 8 min WN(0.03g) + 3 min AV S2
49 8 min WN(0.03g) + 3 min AV S3.1
61 8 min WN(0.03g) + 3 min AV S3.2
64 8 min WN(0.03g) + 3 min AV S4

TABLE 3 UCSD-NEES structure: Shear wave velocity estimates and percent changes using the APM

(Ground Ref.) (Top Floor Ref.)
State Estimated Velocity [m/s] % Change Estimated Velocity [m/s] % Change
S0 401.7 – 377.3 –
S1 388.7 -3.2 362.7 -3.9
S2 364.5 -9.2 346.3 -8.2
S3.1 333.1 -17.1 331.1 -12.2
S3.2 341.8 -14.9 322.2 -14.6
S4 204.7 -49.0 262.9 -30.3

model is developed using commercially available structural analysis software ETABS (Computers and Structures, Inc.) based
on the available structural drawings. The web wall, the flange wall, and the post-tensioned column are modeled as concrete wall
sections (using thin shell elements) with material properties that were extracted from concrete cylinder tests that were performed
for each constructed story of the building slice (reported in [68]). The post-tensioned column is approximated as a wall section
with an effective width to account for the total section area and the mass. This assumption decreases the torsional stability of
our FEM. Slabs are modeled using thin shell elements and to account for the slotted connection for the floor sections that are in
between the web wall and the flange wall, out of plane moments are released. [58] reported that with this geometry slabs behave
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FIGURE 14 Extracted IRFs from low-amplitude Gaussian shakings of different damage states. Ground floor-acceleration
recordings were used as the reference signal. Each curve on each plot represents a different floor.
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FIGURE 15 Extracted IRFs from low-amplitude Gaussian shakings of different damage states. IRFtop denotes that the decon-
volutions were performed using the top floor’s acceleration-time series as the reference. Each curve on each plot represents a
different story.

like a near-pinned link that transfers the in-plane forces and moments while reducing the out-of-plane ones. Gravity columns
within each story and braces between the post-tensioned pre-cast column and the building slice floors are modeled as truss
elements with their corresponding section properties from structural drawings. Note that the structural details of the foundation
level are not considered. The natural frequencies with their corresponding mode shapes of the FEM are computed through modal
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FIGURE 16 Shear wave velocity variations using both the APM and SM for each damage state, i.e., S0, S1, S2, S3.1, S3.2,
S4. The utilized time intervals in the SM are indicated on the titles of each plot. Error-bars represent the standard deviation of
the stretching coefficients that are calculated for each story for a given damage state.
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FIGURE 17 (a) Modal analysis results of the ETABS model. (b) Illustration of the model condensation scheme. Note that mi
and ki represent lumped foor mass and lateral stiffness of each story i.

analysis. The acquired analytical results are within the acceptable agreement with the modal information of the accelerometer
data that is derived from the damage state S0, i.e., Test 39, by state-of-the-art linear system identification methods (see [64] for
details). Figure 17(a) illustrates the first three longitudinal modes, i.e., 1.99 Hz, 10.89 Hz of the model ETABS structure.
Assuming in-plane rigid diaphragms, the earthquake response of the full structure can be characterized by computing the

drifts at the center of mass locations of each diaphram. Therefore, we condense the full-scale finite element model into a dis-
cretized shear-type model, as it illustrated in Figure 17 (b). This simplification essentially reduces the number of parameters so
that Bayesian learning procedures become computationally affordable. Primary lateral stiffness matrix, i.e.,K0, and the diagonal
lumped mass matrix, i.e.,M, are constructed using the procedure described in [69] and [39]. The procedure is based on assem-
bling the lateral flexibility matrix by applying unit loads to each story level while tracing the story drifts. K0 is then computed
by taking the inverse of the acquired flexibility matrix. Having a primary stiffness matrix enables us to define a substructure that
could be parametrized and updated. Full stiffness matrix, K, can be described as [39]

K = K0 +
N�
∑

i
�iKi (11)
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FIGURE 18 Illustration of the condensed primary stiffness matrix, K0, and mass matrix M. These matrices are constructed
using the full-scale ETABS model.
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FIGURE 19 Posterior samples of k1, k2 and k3 from damage states S0, S1, and S2. Black dashed lines denote the median
values, k∗i , of the posterior samples for state S0.

where, Ki denotes the stiffness of the itℎ sub-structure, andN� corresponds to the total number parameters. Our substructure is
a linear shear-type model that goes into the mathematical class, and its dynamical behavior follows Equation (??). Figure 18
illustrates the obtained primary stiffness (K0) and mass (M) matrices. The value of each matrix element is color-coded using the
respective colorbars. It can be seen that the primary stiffness matrix is not exactly band-limited yet the concentration is around
the main diagonal with a general order of 109 N/m. Similarly a diagonal mass matrix is assembled using the story mass values
of the ETABS model as m1 = 3.40×104, m2,3,4,5 = 2, 89×104, m6 = 2.91×104, and m7 = 2.78×104 kg. These values correlate
satisfactorily well with the previously reported story weights of the test structure in [58].
By applying the presented Bayesian updating scheme, we determine the posterior distributions of the model parameters using

the extracted IRFs from damage states S0 (Test #39), S1 (Test #41), and S2 (Test #46). For each damage state the damping
coefficients, �1,2, are re-determined and used in constructing our condensed model’s damping matrix C. As shown in the bottom
part of Table 4, our estimated attenuation coefficients lie within an acceptable range interval of the modal damping ratios that
was previously reported in [64]. This similarity is expected as the structural response can be equivalently described by modal
superposition. It is observed that the damage accumulation increases the exponential decay rate of the IRF amplitudes. Initial
assumptions for FEM updating procedure are as follows: Each model parameter is assumed to have a Gaussian prior PDF with
a mean of zero and a standard deviation of 5 × 106 N/m. Similarly to the previous case studies, a Cauchy distribution (CD) is
used as the proposal PDF. Its width parameter � is set to the 0.05% of the general parameter order. Other hyper-parameters are
selected the same as the previous case study. At each iteration the full stiffness matrix is computed using Equation 11. Note that
the resultant IRFs from the response data are bandpass filtered ([0.5, 25] Hz) and then used in the calculation of the likelihood
(Equation 6). We create Markov chains with a length of 2 × 104 and discard the first 1 × 104 samples. It should be noted that
with the assumptions mentioned earlier the observed acceptance rate of our MCMC sampling is around 50%.
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FIGURE 20 From left to right: Substructure’s updated stiffness matrices that respectively corresponds to damage states S0, S1,
and S2. Coloring is performed according to the median values of the model parameters’ marginal posterior samples. Normalized
standard deviations are indicated as black circles.

TABLE 4 Identified median estimates of the model parameters and identified damping coefficients from damage states S0, S1,
and S2

ki Identified median value [×107N/m] Identified median value [×107N/m] Identified median value [×107N/m]
S0 S1 S2

k1 −1.02 −2.71 −6.76
k2 −3.95 −5.70 −15.82
k3 −5.16 −4.20 −2.06
k4 −1.71 −0.29 7.93
k5 1.20 2.92 9.59
k6 0.20 −0.93 −2.99
k7 −1.57 −5.73 −14.15
�1 3.69% 3.89% 5.13%
�2 4.88% 6.30% 7.02%

Figure 19 shows the histograms that effectively portray the posterior PDFs of substructure’s first there stories’ lateral stiffness
parameters, i.e., k1, k2, and k3. For the first and the second stories, clear shifts in the distributions can be observed. This is in a
good agreement with our expectations as the lower stories of the test structure are subjected to relatively higher shear forces and
bending moments during the EQ loading. However, for k3 the direction of the shift corresponds to an increase in the inter-story
lateral stiffness of the third story our shear-type substructure. As illustrated in Figure 20, similar trend can be recognized for other
model parameters by inspecting the color-coded band-limited stiffness matrices that are assembled using the median values of
the posterior chains. Note that the normalized standard deviations of the respective model parameters are indicated with black
circles with changing radiuses. It can be seen that the width of the posterior PDFs generally decrease with the increasing story
height. This effect could be due the primary stiffness matrix K0. Another interesting observation which could also be attributed
to the complex coupling between K0 and Ksubstructure is that the direction of the shift of the marginal posterior PDFs does not
change as the damage accumulates. For example, as detailed in Table 4, while k1 and k2 decreases as a function of damage,
k4 and k5 increases. Additionally, estimated median values for the prediction error variances are �2 = 9.32 × 10−5 for S0,
�2 = 7.91 × 10−5 for S1, and �2 = 7.42 × 10−5 for S2. Figure 21 shows, from top to bottom, the simulated IRFs in comparison
with the IRFs obtained from low amplitude Gaussian test for damage states S0, S1, and S2. Simulations are carried out using
the median estimates of the inter-story stiffness parameters. Clear agreement confirms the capability of our shear-type model
and the used condensation scheme.



Uzun ET AL 19

FIGURE 21 Comparison of the extracted vs. reconstructed IRFs of the test structure. From top to bottom each figure depicts
the comparison of 3rd and 7tℎ stories’ impulse response behavior for damage states S0, S1, and S2 respectively. Simulated
time-series are created using the point median estimates of the model parameters.

5 CONCLUSIONS AND DISCUSSION

5.1 Discussion
Results indicate that the presented framework is promising for monitoring structural systems. It allows for non-invasive deter-
mination of structural parameters. Studying the extracted IRFs in the time-domain provides a qualitative information about the
state of the damage in the structure. The location of the reference signal (i.e., ground story or top story) for the deconvolution
operation does not affect the content of the information, however, both operations are advised as one of them could be easier to
analyze, especially if the damage state is severe. Variations in the shear wave velocities are observed to be correlated with sever-
ity of the accumulated damage. Our results indicate that the SM could be more favorable for minor damage states. The capability
of the method, however, depends on the selected time interval for the stretching operation. In addition, through comparison of
the deconvolved waveforms that are extracted from different ground inputs with different strengths (e.g., different earthquakes),
potential nonlinearities can be observed and utilized as a damage indicator.
Time-series of the extracted IRFs can be coupled with hierarchical Bayesian identification schemes. Using the updated sim-

plified models (i.e., marginal posterior PDFs) damage quantification is possible (e.g., shifts in the parameter histograms). The
observedminor discrepancies in the early times of the IRFs could imply the limitations of the used dampingmodel as the updated
model partially fails to reproduce the impulse-like/high amplitude response behavior of the experimental structure. Comparing
the representative posterior histograms of different damage states, observed shifts in the distributions that correspond to the
stiffness reductions are generally in good agreement with the expected/known damaged regions of the structure. However, other
marginal posterior PDFs are also affected. This could be due to the potential nonlinearities, modeling assumptions, i.e., our
shear-type models may be too simple to fully capture the dynamics of the experimental structures, and used model condensation
scheme.
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It should be noted that, as the complexity of the model increases, Bayesian model updating becomes more challenging. To be
able to obtain the correct parameter set (given an identifiable model), mechanically meaningful parameter ranges, and a reason-
able step size for MCMC should be chosen. A key realization is that modeling errors as well as poor identification of damping
values could yield inconclusive identification results, e.g., non-converging Markov chains. In particular, full-scale structures
could require condensed FEMs for the successful parameter identification and damage quantification. A further research in finite
element model reduction as well as damping modeling and identification could benefit the presented procedure.

5.2 Conclusion
We present a computational approach for structural identification and damage detection using the concepts of seismic interfer-
ometry and the Bayesian inference. To assess the damage (location and severity), Bayesian inference with MCMC sampling is
utilized through quantifying parameter uncertainties of an FEM using the extracted IRFs. We initially analyze the shake-table
experiment dataset that contains various damage scenarios, which are induced via loosening the bolts. We show that the varia-
tions in the shear wave velocity (using both APM and SM) can be used for quick damage detection, and that the velocity reduction
is more evident for the more severely damaged states. We then, using the extracted IRFs of the shaking experiment, update our
shear-type FEM. Using the MAP point estimates of the model parameters, which are determined from the posterior samples, we
confirm that the extracted IRFs of the experimental structure and the simulated impulse response behavior of the FEM compare
well with each other. Additionally, we validate the updated baseline FEM, by comparing the simulated displacement-time series
with the doubly integrated acceleration response measurements for another EQ base input. We demonstrate that the induced
damage, i.e., bolt-loosening on the first floor, affects the posterior distributions of the model parameters quite noticeably. It is
observed that the potential damaged region of the test structure can be identified by inspecting the statistical changes of the
posterior samples of the updated model parameters.
To test our procedure on a full-scale structure, we study the propagating seismic waves that are derived from the RC building

slice shake-table experiment. Throughout the experimental program, the test structure was deliberately damaged by increasing
the intensity of the induced shaking. Examining the collected structural acceleration response data-sets of low-amplitude Gaus-
sian (e.g., 0.03g) and ambient vibration tests, it is observed that the for each damage state the propagation characteristics of the
seismic shear waves changes. For highly-damaged states (e.g., S4) these differences could be visually noticed from the IRF vs.
the structural elevation plots. We further our analysis of the deconvolved waves using the APM and SM, and compute the shear
wave velocity variations as a function of the damage state. Since our primary aim is to link the obtained IRFs to the model
characteristics of the building that could inform us about the current state of the structure, we established a full scale FEM
of the test structure from its structural drawings. Subsequently, a model condensation procedure is implemented to deploy our
computationally intensive parameter identification framework. Results indicate that the simulated IRFs of our condensed model
agrees quite well with the extracted IRFs. In parallel with our initial case study, by comparing the deviations of the model pos-
teriors, imposed damage can be quantified. It should be noted that updated structural models can be used to predict structure’s
performance in the presence of a possible earthquake and further coupled with seismic fragility assessment framework.
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