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A brief description of the research carried out by faculty, staff, and students of the M.I.T. Laboratory for Information and Decision Systems under ONR Contract N00014-77-C-0224 is described. The period covered in this status report is from October 1, 1980 through September 30, 1981.

The scope of this contract is the development of an overall failure detection system design methodology and of methods for fault-tolerant control. In the following sections we overview the research that has been performed in these areas during the indicated time period. We have also included a list of the papers and reports that have been and are being written as a result of research performed under this contract. In addition, during the period mentioned above, Prof. Alan S. Willsky, principal investigator for this contract, visited the People's Republic of China and Japan. A trip report was submitted to the Mathematics Program (Code 432), and a copy of that report is included as Appendix A to this status report.

## I. Robust Comparison Signals for Failure Detection

As discussed in the preceding progress report [19] for this project, a key problem is the development of methods for generating comparison signals that can be used reliably to detect failures given the presence of system parameter uncertainties. Previously we have made some initial progress in this area, as is described in [19] and in more detail in the Ph.D. dissertation of E.Y. Chow [8] and in the paper [16]. In this work we used the idea of redundancy relations which are simply algebraic relationships among system outputs at several times. Using this concept, we proposed an analytic method for determining the parameters defining a comparison signal that is optimum in the sense of minimizing the influence of parameter uncertainties on the value of the signal under normal operation.

This research represented a significant step in increasing our understanding of robust failure detection and in development a useful, complete methodology. There were, however, several key limitations to this earlier work. Specifically,
(a) No algorithmic method existed for identifying and constructing all possible redundancy relations for a given system.
(b) No method existed for constructing the set of redundancy relations which can be used to detect a given failure. More generally, no method existed for finding all sets of redundancy relations which allow one to detect each of a set of specified failures and to distinguish among them.
(c) The optimization formulation developed is complex and its use for systems of moderate size seemed prohibitive. Also, the method leads to a choice of comparison signals that depends upon the system state and input. While this may be
appropriate in some problems, it is not in many others. Furthermore the formulation dealt primarily with minimizing the influence of parameter uncertainties on comparison signals under normal operation. No single, satisfactory formulation existed for incorporating the performance of the particular signal choice under both unfailed and failed system conditions.
(d) No coherent picture existed for describing the full range of possible methods for using a particular redundancy relationship and for quantitatively relating performance as measured by the optimization criterion to an actual failure detection algorithm based on the redundancy relation.

During this past year we have initiated a new, related research project aimed at developing algebraic and geometric approaches to overcoming these limitations. We have identified and begun to develop an extremely promising approach. Our work to date will be described in some detail in the forthcoming S.M. thesis proposal of Mr. Xi-Chang Lon [20]. In this section we will briefly outline the main ideas.

Consider a linear system of the form

$$
\begin{align*}
& x(k+1)=A x(k)  \tag{1.1}\\
& y(k)=C x(k) \tag{1.2}
\end{align*}
$$

For simplicity in our initial discussion here and in the first part of our research we will not include inputs (and hence will focus on sensor failures and not on actuator failures). Let $y_{p}(k)$ denote an extended observation vector of length $p+1$ :

$$
\begin{equation*}
y_{p}^{\prime}(k)=\left[y^{\prime}(k), y^{\prime}(k+1), \ldots, y^{\prime}(k+p)\right] \tag{1.3}
\end{equation*}
$$

Any vector

$$
a_{p}^{\prime}=\left[a_{p 0}^{\prime}, a_{p 1}^{\prime}, \ldots, a_{p p}^{\prime}\right]
$$

which satisfies

$$
\begin{equation*}
a_{p}^{\prime} y_{p}(k)=\sum_{i=0}^{p} a_{p i}^{\prime} y(k+i)=0 \tag{1.4}
\end{equation*}
$$

for all $k \geq 0$ and all possible $x(0)$ is called a parity vector of length $p$ and (1.4) is called a parity check of length $p$.

A first key problem is to identify all possible parity vectors and to develop algorithms for generating them. The key to this is the following: define the vector of polynomials

$$
\begin{equation*}
p(z)=\sum_{i=0}^{p} a_{p i} z^{i} \tag{1.5}
\end{equation*}
$$

Then $a_{p}$ is a parity vector if and only if there is an $n x l$ vector of polynomials ( $n$ is the dimension of $x$ ) $q(z)$ so that

$$
\begin{equation*}
p^{\prime}(z) C(z I-A)^{-1}=q^{\prime}(z) \tag{1.6}
\end{equation*}
$$

or, equivalently, if and only if

$$
\left[p^{\prime}(z),-q^{\prime}(z)\right]
$$

is in the left null space of the matrix

$$
\left[\begin{array}{c}
c \\
z I-A
\end{array}\right]
$$

The importance of this result is that the last characterization identifies the set of parity relations with the left nullspace of a particular polynomial matrix, and, in fact, this allows us to use some of the powerful
tools of the algebraic theory of linear systems to construct all possible redundancy relations and, in fact, to find a basis consisting of parity checks of minimal length. As length directly corresponds to the amount of memory involved in a parity check one intuitively would prefer short checks, in order to minimize the effects of parameter uncertainties.

Work is presently continuing in developing algorithms for constructing parity checks and for finding parity vectors that are useful for particular failure modes. Specifically, suppose that in addition to the normal operation model (1.1), (1.2) we also have a set of possible failure models

$$
\begin{align*}
& x(k+1)=A_{i} x(k)  \tag{1.7}\\
& y(k)=C_{i} x(k) \tag{1.8}
\end{align*}
$$

$i=1, \ldots, N$. Suppose that a vector $a_{p}$ is a valid parity vector, i.e. there is a $q(z)$ so that $\left[p^{\prime}(z),-q^{\prime}(z)\right]$ is the left nullspace of

$$
\left[\begin{array}{c}
C  \tag{1.9}\\
z I-A
\end{array}\right]
$$

Suppose also that there is no polynomial $q_{i}(z)$ so that $\left[p^{\prime}(z),-q_{i}^{\prime}(z)\right]$ is in the left nullspace of

$$
\left[\begin{array}{c}
C_{i}  \tag{1.10}\\
z I-A_{i}
\end{array}\right]
$$

In this case the parity check (1.4) will give a value of zero if there is no failure but will generally give a nonzero value if failure mode i occurs. Clearly then what we wish to identify are the intersections of the left nullspaces of the matrices in (1.9) and (1.10). As discussed in
[20] this can also be used to determine sets of parity checks which can distinguish among a set of failures. Work is continuing on obtaining algorithmic solutions.

The research described above is aimed directly at several of the limitations mentioned earlier. Using the results of this research we have also initiated research of a more geometric nature that is aimed at overcoming the remaining limitations. Specifically, it can be seen that the set of all parity checks of order $\leq p$ is equivalent to the orthogonal projection in $\mathbb{R}^{(p+1) m}(m=\operatorname{dim}(y))$ onto the orthogonal complement of the range of the matrix


For example, if $y^{\prime}=\left(y_{1}, y_{2}\right)$ and $y_{2}=\alpha y_{1}$, then the geometric picture is as is illustrated in Figure l. 1.

In terms of this perspective, parameter uncertainties manifest themselves as perturbations in the range of the matrix (1.11). For our example, if $\alpha_{\min } \leq \alpha \leq \alpha_{\max }$, we have the picture depicted in Figure 1.2. For this example it intuitively makes sense to use as a parity check the projection onto a line which is "as orthogonal as possible" to the cone of possible observation subspaces. One logical criterion is to choose a line which makes the largest possible angle with the cone -- i.e. which maximizes the smallest angle of the chosen line with any line in the cone. The idea just described can be extended to the general case, and the
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Figure 1.2
optimization problem can be stated in terms of singular values of a particular matrix. Also, this approach can be viewed as a modification of that of Chow in that it overcomes the state-dependent nature of the optimum parity check of Chow. Furthermore, this geometric approach can also be used to formulate problems which allow one to choose the optimum parity checks subject not only to performance constraints under normal operation but also when specific failures occur.

To illustrate the point mentioned at the end of the preceding paragraph, consider our simple example and suppose that a failure results in a shift in $\alpha$. When there are uncertainties in $\alpha$, this results in a picture as illustrated in Figure 1.3. Intuitively, we would like to use a parity check consisting of the orthogonal projection onto a line which makes a large angle with lines in the unfailed cone and a small angle with lines in the failed cone. We have obtained a "Neyman-Pearon-like" optimization formulation for this problem and are presently studying the algorithmic solution of this problem and the formulation and solution of problems of distinguishing among a set of possible failures.


Figure 1.3

## II. Fault-Tolerant Control Systems

In the preceding progress report [19] we outlined several classes of discrete-time stochastic control problems that are aimed at providing a framework for gaining an understanding of fault-tolerant optimal control. These problems involve a finite-state jump process denoting the operational status of the system. The system state $x$ evolves according to a linear stochastic equation parametrized by the finite state process. During the past year significant progress has been made on the problems described in [19]. These results will be described in detail in the forthcoming Ph.D. thesis of Mr. H.J. Chizeck [18]. Specifically we have accomplished the following:
(1) As mentioned in [19], the problem is straightforward when $\rho$ is independent of $x$. However, the qualitative properties of the solution and of the closed-loop system are suprisingly complex, and a wide variety of types of behavior can be obtained. We have now derived a series of results and constructed a set of examples which allow us to understand the possibilities in more detail.
(2) When the transition probabilities of $\rho$ depend on $x$ the problem becomes one of nonlinear stochastic control. This problem reveals many of the critical properties of fault-tolerant systems, including hedging and risk-avoidance. In much of our work in this area we have focussed on the scalar problem where the dependence of $\rho$ on $x$ is piecewise-constant. A cursory glance at this problem indicates that with this formulation the problem can be solved (via dynamic programming) by examining a growing (as we go back in time) number of constrained linear~quadratic problems. The problem has, however, a significant amount more structure which we have now characterized. This characterization has
allowed us to pinpoint the nature of hedging and risk-avoidance for these systems, to reduce the computational complexity of the solution by a substantial amount, and to obtain a finite look-ahead approximation.
(3) We have also completed an investigation of the problem described in (2) above in the presence of bounded process noise. In this case the piecewise-quadratic nature of the solution of (2) is lost in some regions, but the insight from (2) allows us to obtain an approximation to the cost-to-go which reduces the problem to one much like that without process noise.
(4) We have also obtained some initial results for the vector version of the problem of (2). In this case the situation becomes far more complex, as the regions into which one must divide the state space at each stage of the algorithm have complex shapes. Work is continuing on obtaining approximation methods for these regions much as we did for the costs-to-go in (3).

In addition to these problems we have also made progress in a faulttolerant optimal control when we have noisy observations of the state. Specifically, we have been examining a problem in which a system may switch from normal operation to a failed condition and where our controller must decide if and when to switch from a control law optimal for normal operation (with a criterion specific to normal operation) to one optimal under failed conditions (perhaps with a different criterion). This is a novel but exceedingly important sequential decision problem. Specifically, standard statistical decision problems are aimed at providing a tradeoff between incorrect decision probabilities and decision delay. For control problems, these are only indirect performance indicators - e.g. the effect of a false alarm depends on the performance loss resulting from switching from the normal control law and the effect of detection delay depends on the performance loss from using the normal law after the system has failed.
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At this point we have obtained the form of the solution, but much work remains in developing algorithms and in understanding the nature of the solution.
III. Additional Problems in Detection

During the past year we have continued and initiated work along several directions. Brief descriptions follow:
(1) Decision rules. In the work of Chow described in [8, 17, 19] we describe an algorithm for computing optimum decision rules. This algorithm was complex computationally, and extensions to more involved detection problems using this approach are prohibitively complex. The reason for this is that optimum algorithms attempt to partition the space of possible conditional probability vectors for the given set of hypotheses into decision regions. The boundaries of these regions are the points where two decisions yield exactly equal performance. It is our opinion that most of the computational complexity is due to this goal of finding the precise boundaries, which involves obtaining precise statistical predictions of the evolution of the conditional probabilities under each hypothesis. We have recently initiated the investigation of suboptimum algorithms based on approximate descriptions of the evolution of conditional probabilities. This formulation offers the possibility of solving far larger problems at reduced computational cost and with small and perhaps negligible performance loss. These possibilities remain to be examined.
(2) Complex decision problems. As discussed in [19] there is an exceedingly large and rich class of problems that involve continuous processes coupled together with discrete processes whose transitions represent events in the observed signals or the underlying systems. The methods we have developed and are developing for failure detection represent in some sense a first step in attacking the simplest problems of this type, i.e., ones in which we must detected isolated and sporadic events. We have also initiated investigations of problems in which we wish to detect and identify sequences of events. Such
problems are of significance for the reliable control of large scale systems and, in our opinion, hold the key for solving many complex signal processing problems. In the preceding progress report [19] we outlined a generic problem formulation for eventdriven signal generation. During this past year we have built on this formulation to develop a structure for signal processing algorithms for event-driven signals. The building blocks for these algorithms are specialized detection algorithms of the type one uses for failure detection, and the key problem is one of developing decision mechanisms based on the outputs of these simple algorithms. As discussed in [19], the major issue is one of pruning the tree of possible sequences of events in an optimum manner. The approximate methods described in (1) above are potentially of great value for this problem. In addition to our analytical work, we are also working on several specific applications. This experience is exceedingly useful in providing insight into the nature of problems of this type. At this time we are working on problems of electrocardiogram analysis based on an event-driven model, efficient edge detection in images, the detection of objects given remote integral data (which is of direct application to problems of tomographic tracking of cold-temperature regions in the ocean), and optimum closed-loop strategies for searching for objects. The fact that such a wide variety of problems can be approached essentially from one unified perspective indicates, we feel, the central importance of this research effort.
(3) Event-Driven Models for Dynamic Systems. Based on the perspective in (2), we have initiated a more mathematical aspect of our research based on the development of simplified event-driven models for nonlinear systems affected by small amounts of noise and/or rare events. The motivation for this research is that the exact analysis of such models or the solutions of problems of estimation and control for such models may be considerably more complicated (often these problems are intractable) than
those for simplified models obtained through asymptotic analysis. As an example, consider the scalar stochastic system described by the stochastic differential equation

$$
\begin{equation*}
d x(t)=f(x(t)) d t+\varepsilon d w(t) \tag{3.1}
\end{equation*}
$$

where

$$
f(x)= \begin{cases}-(x-1) & x>0  \tag{3.2}\\ -(x+1) & x<0\end{cases}
$$

This system is characterized by the property that for time intervals that are small the process behaves like a linear process near one equilibrium or another, while for long times the aggregate process sgn ( $x(t)$ ) converges (as $\varepsilon \rightarrow 0$ ) to a Markov jump process. Consequently, one might expect that estimation of $x(t)$ based on measurements of the form

$$
\begin{equation*}
d y(t)=x(t) d t+d v(t) \tag{3.3}
\end{equation*}
$$

might be accomplished based on viewing the process as the state of an event-driven linear system. More generally, one can consider analogous models for other nonlinear systems possessing multiple equilibria and subject to small noise. We already have some results along the lines indicated for simple examples, and we are continuing to investigate more general situations. Note that the estimation algorithms that result are of precisely the form considered in (2). It is our feeling that this research direction represents a very promising approach to obtaining a substantial extension to the class of estimation problems for which tractable solutions can be found.

During this time period Prof. Alan S. Willsky (principal investigator), Dr. Stanley B. Gershwin, Prof. B.C. Levy, Prof. R.R. Tenney, Dr. David Castanon, Prof. Shankar Sastry, and students X. -L. Lou, H.J. Chizeck, P.C. Doerschuk, D. Rossi, C. Bunks, and M. Coderch have been involved in research outlined in this status report. Of these people Prof. Willsky, Dr. Gershwin, and Dr. Castanon have received financial support under this contract, and Mr. Lon and Mr. Chizeck have been research assistants supported by this contract.
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This report summarizes the trip of Prof. Alan S. Willsky to the People's Republic of China and Japan. The primary purposes of this trip were to participate in the Bilateral Seminar on Control Systems held in Shanghai, China and the Seventh Triennial World Congress (held in Kyoto, Japan) of the International Federation of Automatic Control. The following is the itinerary followed by Prof. Willsky:

| August 9-12 | Shanghai, China |
| :--- | :--- |
| August 13-16 | Xian, China |
| August 16-19 | Beijing, China |
| August 19-22 | Tokyo, Japan |
| August 22-29 | Kyoto, Japan |

Prof. Willsky served as technical program chairman for the meeting in Shanghai and as one of the organizers of the activities of the official IEEE Control Systems Society delegation during the entire visit to China. In addition, Prof. Willsky was one of three plenary speakers during the Bilateral Seminar. The subject of his talk was an introduction to and survey of methods for the detection of abrupt changes in signals and systems. Prof. Willsky's research in this field has been and is presently supported in part by ONR.

The basic purpose of the visit by the IEEE delegation was to establish ties between the Control Systems Society and the Chinese Association of Automation and to provide an opportunity for discussion among researchers from both organizations. To achieve these objectives, the delegation organizers structured the visit to allow for ample opportunity for discussion and for members of the IEEE delegation to gain knowledge and understanding about China, the Chinese people, and research in China. In addition
to the 3-day meeting in Shanghai, there were also visits to Xian and Beijing. Cultural, social, and technical activities were organized in both of these cities. In Xian the delegation visited Xian Jiaotong University, and Prof. Willsky was involved in a discussion of implementation issues for digital control systems. Also involved in this discussion was Dr. Stuart L. Brodsky of ONR. In Beijing a technical interchange was held at The Great Hall of the People.

Overall the visit to China was exceedingly worthwhile. The meeting in Shanghai was a significant success, and the contacts made there will allow for continued interaction. In particular, a number of Chinese researchers expressed great interest in Prof. Willsky's lecture and provided him with information and publications concerning research on failure detection and adaptive control in China. The visit to Xian Jiaotong University was also valuable, as it provided the opportunity to see one of China's leading and fastest growing technical universities. Beyond these specific scheduled events the many informal, unscheduled discussions at banquets provided further information about research at institutions that were not visited.

The other major portion of this trip was the IFAC World Congress, the largest (approximately 1500 attendees) meeting of researchers in automatic control. In addition to presenting a paper on implementation issues in digital control and attending various technical sessions, Prof. Willsky also had the opportunity to discuss research topics with researchers from many countries. In particular, Prof. Willsky engaged in numerous discussions on problems of abrupt changes, failure detection and fault-tolerant control. Prof. Willsky spoke with Prof. K. Åström of Sweden, Prof. L. Ljung of Sweden,

Dr. F. Pau of France, Prof. V. Utkin of the Soviet Union, and Prof. A. Halme of Finland, among others. These discussions were of great value in updating Prof. Willsky's knowledge of related research around the world. In addition, Prof. Willsky also was able to learn much about the status and direction of robotics research in Japan. As this represents an important and promising direction for future research, the opportunity provided by this visit to Jpan was a significant one.
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## Abstract

The formulation of the decision making of a failure detection process as a Bayes sequential decision problem (BSDP) provides a simple conceptualization of the decision rule design problen. As the optimal Dayes rule is not computable, a methodology that is based on the Baysian approach and aimed at a reduced. compucational requirement is developed for designing suboptimal rules. A numerical algorithm is constructed to facilitate the design and performance evaluation of these suboptimal rules. The result of applying this design methodology to an example shows that this approach is a useful one.

* This work was supported in part by the Office of Naval Research under Contract No. N00014-77-C-0224 and in part by NASA Ames Research Center under Grant SGL-22-009-124.


## 1. INTRODUCTION

The failure detection and identification (FDI) process involves monitoring the sensor measurements or processed measurements known as the residual [1] for changes from its normal (no-fail) behavipr. Residual samples are observed in sequence. If a failure is judged to have occurred and sufficient information (from the residual) has been gathered, the monitoring process is stopped. Then, based on the past observations of residual, an identification of the failure is made. If no failure has occurred, or if the information gathered is insufficient, monitoring is not interrupted so that further residual samples may be observed. The decision to interrupt the residualmonitoring to make a failure identification is based on a compromise between the speed and accuracy of the detection, and the failure identification reflects the design tradeoff among the errors in failure classification. Such a decision mechanism belongs to the extensively studied class of sequential tests or sequential decision rules. In this paper, we will employ the Bayesian Approach [2] to design decision rules for FDI systems.

In Section 2, we will describe the Bayes formulation of the FDI decision problem. Although the optimal rule is generally not computable, the structure of the Bayesian approach can be used to derive practical suboptimal rules. We will discuss the design of suboptimal rules based on the Bayes formulation in Section 3. In Section 4, we will report our experience with this approach to designing decision rules through a numerical example and simulation.

## 2. THE BAYESIAN APPROAC:

The BSDP formulation of the FDI problem consists of six elements:

1) $\theta$ : the set of states of nature or failure hypotheses. An element $\theta$ of $\theta$ may denote a single type i failure of size $u$ occurring at time $\tau(\vartheta=$ ( $i, \tau, v$ )) or the occurrence of a set of failures (possibly simultaneously), i.e. $\theta=\left\{\left(i_{1}, \tau_{1}, v_{1}\right), \ldots,\left(i_{n}, \tau_{n}\right.\right.$, $\left.\left.v_{n}\right)\right\}$. Due to the infrequent nature of Eailure, we will focus on the case of a single failure.

In many applications it suffices to just identify the failure type without estinating the failure size. Moreover, it is often true that a detection system based on ( $i, \tau, \bar{v}$ fer some appropriate $\bar{v}$ can also detect and identify the type of the failure ( $i, \tau, v$ ) Eor $v>\bar{v}$. Thus, we may use ( $i, \tau, \bar{v}$ ) to represent ( $i, \tau$ ). In the aircraft sensor FDI problem [3], for instance, excellent results were obtained using this approach. Now we have the discrete nature set

$$
\theta=\{(i, \tau), \quad i=1, \ldots, M, \quad \tau=1,2, \ldots,\}
$$

where we assume there are $M$ different failure types of interest.
2) $\mu$ : the prior probability mass function (PMF) over the nature set $\theta$. This PMF represents the a priori information concerning the failure, i.e. how likely it is for each type of failure to occur, and when is a failure likely to occur. Because this information may not be available or accurrate in some cases, the need to speciシヲ $H$ is a drawback of the Bayes approach for such cases. Nevertheless, we will see that it can be regarded as a parameter in the design of a Bayes rule.

In general, u may be arbitrary. Here, we assume the underlying Eailure process has two properties: i) the A failures of 0 are independent of one another, and ii) the occurrence of each fallure i is a Bernoulli process with (success) parametwr oi. The Bernoulli process (currespuadiag to the poisson process in continuous (ime) is a comon model for Eailures in pherical components: the incepeneence assunpeton
describes a large class of failures (such as sensor failures) while providing a simple approximation for the others. It is straightforward to show that

$$
\mu(i, \tau)=\sigma(i) \rho(1-\rho)^{\tau-1} \quad i=1, \ldots, M, \quad \tau=1,2, \ldots,
$$

where

$$
\begin{aligned}
& \rho=1-\prod_{j=1}^{M}\left(1-\rho_{j}\right) \\
& \sigma(i)=\rho_{i}\left(1-\rho_{i}\right)^{-1}\left[\sum_{j=1}^{M} \rho_{j}\left(1-\rho_{j}\right)^{-1}\right]^{-1}
\end{aligned}
$$

The parameter $p$ may be regarded as the parameter of the combined (Bernoulli) failure process - the occurrence of the first failure; $\sigma(i)$ can be interpreted as the marginal probability that the first failure is of type i. Note that the present choice of $\mu$ indicates the arrival of the first failure is memoryless. This property is useful in obtaining timeinvariant suboptimal decision rules.
3) $D(k)$ : the discrete set of terminal actions (failure identifications) available to the decision maker when the residual-monitoring is stopped at time $k$. An element of of $D(k)$ may denote the pair ( $j, t$ ), i.e. declaration of a type $j$ failure to have occurred at time t. Alternatively, $\delta$ may represent an identification of the $j-t h$ failure type without regard for the failure time, or it may signify the presence of a failure without specification of its type or time, i.e. simply an alarm. Since the purpose of FDI is to detect and identify failures that have occurred $D(k)$ should only contain identifications that either specify failure times at/before $k$, or do not specify any failure time. As a result, the number of terminal decisions specifying failures times grows with $k$ while the number of decisions not specifying any time will remain the same. In addition, $D(k)$ does not include the declaration of no failure, since the residual-monitoring is stopped only when a failure appears to have occurred.
4) $L(k ; \theta, \delta)$ : the terminal decision cost function at time $k$. $L(k ; \theta, \hat{0})$ denotes the penalty for deciding $\delta \varepsilon D(k)$ at time $k$ when the true state of nature is $\theta=(i, \tau)$. It is assumed $t v$ be bounded and non-negative and have the structure:

$$
L(k ;(i, \tau), \delta)=\left\{\begin{array}{lll}
L((i, \tau), \delta) & \tau \leq k, & \delta \varepsilon D(k) \\
L_{F} & \tau>k & \delta \varepsilon D(k)
\end{array}\right.
$$

where $L(\theta, \delta)$ is the underlying cost function that is independent of $k ; L_{F}$ denotes the penalty for a false alarn, and it may be generalized to be dependent on $\delta$. It is only meaningful for a terminal action (identification) that indicates the correct failure (and/or time) to receive a lower decision cost than one that indicates the wrong failure (and/or tine). We further assume that the penalty due to an incorrect identification of the failure time is only dependent on the error of such an identification. That is for $\hat{i}=(j, t)$,

$$
L((i, \tau),(j, t))=L(i, j,(t-\tau))
$$

and for $\delta$ with no time specification

$$
L((i,-), \delta)=L(i, \delta)
$$

5) $r(k)$ : the m-dinensional residual (observa$t$ ion) sequence. Se shall let $p(r(1), \ldots, r(k) \mid(i, \tau))$ denote their joint conditional density. Assuming
that the residual is affected by the failure in a causal manner, its conditional density has the property

$$
\begin{array}{r}
p(r(1), \ldots, r(k) \mid(i, \tau))=p(r(1), \ldots, r(k) \mid(0,-)) \\
i=1, \ldots, M, \quad \tau>k
\end{array}
$$

where ( $0,-$ ) is used to denate the no-fail condition. For the design of suboptimal rules, we will assume that the residual is an independent Gaussian sequence with $V$ (mxn matrix) as the time-independent covariance function and $g_{i}(k-\tau)$ as the mean given that the failure ( $i, \tau$ ) has occurred. With the covariance assumed to be the same for all failures, the mean function $g_{i}(k-\tau)$, characterizes the effect of the failure $(1, \tau)$, and it is henceforth called the signature of ( $i, \tau$ ) (with $g_{i}(k-\tau)=0$, for $i=0$, or $\tau>k$ ). We have chosen to study this type of residuals because its special structure facilitates the development of insights into the design of decision rules. Moreover, the Gaussian assumption is reasonable in many problems and has met with success in a wide variety of applications, e.g., [3] [4]. (It should be noted that the use of more general probability densities for the residual will not add any conceptual difficulty.) 6) $c(k,(i, \tau))$ : the delay cost function having the properties:

$$
\begin{aligned}
& c(k,(i, \tau))= \begin{cases}c(i, k-\tau) & >0 \\
0 & \tau<k \\
c & \tau \geq k\end{cases} \\
& c\left(i, k_{1}-\tau\right)>c\left(i, k_{2}-\tau\right)
\end{aligned} \quad-k_{1}>k_{2}>\tau, ~ l
$$

After a failure has occurred at $\tau$, there is a penalty for delaying the terminal decision until time $k>\tau$ with the penalty an increasing function of the delay $(k-\tau)$. In the absence of a failure, no penalty is imposed on the sampling. . In this study we will consider a delay cost function that is linear in the delay, i.e. $c(i, k-\tau)=c(i)(k-\tau)$, where $c(i)$ is a positive function of the failure type $i$, and may be used to provide different delay penalties for different types of Eailures.

A sequential decision rule naturally. consists of two parts: a stopping rule (or sampling plan) and a terminal decision rule. The stopping rule, denoted by $\phi=(\phi(0), \phi(1 ; r(1)), \ldots, \phi(k ; r(1), \ldots, r(k)), \ldots)$ is a sequence of functions of the observed residual samples, with $\phi(k ; r(1), \ldots, r(k))=1$, or 0 . When $\phi(k ; r(1), \ldots, r(k))=1,(0)$, residual-monitoring or sampling is stopped (continued) after the $k$ residual samples, $r(1), \ldots, r(k)$ are observed. Alternatively, the stopping rule may be defined by another sequence of functions $\Psi=(\psi(0), \psi(1 ; r(1)), \ldots, \psi(k ; r(1), \ldots$, $r(k)), \ldots)$, where $\psi(k ; r(1), \ldots, r(k))=1(0)$ indicates that residual-nonitoring has been carried on up to and including time ( $k-1$ ) and will (not) be stopped after time $k$ when residual samples, $r(1), \ldots, r(k)$ are observed. The functions : and $\because$ are related to each other in the following way

$$
\begin{aligned}
& \psi(k ; r(1), \ldots, r(k))=\{(k ; r(1), \ldots, r(k)) \cdot \\
& k-1 \\
& k-0 {\left[1-\frac{k}{r}(s, r(1), \ldots, r(s))\right] }
\end{aligned}
$$

with $:(0)=0(0)$.
The cerminal ciecision rule is a sequence of functions, $D=(d(0), d(1 ; r(1)), \ldots, d(k: r(1), \ldots, r(k))$, ...), mapping residual samples, $r(l), \ldots, r(k)$ into the terminal action set $D(i, i)$. The function d(k;r(1),...,r(k)) regresents the decision rule used to arrive at an action (ieentification) if samining
is stopped at time $k$ and the residual samples, $r(1)$, ...., (k) are observed.

As a result of using the sequential decision Fule ( $\gamma, D$ ), givan ( $i, r$ ) is the true state of nature, the total expected cost is:

$$
\begin{array}{r}
U_{0}[(i, \tau),(\phi, D)]=\sum_{k=0}^{\infty} E_{i, \tau}\{\psi(k ; r(1), \ldots, r(k))[c(k,(i, \tau))+ \\
L(k ;(i, \tau), d(k ; r(1), \ldots, r(k)))]\}
\end{array}
$$

The 3 SDP is defined as: determine a sequential decision rule ( ${ }^{*} *, D^{*}$ ) so that the sequential Bayes risk $U_{s}$ is minimized, where

$$
U_{s}(\xi, D)=E U_{0}[(i, \tau),(\oint, D)]=\sum_{i=1}^{M} \sum_{\tau=1}^{\infty} \mu(i, \tau) U_{0}[(i, \tau),(\vartheta, D)]
$$

( $\boldsymbol{\beta}^{\star}, \mathrm{D}^{*}$ ) is called the Bayes Sequential Decision Rule (BSDR) with respect to $\mu$, and it is optimal in the sense that it minimizes the sequential Bayes risk.

In the following we will discuss an interpretation of the sequential risk for the FDI problem. Let us define the following notation

$$
P_{r}(r)=\sum_{k=1}^{r-1} E_{0,-} \psi(k ; r(1), \ldots, r(k))
$$


$\bar{s}(k, j)=\{[r(1), \ldots, r(k)]:$ (k;r(1),...,r(k)=1,d(k,r(1),..,r(k))=j\}, ठєD
${ }_{r}\{\bar{S}(k, s) \mid i, \tau\}=\int_{\bar{S}(k, \delta)} p(r(1), \ldots, r(k) \mid i, \tau) d r(1) \ldots d r(k)$
$\equiv(i, \tau)=\sum_{k=\tau}^{\infty}(k-\tau)\left(1-P_{F}(\tau)\right)^{-1} E_{i, \tau} \psi(k ; r(1), \ldots, r(k))$
$P((i, \tau), \delta)=\sum_{k=\tau}^{\infty} P_{r}\{\tilde{S}(k, j) \mid i, \tau\}\left(1-P_{F}\right)^{-1}$
wheve $P_{F}(\tau)$ is the probability of stopping to declare a Eailure before the failure occurs at $\tau$, i.e, the probability of Ealse alarm when a failure occurs at :ine $\tau$; $D$ is the set of terminal actions for all times; $\dot{\tilde{s}}(k, j)$ is the region in the sample space of the first $k$ residuals where the sequential rule ( $\varnothing, D$ ) yields the terminal decision 3 . Clearly, the $\overline{\mathrm{S}}(\mathrm{k}, \delta)$ 's are disjoinc sets with respect to both $k$ and $\delta$. The expressions $\bar{E}(i, \tau)$ and $P((i, \tau), \delta)$ are the conditional expeceed delay in decision (i.e. stopping sampling and aaking a failure identification) and the conditional probability of eventually declaring $\delta$, given a type i三ailure has occurred at time $\tau$ and no false alarm has been signalled before this time respectively. ? ( $(i, \tau), \delta)$ is the generalized cross-detection probability. Finally, the sequential Bayes risk $U_{s}$ can be witcen as

$$
\begin{gather*}
U_{s}(r, D)=\sum_{i=1}^{M} \sum_{\tau=1}^{\infty} u(i, \tau)\left\{L_{F} P_{F}(\tau)+\left(1-P_{F}(\tau)\right)[c(i) \vec{t}(i, \tau)+\right.  \tag{1}\\
\left.\left.\sum_{j \subseteq D} L((i, \tau), i) P((i, \tau), j)\right]\right\}
\end{gather*}
$$

Equation (1) indicates that the sequential Bayes :isk is a veighted combination of the condtional false ミla=- probability, expected delay to decision and =ass-detection probabilities, and the optimal sequen-
 this rantage point, the cost Eunctions ( $L$ and $c$ ) and =-: frior distribution ( - ) provide for the weighting, Cance, a basis for indirecty specifying the tradeoty
relationships among the various performance issues. The advantage of the indiract approach is that only the total expected cost instead of every individual performance issue needs to be considered explicitly in designing a sequential rule. The drawback of the approach, however, lies in the choice of a set of appropriate cost functions (and sometimes the prior distribution) when the physical problem does not have a nat.ural set, as it doesn't in general. In this case, the Bayes approach is most useful with the cost functions (and the prior distribution) considered as design parameters that may be adjusted to obtain an acceptable design.

The optimal terminal decision rule $D *$ can be easily shown to be a sequence of fized-sample-size tests [2]. The determination of the optimal stopping rule $\phi^{*}$ is a dynamic programning problem [1]. The immense storage and computation required make $7 *$ impossible to compute, and suboptinal rules nst be used.

Despite the impractical nature of its solution, the BSDP provides a useful iranework for designing suboptimal decision rules for the EDI problem because of its inherent characteristic of explicitly weighing the tradeoifs between detection speed and accuracy (in terms of the cost structure). A sequential decision rule defines a set of sequential decision regions $\tilde{s}(k, \delta)$, and the decision regions corresponding to the BSDR yield the minirum ris'. From this vantage point, the design of a suboptimal rule can be viewed as the problem of choosing a set of decision regions that would yield a reasonably small risk. This is the essence of the approach to suboptimal rule design that we will describe next.

## 3. SUBOPTIMAL RULES

The Sliding Window Approximation
The immense computation associated with the BSDR is partly due to the increasing number of failure hypotheses as time progresses. The remedy for this problem is the use of a sliding window to limit the number of Eailure hypotheses to be considered at each time. The assumption made under the sliding window approximation is that essentially all failures can be detected within $W$ time steps after they have occurred, or that if a failure is not detected within this time it will not be detected in the futurt. Here, the window size $W$ is a design parameter, and it should be chosen long enough so that detection and identification of failures are possible, but short enough so that implementation is feasible [1]. $\mathrm{W}_{\text {, }}$ W

The sliding window rule ( $j^{W}, d^{W}$ ) divides the sample space of the sliding window of residuals $\{r(k-N+1)$, $\ldots, r(k)\}$, or equivalently, the space of vectors of posterior probabilities, likelihood ratios, or 10 g likelihood ratios ( $L$ ) of the sliding window of failure hypotheses into disjoint time-independent sequential $\frac{\text { decision regions }}{\text { are assumed to be }} \mathrm{S}_{0}, \mathrm{~S}_{1}, \ldots, \mathrm{~s}_{\mathrm{y}}$ \}. Because the residuals are assumed to be Gaussian va iables, it is simpler to work with $L$ (which is related to $\bar{L}$ by a constant):

$$
L(k)=\left[L_{0}^{\prime}(k), \ldots, L_{n-1}^{\prime}(k)\right]^{-}
$$

where

$$
\begin{gather*}
L-(k)=[L(k ; 1, \bar{\tau}), \ldots, L(k ; M, \bar{\eta})]^{-} \\
L(k ; i, \tau)=\sum_{\substack{\sum}}^{s=0} y_{i}^{\prime}(s) v^{-1} r(k--\div s) \tag{2}
\end{gather*}
$$

Then, the sliding window rule states: at each tine $k=1$, form the deciston statistios ( $(k)$ from the window of resicual samples. iEl(k) $\mathrm{S}_{\mathrm{i}}$, for $\mathrm{i}=\mathrm{L}, \ldots$, or $\therefore$, ex will ston samping $=0$ dechare si, otherwise,
$L(k) \varepsilon S_{0}$, and we will proceed to take one more observation of the residual. The Bayes design problem is to determine a set of regions $\left\{S_{0}^{*}, S_{1}^{*}, \ldots, S_{N}^{*}\right\}$ that minimizes the sequential risk $\mathrm{U}_{\mathrm{S}}^{\mathrm{W}}\left(\left\{S_{i}\right\}\right)$. This represents a functional minimization problem for which a solution is generally very difficult to determine. A simpler alternative to this problem is to constrain the decision regions to take on special shapes, $\left\{S_{i}(f)\right\}$, that are parameterized by a fixed dimensional vector, $f$, of design variables. Then the resulting design problem involves the determination of a set of parameter

- values $\mathrm{f}^{*}$ that minimizes the risk $\mathrm{U}_{\mathrm{S}}^{\mathrm{W}}(\mathrm{f})$. We will focus our attention on a special set of parametrized sequential decision regions, because they are simple and they serve well to illustrate that the Bayes formulation can be exploited, in a systematic fashion, to obtain simple suboptimal rules that are capable of delivering good performance. These decision regions are:

$$
\begin{align*}
& S(j, \bar{t})=\{L(k): L(k ; j, \overline{\mathrm{t}})>f(j, \overline{\mathrm{t}}), \\
& \varepsilon^{-1}(j, \overline{\mathrm{t}})[L(k ; j, \overline{\mathrm{E}})-\mathrm{f}(\mathrm{j}, \overline{\mathrm{t}})]>\varepsilon^{-1}(i, \bar{\tau})[L(k ; i, \bar{\tau})-f(i, \bar{\tau}), \\
& \quad(i, \bar{\tau}) \neq(j, \overline{\mathrm{r}})\} \tag{3a}
\end{align*}
$$

$S(0,-)=\{L(k): L(k ; i, \bar{\tau}) \leq f(i, \bar{\tau})$, $i=1, \ldots, M, \bar{\tau}=0, \ldots, W-1\}$
where $S(j, \bar{t})$ is the stop-to-declare $(j, k-\bar{t})$ region and $S(0,-)$ is the continue region (see Fig. 1). Generally the $\varepsilon^{\prime}$ s may be regarded as design parameters, but here, $\varepsilon(j, t)$ is simply taken to be the standard deviation of $L(k, j, \bar{t})$.

To evaluate $U_{S}^{W}(f)$, we need, to determine the set of probabilities, $\{\operatorname{Pr}\{L(k) \varepsilon S(j, \bar{t}), L(k-1) \varepsilon S(0,-), \ldots$, $L(W) \subseteq S(0,-) \mid i, \tau\}, \quad k>W, j=0,1, \ldots, M, \quad \vec{\tau}=0, \ldots, w-1\}$, which, indeed, is the goal of many research efforts in the so-called level-crossing problem [5]. Unfortunately, useful results (bounds and approximations of such probabilities) are only available for the scalar case [6], [7],[8]. As it stands, each of the probabilities is an integral of a kMi-dimensional Gaussian density over the compound region $\mathrm{S}(0,-) \times \ldots \times S(0,-)$ $\mathrm{xS}(\mathrm{j}, \overline{\mathrm{t}})$, which, for large kM , becomes extremely unwieldy and difficult to evaluate.

The MK-dimensional vector of decision statistics $L(k)$ corresponds to the $\mathrm{Mm}^{\prime}$ failure hypotheses, and they provide the information necessary for the simultaneous identification of both failure type and failure time. In most applications, such as the aircraft sensor FDI problem [3] and the detection of freeway traffic incidents [4], where the failure time need not be explicitly identified, the failure time resolution power provided by the full window of decision statistics is not needed. Instead, decision rules that employ a few components of $L(k)$ may be used. The decision rule of this type considered here consists of sequential decision regions that are similar to (3) but are only defined in terms of $M$ components of $L(k)$ :

$$
\begin{align*}
& S_{j}= {\left[L_{k-1}(k): L(k ; j, W-1)>f_{j}\right.} \\
& \varepsilon^{-1}(j, W-1)\left[L(k ; j, W-1)-f_{j}\right]>\varepsilon^{-1}(i, W-1)\left[L(k, i, W-1)-f_{j}\right] \\
& \forall i \neq j \tag{4a}
\end{align*}
$$

$S_{0}=\left\{L_{N-1}(k): L(k, j, W-1) \leq f \quad j=1, \ldots, M\right\}$
where $S_{j}$ is the stop-to-declara-failure-j region and $S_{0}$ is the continue region. It should be noted that the use of (4) is effective if cross-correlations of signatures among hypotheses of the same failure type at different times are smaller than those among hypo-
theses of different failure types.
The risk for using (4) is

$$
\begin{aligned}
& U_{s}^{W}(f)=L_{F_{i}} \sum_{1}^{M} \sum_{\tau=1}^{\infty}+\frac{1}{1}(i, \tau) \sum_{k=i}^{\tau-1} \sum_{j=1}^{M} p_{r}\left\{L_{j-1}(k) \varepsilon S_{j}, S_{0}(k-1) \mid 0,-\right\} \\
& +\sum_{i=1}^{M} \sum_{\tau=1}^{\infty} \mu(i, \tau) \sum_{k=\max }^{\infty}[w, \tau] \sum_{j=1}^{M}[c(i)(k-\tau)+L(i, j)] \\
& \times \operatorname{Pr}\left\{L_{W-1}(k) \varepsilon S_{j}, S_{0}(k-1) \mid i, r\right\}
\end{aligned}
$$

where
$S_{0}(k)=\left\{L_{W-1}(k) \varepsilon S_{0}, \ldots, L_{W-1}(W) \varepsilon S_{0}\right\}$
The probabilities required for calculating the risk are given by the recursion:

$$
\begin{align*}
& p\left(L_{W-1}(k+1) \mid S_{0}(k), i, \tau\right)= \\
& \quad\left[\int_{S_{0}} p\left(L_{V-1}(k) \mid S_{0}(k-1), i, \tau\right) d L_{W-1}(k)\right]^{-1} \\
& x \int_{S_{0}} p\left(L_{W-1}(k+1) \mid L_{W-1}(k), S_{0}(k-1), i, \tau\right) . \\
& p\left(L_{W-1}(k) \mid S_{0}(k-1), i, \tau\right) d L_{W-1}(k) \quad k>W  \tag{5}\\
& \operatorname{Pr}\left\{L_{W-1}(k) \varepsilon S_{j}, S_{0}(k-1) \mid i, \tau\right\}=\operatorname{Pr}\left\{S_{0}(k-1) \mid i, \tau\right\} . \\
& \quad \int_{S_{j}} p\left(L_{W-1}(k) \mid S_{0}(k-1), i, \tau\right) d L_{W-1}(k), j=0,1, \ldots, M \tag{6}
\end{align*}
$$

with
$\operatorname{Pr}\left\{L_{W-1}(W), \varepsilon S_{j} \mid i, \tau\right\}=\int_{S_{j}} P\left(L_{W-1}(W) \mid i, \tau\right) d L_{W-1}(W)$
For $M$ saall, numerical integration of (5)-(7) becomes manageable.

Unfortunately, the transition density,
$p\left(L_{W-1}(k+1) \mid L_{W-1}(k), S_{0}(k-1), i, \tau\right)$, required in (5) is difficult to calculate, because $L_{\mathrm{W}-1}(k)$ is not a Markov process. In order to facilitate computation of the probabilities, we need to approximate the transition density. In approximating the required transition density for $L_{w-1}(k)$ we are, in fact, approximating the behavior of $L_{\mathrm{V}-1}$. A simple approximation is a Gauss-Markov process $\ell(k)$ that is defined by

$$
\begin{aligned}
& \ell(k+1)=A l(k)+\xi(k+1) \\
& E\left\{\xi(k) \xi^{\prime}(t)\right\}=B B^{\prime} u_{0}(k-t)
\end{aligned}
$$

where $A$ and $B$ are $M \times M$ constant matrices and $\xi$ is a white Gaussian sequence with covariance equal to the (MXM) matrix BB'. The reason for choosing this model is twofold. Firstly, just as $L_{N-1}(k), \ell(k)$ is Gaussian. Secondly, $\ell(k)$ is Markov so that its transition density can be readily determined. In order to have $\ell(k)$ behave like $L_{k-1}(k)$, we set the matrices $A$ and $B$ and the mean of is such that

$$
\begin{align*}
& E_{i, \tau}\{\hat{\imath}(k)\}=E_{i, \tau}\left\{L_{k-1}(k)\right\}  \tag{8}\\
& E_{0,-}\left\{\hat{i}(k) \varepsilon^{\prime}(k) i=E_{0,-}\left\{L_{i-1}(k) L_{k \times 1}^{\prime}(k)\right\}\right.  \tag{9}\\
& E_{0,-}\left\{\hat{l}(k) \varepsilon^{\prime}(k+1)\right\}=E_{0,-}\left\{L_{k-1}(k) L_{k-1}(k+1)\right\} \tag{10}
\end{align*}
$$

That is, he have matched the marginal density and the one-step cross-covariance of $\bar{l}(k)$ to those of $L_{W-1}(k)$. It can be shown that (S)-(10) uniquely specify

$$
\begin{aligned}
& A=\Sigma_{1}^{\prime} \Sigma_{0}^{-1} \\
& B B^{\prime}=\Sigma_{0}-\Sigma_{1}^{\prime} \Sigma_{0}^{-1} \Sigma_{1}
\end{aligned}
$$

$E_{i, \tau}\left(\xi(k+1)=E_{i, \tau}\left\{L_{W-1}(k+1)\right\}-A E\left\{L_{N-1}(k)\right\}\right.$
winere

$G_{t}=\left[g_{1}(t), \ldots, g_{Y}(t)\right]^{\prime}$
Yoreover, the matrix A is stable, i.e. the magnitudes of all of the eigenvalues of A are less than unity, and 3 is invertible if $G_{0}$ or $G_{V-1}$ is of rank $M$. Because $\xi$ is an artificial process (i.e. $\xi$ is not a diract function of the residuals $r(k)) \quad \ell(k)$ can never be implemented for use in (4).

Wia may choose other Markov approximations of $L_{:-1}(k)$ that match the $n$-step cross-covariance ( $1<n<W$ ) instead of matching the one-step cross-covariance as in (10). The suitability of a criterion for choosing the aatrices $A$ and $B$, such as (9) and (10), depends ciaectly on the failure signaturas under consideration and nay be examined as an issue separate from the decision rule design problem. Also, a higher order Yarkov process may be used to approximate $L_{W-1}$. However, the increase in the computational complexity =ay negate the benefits of the approximation.

Now we can approximate the required probabilities in the risk calculation as

$$
\begin{array}{r}
?_{\Sigma}\left\{L_{N-1}(k) \varepsilon S_{j}, S_{0}(k-1) \mid i, \tau\right\} \approx P_{r}\left\{2(k) \varepsilon S_{j}, S_{0}(k-1) \mid i, \tau\right\} \\
j=0,1, \ldots, M \quad k \geq W
\end{array}
$$

and

$$
\begin{align*}
& P r\left\{2(k) \varepsilon S_{j}, S_{0}(k-1) \mid i, \tau\right\} \\
& \left.=? r i S_{0}(k-1) \mid i, \tau\right\} \int_{S_{j}} p\left(\imath(k) \mid S_{0}(k-1), i, \tau\right) d \ell(k) \tag{11}
\end{align*}
$$

where we have applied the same decision rule to $2(k)$ as $L_{i-1}(k)$. Therefore, $S_{j}$ and $S_{0}(k-1)$ denote the decision regions and the event of continued sampling up to time $k$ for both $L_{W-1}$ and 2 . Assuming $B^{-1}$ exists, we have

$$
\begin{align*}
& p\left(i(k+1) \mid S_{0}(k), i, \tau\right)=\left[\int_{S_{0}} p\left(l(k) \mid S_{0}(k-1), i, \tau\right) d \lambda(k)\right]^{-1} \\
& x \int_{S_{0}} p(\xi(k+1)=[\ell(k+1)-A l(k)] \mid i, \tau) \\
& \quad p\left(2(k) \mid S_{0}(k-1), i, \tau\right) d z(k), \quad k>N \tag{12}
\end{align*}
$$

where $\rho(\xi(k) \mid i, \tau)$ is the Gaussian density of $\xi(k)$ under the failure (i, t ). Now the integrals (11) and (12) represent more tractable numerical problems. In the event that $B$ is not invertible, the transition density is degenerace and (12) is very difficult to zvaluate. Very often this problem can be circumvented b: batch processing the residuals. That is, we az consider the modified residual sequence: $r(k)=$ $\left[r^{\prime}\left(v^{\prime}-v+1\right), r^{\prime}\left(v^{\prime} k-v+2\right), \ldots, r^{\prime}\left(v^{k}\right)\right]^{\prime}$ Eor some batch s:re $\because: 0$ with $k=1,2, \ldots$ as the new tine indos. In
using $\bar{r}(\bar{k})$ we have to augment the signatures as: $\left[g_{i}^{\prime}(0), \ldots, g_{i}^{\prime}(v-1)\right]^{\prime}, i=1, \ldots, M$. By a proper choice of $v$, the rank of $G_{0}$ can be increase: to it and 3 will be invercible.

Non-Window Sequential Decision Rules
Here we will describe another simple decision rule that has the same decision regions as the simplified sliding window rule (4), but the vector ( $z$ ) of M decision statistics is obtained differently as follows:

$$
\begin{equation*}
z(k+1)=\tilde{A} z(k)+\bar{B} r(k+1) \tag{13}
\end{equation*}
$$

where $\bar{A}$ is a constant stable Naci matrix, and $\bar{B}$ is a Mkn constant matrix of rank M. Uniike the Mar*ov model $\ell(k)$ that approximates $L_{N-1}(k), z(k)$ is a realizable Markov process driven by the residual. The advantages of using $z$ as the decision statistic are: 1) less storage is required, because residual samples need not be stored as necassary in the sliding window scheme, and 2) since $z$ is Markov, the required probability integrals are of the form (11) and (12) so that the same integration algoritha can be directly applied to evaluate such integrais. (It is possible to use a higher order $z$, but the added complexity will negate the advantages.)

In order to form the statistics 2 , we need to choose the matrices $\bar{A}$ and $\overline{3}$. When the failure signatures under consideration are constant biases, $\bar{B}$ can simply be set to equal $G_{0}$, and $\bar{A}$ can be chosen to be $\alpha I$, where $0<a<1$. Then, the term Br in (13) resambles $g^{\prime} v^{-1}$ of (2), and it provides the correlation of the residual with the signatures. The time constant ( $1 / 1-\alpha$ ) of $z$ characterizes the memory span of $z$ just as $W$ characterizes that of the sliding window rules.

More generally, if we consider failure signatures that are not constant biases, the choice of A may still be handled in the same way as in the constantbias case, but the selection of a $\bar{B}$ matrix is nore involved. With some insights into the nature of the signatures, a reasonable choice of 3 can often be made. To illustrate how this may be accomplished, we will consider an example with two failure modes and an m-dimensional residual vector. Let

$$
\begin{aligned}
& g_{1}(k-\tau)=\beta_{1} \\
& g_{2}(k-\tau)=\beta_{2}(k-\tau+1)
\end{aligned}
$$

That is, $g_{1}$ is a constanc bias, and $g_{2}$ is a ramp. If $B_{1}$ and $\beta_{2}$ are not. multiples of each other a simple choice or E is available:

$$
\dot{B}=\left[\begin{array}{l}
\beta_{1}^{\prime} \\
\beta_{2}^{\prime}
\end{array}\right]
$$

If $\beta_{1}=\alpha_{1} \beta$ and $\beta_{2}=\alpha_{2} B_{1}$, where $C_{1}$ and $a_{2}$ are scalar con-
stants, stants, the above choice of $\overline{3}$ has raink one and is not useful for identifying either signature. Suppose we batçh process every two residual samples cogether, i.e. we use the residual sequences $\bar{r}(\tilde{k})=\left[r^{\prime}(2 \bar{k}-1), r^{\prime}(2 \bar{k})\right]^{\prime}$, $\dot{k}=1,2, \ldots$ Then we can set $\bar{B}$ to be

$$
\dot{B}=\left[\begin{array}{cc}
3^{\prime} & 3^{\prime} \\
z^{\prime} & 2 \xi^{\prime}
\end{array}\right]
$$

Thus, the first and seconi rows of è capture the con-stant-bias and ramp nature $3_{1}$ and $3_{2}$, respectively
(and this $\tilde{B}$ has rank two). The use of the modified resudual $\dot{r}(\bar{k})$ in this case causes no adverse effect, since it only lengthens slightly the interval between times when terminal decisions may be made. A big increase in such intervals i.e., the batch processing of $r(k), \ldots, r(k+v)$ simultaneously for large $v$, may however, be undesirable. For problems where the signatures vary drastically as a function of the elapsed time, or the distinguishability among failures depends essentially on these variations, the effectiveness of using $z$ diminishes. In such cases the sliding window decision rule should provide better performance because of its inherent nature to look for a full window's worth of signature.

## Probability Calculation

An algorithm based on 1-dimensional Gaussian quadrature formulas [9] has been developed to compute the probability integrals of (11) and (12) for the case $\mathrm{M}=2$. (It can be extended to higher dimension with an increase in computation.) The details of this quadrature algorithm is described in [1]. Its accuracy has been assessed via comparison with Monte Carlo simulations (see the numerical example). With this algorithm we can evaluate the performance probabilities and risks associated with the suboptimal decision rules described above.

## Risk Calculation

In the absence of a failure, the conditional density has been observed to essentially reach a steady state at some finite time $T>W .{ }^{1}$ Then, for $k \geq T$ we have

$$
\begin{align*}
& \operatorname{Pr}\left\{\ell(k) \varepsilon S_{j} \mid S_{0}(k-1), 0-\right\}=\bar{b}_{j}  \tag{14}\\
& \operatorname{Pr}\left\{\ell(k) \varepsilon S_{j}, \ell(k-1) \varepsilon S_{0}, \cdots, \ell(\tau) \varepsilon S_{0} \mid S(\tau-1), i, \tau\right\}= \\
& \quad b_{j}(k-\tau \mid i) \quad k \geq \tau \geq T \tag{15}
\end{align*}
$$

That is, once steady state is reached, only the relative time (elapsed time) is important. Generally, fialures occur infrequently, and decision rule with low false alarm probabilities are employed. Thus, it is reasonalbe to assume 1) $\rho \ll 1\left((1-0)^{T}=1\right)$, and 2 ) $\operatorname{Pr}\left\{S_{0}(T) \mid 0,-\right\}=1$. The sequential risk associated with (4) for $M=2$ can be approximated by
$\left.U_{S}^{W}(f)=P_{F} I_{F}+\left(1-P_{F}\right) \sum_{i=1}^{2} \sigma(i) \sum_{j=1}^{2} \sum_{t=0}^{\infty}[c(i) t+L(i, j)] b_{j}(t \mid i)\right]$
where

$$
P_{F}=\frac{(1-p)\left(1-\bar{b}_{0}\right)}{1-5(1-p)}
$$

Next, we seek to replace the infinite sum over $t$ in (16) by the finite sum up to $t=\Delta$ plus a term approximating the remainder of the infinite sum. Suppose we have been sampling for $\Delta$ steps since the failure occurred. Define:

$$
P_{t}(j \mid i)=\operatorname{Pr}\left\{\ell(t) \varepsilon S_{j} \mid S_{0}(t-1), i, 0\right\} \quad j=0,1,2
$$

If we stop computing the probabilities after $\Delta$, we may approximate

1 Unfortunately, we have not been able to prove such convergence behavior using elementary cechniques. More advanced function-theoretic methods may be necessary.

$$
\begin{equation*}
P_{t}(j \mid i)=P_{\Delta}(j \mid i) \quad j=0,1,2, \quad t>\Delta \tag{17}
\end{equation*}
$$

When the signature of the failure model is a constant (including the no-fail case), the reasoning behind (14) holds, and we can see that $P_{t}(j \mid i)$ will reach a steady state value as $t$ (the elaspsed time) increases. Then, (17) is a valid approximation for a large $\Delta$. For the case where failure signatures are not constants, the probability of continuing after $\Delta$ time steps (for sufficiently large ©) may be arbitrarily small. The error introduced by (17) in the risk (and performance probability) calculation is, consequently, small. Substituting (17) in (16), we get
$U_{s}^{W}(f) \approx P_{F} L_{F}+\left(1-P_{F}\right) \sum_{i=1}^{2} \sigma(i)\left[c(i) \bar{t}_{i}+\sum_{j=1}^{2} L(i, j) P(i, j)\right]$
where
$\overline{\mathrm{E}}_{\mathrm{i}}=\sum_{j=1}^{2} \sum_{\mathrm{i}=0}^{\Delta} t b_{j}(t \mid i)+b_{0}(\Delta \mid i) \Delta+\frac{1}{1-P_{\Delta}(0 \mid i)}$
$P(i, j)=\sum_{t=0}^{\Delta} b_{j}(t \mid i)+b_{0}(\Delta \mid i) \frac{P_{\Delta}(j \mid i)}{1-P_{\Delta}(0 \mid i)}$
$P_{F}$ is the unconditional false alarm probability, i.e. the probability of one false alarm over all time, $\bar{E}_{i}$ is the conditional expected delay to decision, given that a type $i$ failure has occurred, and $P(i, j)$ is the conditional probability of declaring a type $j$ failure, given that failure $i$ has occurred. From the assumption that $\operatorname{Pr}\left\{S_{0}(T) \mid 0,-\right\} \approx 1$ and the steady condition (14), it can be shown that the-mean time between false alarms is simply $\left(1-\bar{b}_{0}\right)^{-1}$. Now all the probabilities in (18)(20) can be computed by using the quadrature algorithm. Note that the risk expression (18) consists only of finite sums and it can be evaluated with a reasonable amount of computational effort. With such an approximation of the sequential risk, we will be able to consider the problem of determining the decision regions (the thresholds f) that minimize the risk.

It should be noted that we could consider choosing a set of thresholds that ainimize a weighted combination of certain detection probabilities ( $P(i, j)$ ), the expected detection delay ( $\bar{\epsilon}_{f}$ ), and the mean time between false alarms ( $\left.\left(1-\bar{b}_{0}\right)^{-1}\right)$. Although such an objective function will not result in a Bayesian design in general, it is a valid design criterion that may be useful for some application.

## Risk Minimization

The risk minimization problem has two features that deserve special attention. Firstly, the sequentail risk is not a simple function of the threshold $f$, and the derivative with respect to $f$ is not readily available. Secondly, calculating the risk is a costly task. Therefore, the ainimum-seeking procedure to be used must require few function (risk) evaluations, and it must not require derivatives. The sequence-of-quadratic-programs (SQP) algorithm studied by Winfield [10] has been chosen to solve this problem, because it does not need any derivative information and it appears to require fewer function evaluations than other wellknown algorithms [10]. Eurthermore, the SOP is simple, and it has quadratic convergence. Very briefly, the algorithm consists of the following. At each iteration, a quajratic surface is Eitted to the risk function locally, then the quacratic rodel is minimized over a constraint region (rence the name SQP). The risk function is evaluated at this mininum and is used in the surface fitting of the next iteration. The details of the application of $S Q P$ to risk minimization
is reported in [1].

## 4. MLIERICAL EXAMPLE

Here, we will discuss an application of the suboptial rule design methodolog\% described above to a aunerical example. We will consider the detection and identification of two possible failure modes (without identifying the failure times). We assume that the residual is a 2-dimensional vector, and the vector Eailure signatures, $g_{1}(t)$, $i=1,2$, as functions of the elapsed time $t$ are shown in Table 1 . The signature of the first failure mode is simply a constant vector. The first component of $g_{2}(t)$ is a constant, while the second component is a ramp. We have chosen to examine these two types of signature behavior (constant bias and ramp) because they are simple and describe a large variety of Eailure signatures that are comonly seen in practice. For simplicity, We have chosen $V$, the covariance of $r$, to be the identity matrix.

We will design both a simplified sliding window rule (that uses $L_{W-1}$ ) and a rule using the Markov statistic z. The parameters associated with the $L_{N-1}, 2$, and $z$ are shown in Table 2 , and the cost idnctions and the prior probabilities are shown in Eable 3. To facilitate discussions, we will introcuce the following terminology. We will refer to a Nonte Carlo simulation of the sliding window rule by Sin, a simulation of the rule using the Markov statisEic $z$ as Markov implementation (MI), and a simulation of the nonimplementajle decision process using the approximation 2 as Markov approximation (MA). (All siaulations are based on 10,000 trajectones.) The notation $Q 20$ refers to the results of applying the quacrature algoritha to the approximation of $L_{W-1}$ by 2.

$$
\begin{gathered}
g_{1}(t)=\left[\begin{array}{l}
1 \\
.5
\end{array}\right] \quad g_{2}(t)=\left[\begin{array}{c}
.5 \\
.25+.25 t
\end{array}\right] \\
V=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]
\end{gathered}
$$

Table 1. Failure signatures.

$$
\begin{aligned}
W & =8 \\
A & =\left[\begin{array}{ll}
.826 & .058 \\
.116 & .837
\end{array}\right] \\
\Sigma_{0} & =\left[\begin{array}{ll}
10 & 8.5 \\
8.5 & 14.75
\end{array}\right] \\
B_{B}^{\prime} & =\left[\begin{array}{ll}
2.32 & 2.01 \\
2.01 & 4.58
\end{array}\right] \quad \quad \dot{B}=\left[\begin{array}{ll}
1 & .5 \\
.5 & 2
\end{array}\right] \\
\tilde{A}^{2} & =\left[\begin{array}{cc}
.875 & 0 \\
0 & .875
\end{array}\right] \quad \ddot{B} \tilde{B}^{\prime}=\left[\begin{array}{ll}
1.25 & 1.50 \\
1.50 & 4.25
\end{array}\right]
\end{aligned}
$$

Table 2. Parameters for $L_{H_{i-1}}, 2$ and $z$.

$$
\begin{array}{cc}
L(1,2)=L(2,1)=10 & L(1,1)=L(2,2)=0 \\
\qquad c_{1}=c_{2}=1 & \\
\mu(i, \tau)=.50(1-0)^{\tau-1}, \quad i=1,2 \\
\rho=.0002 \quad T=8 & \Delta=8
\end{array}
$$

Table 3. Cost Functions and Prior Probability.
The results of SN, H: and Q20 for the thresholds [8.85, 12.05] are shown in Eigs. 2-6 (see (15) for the definition of notations). The quadrature results Q20 are very close to MA, indicating good accuracy of the quadrature algorithm. In comparing $S W$ with MA, it is evident that the Markov approximation (MA) slightly under-estimates the false alarm zate of the sliding window rule (SW). However, tie response of the Yarkov approximation to failures is very close to that of the sliding wincow rule. In che present example, $L_{W-1}$ is a 7 -ti order process, winile iEs approximation $\mathrm{i}^{\text {is }}$ only of Eirst order. In view of this fact, we can conclude that 2 provides $a$ ver; reasonable and useful approximation of $L_{\mathrm{N}-1}$.

The successive choices of thresiolds by SOP for the sliding window rule are plotted in Fig. 7. Note that twe have not carried the SO? algorithm far enough so that the successive choicas of thresholds are, say, within .001 of each ocher. This is because towards later iterations the performance indices become relatively insensitive to small changes of the f's. This together with the fact that we are only computing an approximate Bayes risk means that Eine scale optimization is not worthwhile. Therefore, with the approximate risk, the SQP is cose eĖiciencly used to locate the zone where the mininua lies. That is, the $S Q P$ algorithm is to be terminated when it is evident that it has converged into a reasonably small region. Then we may choose the thresholds that give the smallest risk as the approximate solution of the minimization.

In the event that thresholds that yield the smallest risk do not provide the desired detection performance, the design parameters, $L, C, H$, and $W$ may be adjusted and the SQP may be zepeated to get a new design. A practical alternative method is to make use of the list of performance indices (e.g. P(i,j)) that are generated in the risk calculation, and choose a pair of thresholds that yields the desired performance.

The performance of the decision rules using $L_{\text {W }}$ and $z$ as determined by SQP are shown in Figs. 8-12. (The thresiolds for $L_{N-1}$ are $[8.35,12.05]$ and those for $z$ are $[6.29,11.69]$.) fie note that MI has a higher false alarm rate than $S W$. The speed of detection for the two rules is similar. While MI has a slightly higher type-1 correct detection probability than $S W$, $S W$ has a consiseently higher $b_{2}(t \mid 2)$ (type-2 correct detection probability) than MI. By raising the thresholds of the rule using $z$ appropriately, we can decrease the false alate rate of MI down to that of SW with an increase in detection delay and slighty improved correct detection ?robability for the type-2 failure (with ramp signature). Thus, the sliding window rule is slighty supe=ior to the rule using $z$ in the sense that when both are designed to yield a comparable false alari rate, the latter will have longtr detection dela;s and slizhtly lower correct detection probability (icz $\because$ ype-? Eailure). In view of the fact that a decision ruie using $z$ is much simpler to implement, it is zorth $\%$ of being considered as an alternative to the sibitag iindo\# rule.
" In sumary, the result of applying our decision rule design method to the present example is very good. The quadrature algorithm has been shown to be useful, and the Markov approximation of $L_{V-1}$ by $i$ is a valid one. The SQP algorithm has demonstrated its simplicity and usefulness through the numerical example. Finally, the Markov decision statistic $z$ has been shown to be a worthy alternative to the sliding window statistic $L_{W-1}$.

## 5. CONCLUSION

A methodology based on the Bayesian approach is developed for designing suboptimal sequential decision rules. This methodology is applied to a numerical example, and the results indicate that it is a useful design approach.
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Fig. 1 Sequential Decision Regions in 2 Dimensions


Fig. $2 b_{0}(t / 0)-S_{n}, M A$, and $Q 20$


Fig. $3 b_{0}(t / 1)$ - SW, MA, and Q20



Fig. $5 \sum_{s=0}^{t} b_{1}(s / 1)-S i N, U A$, and Q20


Fig. $5 \sum_{s=0}^{5} b_{2}(s / 2)-5 \because, \because A$, and 020


Fig. 7 Thresholds Chosen by SOP


Fig. $8 \quad b_{0}(t / 0)-s w$ and $M I$


Fig. $9 \mathrm{~b}_{0}(\mathrm{t} / 1)-\mathrm{SW}$ and MI


Fig. $10 b_{0}(t / 2)-S N$ and $M I$


Fig. $11 \sum_{s=0}^{t} b_{1}(s / 1)-S i v$ and $M I$


