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This article provides the author’s perspectives on the current molecular-level under-
standing of thermophysical properties and transport processes in liquids. After illustrat-
ing peculiarities of the thermophysical properties of some common liquids using
experimental data on their specific heat, thermal conductivity, and viscosity, the article
moves on with a summary of existing molecular pictures and theoretical approaches on
liquids, followed with elaborations on different models developed for the specific heat,
thermal conductivity, and viscosity. The review shows that current understanding of ther-
mophysical properties of liquids is still poor and theoretical tools to study them are not
well developed. The article provides personal views of the author on what is missing in
current theories. Furthermore, it explains underlying mechanisms for some experimental
observations and suggests potential directions of future research.
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1 Introduction

Despite thermal systems extensively using liquids, fundamental
understanding of the thermodynamic and transport properties of
liquids is far from complete. In contrast, molecular-level under-
standing of thermophysical properties of gases is well-established,
building on the statistical thermodynamics and the Boltzmann
transport equation [1]. Thermophysical properties of crystalline
solids can be similarly understood based on the phonon gas pic-
ture [2]. Over the last few decades, extensive studies on micro and
nanoscale heat conduction in solids have led to great insights on
transport pictures and advances in extreme thermal conductivity
materials [3–7]. Given the prevalent use of liquids in thermal sys-
tems, it is highly desirable that we have better molecular-level
understanding of their thermodynamic and transport properties.

In gases, the collision time between molecules is short com-
pared to the free traveling time between molecular collision
events. This fact allows the kinetic theory to focus on the kinetic
and internal energy of individual molecules, treating the collision
as perturbations to the molecules’ trajectories, which can be
described using the Boltzmann transport equation. In solids,
although atomic interactions via potential energy are important,
the atoms oscillate around their equilibrium positions with small
amplitudes such that harmonic-oscillator model can serve as a
good starting point. The quantization of collective oscillation
modes led to the phonon picture. For crystals, due to the regular
arrangements of the atoms, phonon modes extend across the entire
crystal. Their interactions via higher-order anharmonic force can
be treated as perturbations that change phonons’ trajectories,
whose transport can again be described by the Boltzmann trans-
port equation as Peierls had shown [8], under proper conditions
[5].

There are two major difficulties in the physical understanding
and the mathematical treatment of liquids’ thermodynamic and
transport properties. (1) Unlike solids, the atomic positions in
liquids are not fixed, and (2) due to the close proximity of the
atoms, their interactions via potential energy are strong. The ideal
gas law is not valid for thermodynamic properties of liquids; nor
is the Boltzmann transport equation for their transport properties.
Many luminaries had worked on better understanding and

treatment of liquids in the past. One line of thought to understand
transport in liquids is by modifying the Boltzmann theory on gas,
as represented by the effort of Enskog [9]. As we will discuss
later, this line of research ran into considerable obstacles. Another
line of research was pioneered by Einstein in his effort to deter-
mine the molecular size by studying the Brownian motion [10].
This approach evolved in two directions: (1) reduction of the
Liouville equation describing the N-particle distribution function
in the system to lower-order particle distribution functions and (2)
the linear-response theory based on the perturbation solution of
the Liouville equation for the time-evolution of the N-particle dis-
tribution function [2]. The former forms the basis of prevailing
hydrodynamic treatment of liquids [11], and the latter is the foun-
dation of molecular dynamics simulations, a major tool used
nowadays in studying liquids. The third line is to start from the
solid picture [12], which arguably can be traced back to Maxwell
in his study leading to the famous Maxwell velocity distribution
of gas molecules [13]. This line of research did not gain enough
traction but has been seeing resurgence over the last decade [14].

I have not done much work in liquids, but have always been
curious about them, starting from the time I was writing a book on
nanoscale heat transfer [2] until more recently when I was plan-
ning to shift my research focus to soft materials. Professor
Ayyaswamy has been very persistent in asking me to contribute
an article to the Journal of Heat Transfer. Ironically, I get more
time during a stressful period in my life. So, I accepted Professor
Ayyaswamy’s invitation and decided to challenge myself by writ-
ing an article reviewing the current understanding of thermody-
namic and transport properties of liquids. This article summarizes
what I have learnt so far. The properties to be discussed include
specific heat, thermal conductivity, and viscosity, with some pref-
erence on thermal conductivity. Due to the vast number of studies
done over 100 years in trying to understand liquids [11,15], it is
impossible for me, nor have I attempted, to review all important
literatures. I took an approach of not avoiding controversies and
not hiding my personal opinions, despite the fact that they are still
nascent as I am a beginner. In being so open, my goal is to stimu-
late others to tackle challenges confronting this topical area since
currently the ranks of us working on fundamental thermophysical
properties of liquids in the heat transfer community are small.

The rest of this article is arranged as follows. Section 2 presents
experimental data on specific heat, thermal conductivity, and vis-
cosity of selected liquids to illustrate some puzzles in understand-
ing liquids. Section 3 explains key pictures and models
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researchers have developed on liquids. Sections 4–7 review mod-
els developed to explain the trends, especially the temperature
dependence of specific heat, thermal conductivity, and viscosity
for liquids, coupled with elaboration on gaps in our understanding.
In some places, I offer my own views on missing links and poten-
tial mechanisms. Finally, the article concludes with some specula-
tions on potential future research directions.

2 Peculiarities of Liquid Thermodynamic and

Transport Properties

The liquid phase of a substance usually sandwiches between its
solid and vapor phases over a narrow temperature range. Exten-
sive experimental data on specific heat, thermal conductivity, and
viscosity of liquids exist. Here, we show data on a few selected
liquids taken from the U.S. National Institute of Standards and
Technology database [16], with a special focus on peculiarities
associated with their thermophysical properties.

Specific Heat and Density. Unlike solids whose specific heats
increase with temperature and then saturate, the constant volume
specific heat of most inorganic liquids decreases, while that of the
organic liquids increases with increasing temperature, as shown in
Fig. 1(a). The specific heat unit chosen is based on per mole of
molecules in the liquid, as we will see that molecules are more
important in liquids than individual atoms. Also shown in the
same figure is the constant pressure specific heat of the same
liquids. In heat transfer analysis, we often assume that the

constant volume and the constant pressure specific heat equal
each other. Figure 1(a) shows that this assumption can be errone-
ous, especially near the boiling point. Density of most liquids
(Fig. 1(b)) decreases with increasing temperature, except water,
which has a density peak at 4 �C.

Thermal Conductivity and Diffusivity. Compared to solids,
whose thermal conductivities span 4 orders of magnitude at room
temperature, liquid thermal conductivity falls into a narrow range,
with the exception of liquid metals. From the extensive list of
published data [17,18], the thermal conductivity of organics at
25 �C ranges from 0.049 W/m K of octafluopropane (C3F8) to
0.36 W/m K of formamide (CH3NO), while that of inorganics
ranges from 0.044 W/m K of hydrogen iodine (HI) to 0.89 W/m K
of hydrazine (N2H4). Thermal conductivity of most liquids
decreases with increasing temperature, but some liquids, including
water, have opposite trends (Fig. 2(a)). These behaviors differ
greatly from gases whose thermal conductivities usually increase
with increasingly temperature. They are also different from pre-
dictable trends in solids [2]: amorphous solids’ thermal conductiv-
ities usually increase while that of crystalline solids usually
decrease with increasing temperature (except at lower temperature
range when size effects start to limit the phonon mean free path in
crystals). Also shown in Fig. 2(b) is the thermal diffusivity, a¼ k/
(qcv).

As we will discuss later, no existing theories can explain ther-
mal conductivity of liquids completely satisfactorily. Purely
empirical correlations have also been provided by different

Fig. 1 Temperature dependence of (a) constant volume (Cv)
(solid lines) and pressure (Cp) (dashed lines of same temperature
range for each species) specific heat, and (b) density. All proper-
ties are at atmospheric pressure except CO2, which is at 10MPa.

Fig. 2 Temperature dependence of (a) thermal conductivity
and (b) thermal diffusivity of selected liquids. All properties are
at atmospheric pressure except CO2, which is at 10 MPa.

010801-2 / Vol. 144, JANUARY 2022 Transactions of the ASME

D
ow

nloaded from
 http://asm

edigitalcollection.asm
e.org/heattransfer/article-pdf/144/1/010801/6804357/ht_144_01_010801.pdf by M

assachusetts Inst O
f Tech. user on 16 D

ecem
ber 2021



researchers [18,19]. For example, the following correlation for
pure liquids’ thermal conductivity is often used [20]:

k ¼ Að1� T=TcÞ0:38

ðT=TcÞ1=6
(1)

where Tc is the critical temperature, and A is a material-dependent
constant. Baroncini et al. provided correlation for binary organic
liquid mixtures [21]. Yaws [18] also gave extensive data and cor-
relations of thermal conductivity of both organic and inorganic
liquids, using linear and quadratic fits.

Viscosity. Compared to the temperature dependence of the
thermal conductivity, the viscosity of liquids changes much more
rapidly with temperature, generally decreasing with increasing
temperature (Fig. 3).

Prandtl Number. Some transport properties are related to each
other [2]. For liquid, viscosity l can often be related to molecular
diffusivity D by the Einstein formula, D¼ kBT/(3pdl), where kB

is the Boltzmann constant, and d is the molecular diameter. For
metals, the thermal conductivity can be related to that of electrical
conductivity by the Wiedemann–Franz law k/(rT)¼ L, where k is
the thermal conductivity, r is the electrical conductivity, and L is
the Lorentz number. For gases, the viscosity and thermal conduc-
tivity are related k¼ 5kBl/(2m) for a monatomic gas, where m is
the gas molecule’s mass. This relationship leads to Prandtl num-
ber, Pr¼ �/a¼ 3/5 for a monatomic gas which has a specific heat
of 3kB/2 per molecule. Prandtl number values for liquids, how-
ever, change widely and depend on temperature, as shown in
Fig. 4. So far, liquid thermal conductivity cannot be related to
other transport properties (other than thermal diffusivity by
definition).

Pressure Dependence. It is also interesting to examine the
pressure dependence of the above properties. In Figs. 5(a)–5(c),
we showed the pressure dependence of specific heat, thermal con-
ductivity, and viscosity for three liquids. The specific heat can
increase, decrease, or shows a minimal as a function of pressure.
The thermal conductivity all increases with pressure. Viscosity of
water shows a minimum, but that of ammonia and propane
increases with pressure.

3 General Pictures and Theories on Liquids

We know that liquids are distinct from solids in that they cannot
withstand shear stress. However, this statement tends to empha-
size the difference between liquids and solids. In fact, glasses

obtained from cooling of melt (rather than vapor condensation
which is referred to as amorphous) are structurally and thermody-
namically the same phase as their liquids [22], suggesting the dif-
ferences between liquids and solids are small. Many studies and
books have been devoted to understanding liquids, and significant
progress has been made (see, for example, Refs. [11,12,15,23],
and [24]). Despite the progress, our current ability to predict the
thermodynamic and transport properties of liquids is still lacking.
Below is a brief summary of different approaches to understand-
ing liquids, loosely grouped into (1) modeling the partition func-
tion, (2) rigorous statistical formulation, (3) simulation, and (4)
phonon theory. Commentary on water and electrolytes is also
provided.

Modeling the Partition Function. Earlier attempts to model
liquid started from van der Waals, whose famous equation of state
shows the existence of both gaseous and liquid phases. Lennard-
Jones and Devonshire [25] summarized other major efforts in
developing the equation of states and proposed a lattice model
(also called cell model) for liquids. The lattice model assumes
each liquid molecule is confined in a cell of certain volume equal-
ing the total volume divided by the number of molecules. They
wrote down the partition function for an individual molecule in
the cell, including both the kinetic part, which is conventional,
and a potential part which depends on the intermolecular poten-
tial. The total partition function was obtained from the products of
the single particle partition function, from which the Helmoholz
free energy is known and the rest of the thermodynamic proper-
ties, including the equation of state, can be obtained. Later,
Lennard-Jones and Devonshire [26,27] modified their lattice
theory to include the free-volume idea of Eyring and Hirschfelder
[28] to model latent heats of evaporation and melting.

Eyring and co-workers pictured the existences of empty space
in liquids called holes whose size is of the order of a single mole-
cule [28,29]. They argued that the energy it takes to create a hole
equals the energy needed to evaporate a molecule. They also
developed the idea of “free volume,” a region surrounding each
molecule. Although the free-volume concept had been used by
various researchers, its definition was loose and different research-
ers used different definitions [26,28,30]. In fact, Eyring defined
free volume based on the partition function. Models for free vol-
ume had been developed, for example, as the average volume that
a molecule occupies in the liquid after subtracting the size of the
molecule, which can be calculated from its density and the molec-
ular diameter of the molecule. These models allowed the calcula-
tion of the partition function. In liquids, Eyring’s theory assumes
that the total free volume is available to all molecules, as in gases.
The sharing of the free volume increases the entropy of molecules,
which they called communal entropy. Eyring’s research along this

Fig. 3 Viscosity of selected liquids as a function of tempera-
ture. All properties are at atmospheric pressure except CO2,
which is at 10 MPa.

Fig. 4 Prandtl number of selected liquids as a function of tem-
perature. All properties are at atmospheric pressure except
CO2, which is at 10 MPa.
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line evolved into the “significant structure theory” [31]. In this
theory, holes in liquid are treated as they are moving in the vapor
phase, like the well-developed idea of “holes” in semiconductors.
The liquid portion is treated as a solid lattice. From this picture,
the partition function is the product of that of the holes in the gas
phase and that of the liquid in the solid phase. From the partition
function, other thermodynamic properties can be obtained.

The intuitive lattice, hole, and free-volume ideas and models
had some success in describing thermodynamic properties, includ-
ing the revision of Gibbs entropy of mixing expression to polymer

solutions to account for the large volume difference between the
polymer and the solvents by Flory [32] and Hildebrand [33]. Such
modeling approaches, however, had gradually fallen out of favor
[24] and yielded to more rigorous statistical thermodynamics
treatments.

Rigorous Statistical Formulation. One line of research to for-
mulate a theory on liquid is to start from the Liouville equation,
which is exact in describing the time-evolution of the N-particle
distribution function in the phase space of the particles’ positions
and momenta, and progressively reduces the distribution functions
to lower orders, the n-particle distribution function, by integrating
over the phase-space variables of the rest (N–n) particles [11].
This reduction method is called BBGKY hierarchy in honor of the
key contributors Bogoliubov–Born–Green–Kirkwood–Yvon
[34–37]. The Boltzmann transport equation can be derived from
this hierarchy when the N-particle distribution function is reduced
to the one-particle distribution function assuming collision
between molecules destroys their trajectory memory (molecular
chao assumption) and negligible molecular size. The n-particle
distribution function can be expressed as the product of an explicit
term related to the momenta of the particles and an n-particle den-
sity function q(n)(r1,...,rn) related to the potential energy and the
n-particles’ spatial coordinates. At equilibrium, the normalized
two-particle density function g(2)(r1, r2)¼ q(2)(r1, r2)/q2 (q is the
density) is the pair-distribution function, also called the radial dis-
tribution function if the fluid is isotropic so that g(2)(r) is a func-
tion of radius r¼ jr1� r2j only. Since g(2)(r1, r2) approaches 1 as
the two particles are separated further and further, another func-
tion h(2)(r1, r2)¼ g(2)� 1 is defined as the pair correlation func-
tion, which can be further related to the direct correlation function
c(2)(r1, r2) between a pair of molecules through the
Ornstein–Zernike equation [11,38]. The Ornstein–Zernike equa-
tion is an integral equation containing both h(2) and c(2) and its
closure needs modeling. One often used model was due to Percus
and Yevick [39], leading to the Percus–Yevick integral equation
relating the radial distribution function g(2)(r) to the intermolecu-
lar potential. Once the radial distribution function is known, other
thermodynamic properties can be calculated.

For transport properties, Enskog [9] modified the Boltzmann-
transport-equation-based approach for liquids. Rather than the
one-particle distribution, he modeled the two-particular distribu-
tion function as a product of the one-particle distribution function
and the radial distribution function. Using a hard sphere model for
the latter, he obtained transport coefficients such as thermal con-
ductivity and viscosity. Although this approach has limited suc-
cess on dense gases, it forms a basis that many subsequent
theories compared against.

Another line of attack started from Einstein [10] in his study of
the Brownian motion. Einstein’s goal was to determine the molec-
ular diameter d. Einstein’s approach was generalized by Langevin
into the Langevin equation [40], which splits the force acting on a
Brownian particle by a frictional force that is proportional to the
velocity of the particle with a friction coefficient and a random
force acting on the particle. Around the same time, Smoluchowski
[41] developed a deterministic partial differential equation
approach for the evolution of the probability distribution function
of a particle doing random walk, which was extended by Fokker
and Planck into Fokker–Planck equation (see Chandrasekhar’s
review [42] and his extension of the Fokker–Planck equation). It
has been shown that the stochastic Langevin equation and the
deterministic Fokker–Planck equation are equivalent. Landau and
Lifshitz developed the fluctuating hydrodynamics approach by
adding a fluctuating term to the stress in the Navier–Stokes equa-
tions [43,44]. Professor Ayyaswamy’s group studied extensively
[45,46] the Brownian motion of nanoparticles, including the effect
of the Brownian particle shape and geometries [47–49], using
fluctuating hydrodynamics [50], deterministic approach [51], and

Fig. 5 Dependences of (a) specific heat, (b) thermal conductiv-
ity, and (c) viscosity on pressure at 25 �C
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a hybrid approach they invented [52] combining both fluctuating
hydrodynamics and generalized Langevin equation.

Both the Langevin equation and the Fokker–Planck equation
include the friction coefficient experienced by the Brownian parti-
cle as the input parameter. Along the BBGKY hierarchy, Born
and Green [35,53] and especially Kirkwood [36] derived equa-
tions for one and two-particle distribution functions. Kirkwood’s
treatment lies in his approximation to n¼ 3, which he assumed to
be dependent on the products of the two-particle distribution func-
tion. Equations derived by Kirkwood for the distribution func-
tions, in addition to terms similar to that in the Boltzmann
transport equation also include a frictional term as in the
Fokker–Planck equation. Kirkwood’s formulation allows one to
calculate the friction coefficient based on the intermolecular
potential. Irving and Kirkwood [54] derived expressions for trans-
port coefficients including viscosity, atomic diffusivity, and ther-
mal conductivity. Along the way, they related the heat and
momentum fluxes to atomic positions, velocities, and interatomic
potentials through derivation of hydrodynamic transport equations
(Navier–Stokes equations) from atomic positions and velocities.
They showed that the kinetic contribution to the heat flux is related
to the one-particle distribution function, while the potential energy
contribution is related to the two-particle distribution function.

Kirkwood and his collaborators extensively studied transport
properties of liquids by solving for the distribution functions from
the equations they developed, some of which we mention later.
Overall, however, the success is limited, probably because of the
following reasons. One of the key assumptions in the Kirkwood
theory [36] is that the frictional coefficient representing the aver-
age frictional force on a molecule approaches a constant between
the time interval between the random force consecutively acting
on the molecule. Alder and Wainwright’ molecular dynamics sim-
ulation [55], however, showed that the velocity correlation func-
tion’s decay with time follows a much slower power law than the
exponential decay as predicted based on the assumption that the
frictional force is proportional to velocity. This was recognized as
due to the transient effect when the Brownian particle is kicked by
the random force. A generalized Langevin equation that includes
memory effect had been developed [48,56]. Interestingly, the Ein-
stein relation still holds true [57]. Kirkwood also commented that
the frictional coefficient approaching a constant is not a valid idea
in a harmonic crystal, although he surmised that anharmonic inter-
actions would make the approximation valid. Although liquid is
certainly not a harmonic crystal, the existence of phonon modes
we discuss later leads to further questions on the validity of the
Kirkwood’s theory.

Monte Carlo and Molecular Dynamics Simulations. Rather
than modeling or statistical treatments discussed above, molecular
dynamics or Monte Carlo simulations of the entire N-particle sys-
tem are increasingly preferred in studying thermophysical proper-
ties of liquids. The Monte Carlo method is faster and more
suitable for thermodynamic properties, while simulation of trans-
port properties relies more on molecular dynamics simulations.

Classical molecular dynamics simulation evolves the system in
time using Newtonian mechanics or its variants (Lagrangian or
Hamiltonian equations of motion) and model intermolecular
potentials [2]. Quantum molecular dynamics simulation evolves
the system based on the Schrodinger equation or the Dirac equa-
tions (for relativistic effect). A popular quantum simulation
approach is the Car–Parrinello [58] scheme in which the molecu-
lar motion follows classical equations of motion, but the force is
computed from solving the Schrodinger equation or the Dirac
equations.

Molecular dynamics simulations can be divided into nonequili-
brium and equilibrium methods. Nonequilibrium methods mimic
real transport by imposing velocity or temperature gradients, but
are prone to artificial boundary effects, which can be alleviated by
increasing the simulation domain size. Equilibrium methods are

based on the linear-response theory, which starts from the Liou-
ville equation and arrives at a formal solution of the perturbed
N-particle distribution function subject to an external or internal
disturbance under linearization approximation [2]. Such perturba-
tions create response of the system. The response function, or sus-
ceptibility in the frequency domain, can be calculated from the
Green–Kubo formalism, using the correlation functions of the
phase-space variables of the system [59,60]. These phase-space
variables can be calculated using molecular dynamics simulation
results. Expressions for macroscopy quantities of interests such as
heat flux, shear stress in terms of the phase-space variables had
been derived following the pioneering work of Irving and Kirk-
wood in liquids [11,54]. In studying solid, Hardy [61] derived a
general expression for heat flux that also applies to liquids, which
is identical to that of Irving and Kirkwood.

Monte Carlo simulations evolve the system also according to
the equation of motion. After a number of simulation steps, the
Monte Carlo method decides whether to take the system configu-
ration as one of its samples based on the probability density that
the system is supposed to follow: canonical ensemble, grand
canonical ensemble, etc. The accepted system forms an ensemble
that obeys the prescribed statistical distribution. The thermody-
namic properties of the system can be calculated based on the
ensemble average of the phase-space expression for the desired
properties. Ungerer et al. [62] summarized Monte Carlo and
molecular dynamics-based simulation of thermophysical proper-
ties of liquids. We will discuss some insights learnt from these
simulations later.

Phonon Theories. Based on the previous discussion, we see
that most treatments of liquids try to modify their departure from
gases, because liquids flow as gases. However, the densities of
liquids are close to solids. Frenkel maintained that liquid is close
to solid and introduced the phonon theory [12,63,64]. In his
theory, the liquid oscillates largely around its equilibrium posi-
tions but occasionally jumps from one location to another with a
characteristic time s. If the applied external shear force has a char-
acteristic time longer than s, then many such jumps happen and
liquid moves as we normally understand it. However, if the exter-
nal shear is faster than s, the liquid behaves as solid and can sus-
tain the shear stress. Frenkel’s theory has some root in Maxwell
who had pictured that liquid stress consists of an elastic part like a
rigid body and a viscous part of a liquid body [13]. Frenkel further
identified that this relaxation time is approximately the Maxwell
relaxation time for viscoelastic bodies

s � sM ¼
l
G

(2)

where l is viscosity, and G is the shear modulus of the liquid at
high frequency. Frenkel explained that the jumping of the mole-
cules is due to the hole formation, consistent with Eyring’s
picture.

Although Frenkel’s phonon theory had been sidelined in favor of
statistical approaches championed by Kirkwood and others, it
gained new momentum led by Trachenko and Brazhkin [14], who
cited the experimental observation of high-frequency transverse
phonons [65,66] in liquids as strong evidence in support of the pho-
non theory of liquid. The phonon theory also resembles Eyring’s
significant structure theory [31], although the latter treated the
“solid part” of liquid with an Einstein harmonic-oscillator model,
while recent treatment of Trachenko used the Debye model. So far,
the phonon model has mostly dealt with intermolecular modes only
and neglected intramolecular modes. A treatment by Prigogine
et al. [67] on the partition function of liquid polymers considered
both intra and intermolecular vibrational modes, although it eventu-
ally neglected the intramolecular modes.

Two other pictures are also largely consistent with the phonon
theory: the instantaneous normal-mode theory and the two-phase
thermodynamic model.
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The instantaneous normal-mode theory [68,69] approximates
the liquid at short time scale as harmonic vibrational and rota-
tional modes and uses lattice dynamics method as in the solid-
state treatment to find the eigenfrequencies of these instantaneous
normal modes. One distinct feature of the instantaneous normal
modes is the existence of imaginary frequencies, which in real
space means instability of the lattice: the amplitude of some of
these modes can grow exponentially and molecules can move to
other positions. Another distinct feature is that the density of
states at zero frequency is not zero. Analysis of instantaneous nor-
mal modes in water shows that lower frequency modes are
extended rather than localized [70]. Self-diffusivity of liquid is
related to the spectrum of the density of states, although the valid-
ity of this relation was questioned [68,71,72].

The two-phase thermodynamic model developed by Goddard
and co-workers bears similarities to the phonon model and instan-
taneous normal-mode analysis [73,74]. Instead of harmonic analy-
sis and the corresponding density of states, molecular dynamics
simulations are used to extract the density of states of the modes
from the velocity autocorrelation function. Compared to the den-
sity of states obtained from the instantaneous normal-mode analy-
sis, such an analysis does not lead to any information on the
imaginary frequency part, although such information was not used
in the instantaneous normal analysis neither. Like the instantane-
ous normal-mode analysis, the density of states at zero frequency
is not zero. Lin et al. [73] related the zero-frequency density of
states to the atomic diffusion coefficient. They further argued that
the density of states consists of two parts, one is the gas-like part,
for which the density of states has analytical expression, and a
solid-like part. They developed models to determine the fraction
of gas-like and solid-like modes. This two-part decomposition
was also extended to include rotational motion in liquids. These
approaches enable one to calculate thermodynamic properties
such as entropy and specific heat of liquids. This two-part picture
is also consistent with Eyring’s significant structure theory [31].

Iwashita et al. [75] carried out both classical and quantum ab
initio molecular dynamics simulation on the Maxwell relaxation
time on metals and compared it with the lifetime of local atomic
connectivity sLC, defined as the time for an atom to lose or gain
one nearest neighbor. They found that sM¼ sLC for temperature
above certain critical temperature. They reasoned that rather than
phonon picture, local atomic connectivity is a more appropriate
excitation mode in interpreting the viscosity.

Water and Other Polar Liquids and Electrolytes. Water,
together with air, is the most used heat transfer fluid. Despite its
prevalence in our daily life, water is considered the most compli-
cated fluid. Due to the hydrogen bonds that can extend a long
range, many puzzles of water continue to attract extensive studies
[76,77], such as the density maximum at 4 �C and smaller density
of ice. Water is considered to have anomalously high melting and
boiling points and critical temperature compared to other low-
molecular weight substances. The OH bonds in water are highly
polar and directional. The polar field of OH bond distorts elec-
trons in oxygen atom of a neighboring water molecule, forming
the hydrogen bond. In common hexagonal ice crystal structure
[76], a water molecule is surrounded by four hydrogen bonds.
Using the latent heat of evaporation of water 2.26 MJ/kg, we can
estimate the average energy to break off a water molecule is
�0.21 eV.

In water, the average hydrogen bonds per molecule are between
2.3 and 3.6 according to molecular dynamics simulations, depend-
ing on the potential used [76,77]. This number is lower than 4 in
ice and suggests that some hydrogen bonds are broken in water. A
few prevailing models of water picture hydrogen-bonded clusters
forming and breaking as reviewed by Ludwig [77]. Benson and
Siebert [78] modeled water that consists of dynamic equilibrium
between cubic-shaped octamers which dissociate into two cyclic
tetramers. Chaplin [79] proposed that water consists of a

fluctuating hydrogen-bond network of icosahedral symmetry with
280 H2O molecules, consisting of hexamer and pentamer rings as
subunits. Weinhold [80] pictured water as an equilibrium among
many different flickering clusters, whose properties can be calcu-
lated based on ab initio method, from which the partition func-
tions can be constructed and used to calculate thermodynamic
properties—the quantum cluster equilibrium theory. Although
none of these theories can completely reproduce all properties of
water, it is an accepted picture that water consists of hydrogen-
bonded clusters in dynamic equilibrium. Water is an extreme of
hydrogen-bond dominated liquids; other polar liquids, such as
ammonia and alcohol, also have hydrogen bonds.

Electrolytes contain dissolved ions. Due to their strong electri-
cal field, �106 V/cm around a radius of 2–3 Å, ion addition into
water significantly disturbs the water structure. Around a single
ion, the effective dielectric constant is much lower because the
high field of the ion restrains the rotation of water molecules.
Frank and Wen [81] suggested that water surrounding an ion is
divided into three regions. Region A, immediately around an ion,
is structure-making, composed of immobilized water molecules
due to the strong electric field of the ions. Region B is structure-
breaking. This intermediate region of water is more random than
bulk water. Further away, region C is the bulk water. The more
random intermediate region B is due to the competition between
normal oriented hydrogen bonds between water molecules and the
more spherical electrical field of an ion. The competition between
regions A and B makes an ion as either a structure maker (smaller
ions and multivalent ions) or structure breaker (larger ions).

Around ions are also counterions in an electrolyte solution. The
Debye–Huckel theory based on solving linearized Poisson–
Boltzmann equation is considered as foundational for understand-
ing many effects of ions [82]. However, the Debye–Huckel theory
treated water as a mean field and is only valid in very dilute elec-
trolyte solutions [83,84].

4 Specific Heat of Liquids

For solids at high temperatures, the specific heat per mole of
atoms is 3kBNA¼ 3R, where NA is the Avogadro constant, and R is
the universal gas constant. This Dulong–Petit limit is because
each atom has three kinetic energy component mvx

2/2 and three
potential energy component kx2/2. At high temperatures when the
energy equipartition is valid, each degree-of-freedom in energy
contributes on average a kBT/2 to the internal energy, leading to
3kBNAT total energy per mole and a specific heat 3R. In compari-
son, the volumetric specific heat of a monatomic gas is 3R/2,
because each atom has only the kinetic energy components, no
potential energy. The specific heat of diatomic gas increases to
5R/2 per mole of molecules, because of the two additional rota-
tional degrees-of-freedom. At higher temperatures, vibrational
modes are excited and specific heat can reach 7R/2.

For simple liquids, the specific heat usually decreases from
around 3R at the melting point to 2R at higher temperatures. Bril-
louin [85] first recognized that during transition from solid to liq-
uid, the two shear modes disappear, so are their contributions to
the potential energy kBNAT, leading to a specific heat 2R. Brillouin
also recognized that some of the shear modes can still exist at
high frequencies.

Wallace [86] developed a model treating molecules in liquid as
if they are sitting in a nearly harmonic potential. He started with a
specific heat of 3R under equipartition theory. He then corrected
the fact that when a molecule’s motion amplitude is larger than
certain value, it no longer returns to its equilibrium position. He
called this correction as the boundary correction where the bound-
ary is between two adjacent molecules, which he further related to
the melting temperature. He also considered the anharmonic
vibration contribution to the specific heat and approximated it the
same as that of the solid near the melting temperature. His treat-
ment allowed the liquid specific heat to be plotted as a function of
temperature to the melting point.
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Trachenko and co-workers [64,87,88] used Frenkel’s theory to
model the specific heat of liquids. In their model, the energy of a
liquid consists of translational energy of the molecules across all
frequency range, the potential energy for all the longitudinal
vibration modes, the potential energy for the transverse vibra-
tional modes with frequency above the Frenkel frequency, and a
potential energy accounting for the diffusion of molecules. They
further argued that the latter component is small and can be
neglected. Thus, the total energy consists of the longitudinal pho-
nons across the entire frequency spectrum (kinetic and potential)
and two branches of transverse phonons with frequency higher
than the Frankel frequency and their kinetic energy below the
Frankel frequency. They employed a Debye model for the density
of states for both longitudinal and transverse phonons and used
the Helmholz free energy of phonons to arrive at the internal
energy of these phonons. This treatment also allowed them to
account for the change of phonon frequency with temperature by
modeling it with the Gruneisen parameter and the thermal expan-
sion coefficient. They also applied the phonon model to account
for the kinetic energy associated with transverse phonons below
that of the Frenkel frequency, despite the fact that the physical
picture does not include such phonons. Their model leads to a
simple way to calculate the liquid specific heat as a function of
temperature, using viscosity, shear modulus, and thermal expan-
sion coefficients as inputs, and the Debye frequency as a fitting
parameter. The results obtained are in good agreement in compari-
son to experimental data on simple liquids after subtracting out
rotational contributions. They also reached good agreement for
water by assuming the configurational change between water clus-
ters account for half of the CV. Recently, Lilley et al. [89] used
such a phonon picture to calculate the entropy of liquid and latent
heat change of melting and evaporation to explain the Richard’s
rule for melting and Trouton’s rule for evaporation. Their model
assumed the existence of transverse and longitudinal phonons at
the melting point with frequency between Debye frequency xD

and xD=
ffiffiffi
2
p

, the latter as a cut off of frequency.
Pascal et al. [90] applied the two-phase model championed by

Lin et al. [73,74] to study the heat capacity of 15 organic liquids.
As mentioned in Sec. 3, the two-phase model splits the density of
states obtained from the Fourier transform of the velocity
autocorrelation function into a gas-like part and a solid-like part,
and models each part using established partition functions for
gas and phonons. In their approach, the fractions of gas-like
versus solid-like contributions are modeled through a fluidity
parameter.

Trachenko’s model so far has been on simple liquids, which
show decreasing specific heat with increasing temperature. How-
ever, Fig. 1 also shows that specific heat for more complicated
liquids can increase with temperature. I believe that the reason for
this increase is the increasing contributions of internal vibrational
modes of the molecules. In simple molecules such as water, the
intramolecular vibration modes are at high frequencies and nor-
mally are not excited, and hence can be neglected, as Trachenko
and his co-workers assumed. However, with increasing molecular
size, internal vibration frequency spreads to lower values. Some
of the intramolecular vibrational modes can be thermally excited,
and the numbers of these modes increase with increasing tempera-
ture. One can understand this by constructing a finite one-
dimensional periodic lattice, starting from a diatomic molecule,
which has only one vibration frequency. As more and more atoms
are added to the lattice, the acoustic branches form with longer
wavelength and lower frequency. Some of these modes can be
thermally excited and contribute to the specific heat. This contri-
bution should increase with temperature as more and more inter-
nal vibrational modes can be excited with increasing temperature.
Such vibrational contributions had been mostly neglected in ther-
modynamic analysis of liquids. For example, both Prigogine et al.
[67] and Flory et al. [91] neglected the intramolecular contribu-
tions to the partition function. Interestingly, Prigogine and co-
workers had used internal coordinates to decompose the internal

vibration into normal modes, although they eventually neglected
these modes.

In Fig. 1, the specific heat was plotted using per mole of mole-
cules. In Fig. 6, we replot Cv into (Cv/R� 1.5)/N, where N is the
number of atoms in the molecule. Cv/R� 1.5 assumes that each
molecule’s kinetic energy mode is fully excited, and they contrib-
ute 3R/2 (per mole of molecule) to Cv. This contribution is sub-
tracted out in Fig. 6. First, we note that nitrogen, ammonia, and
CO2 values fall between 1 and 1.5 and decrease with increasing
temperature (CO2 has a minimum), which could be due to rota-
tional mode contributions (fully excited rotational mode contrib-
utes 1R for a linear molecule such as nitrogen) or due to potential
energy contributions. We note that on the atom molar fraction
basis, the specific heat of dodecane is higher than propane, which
is higher than ethane, because more and more internal vibrational
modes can be excited as frequency shift downwards, which also
explains the reversal of temperature dependence of the specific
heat from ethane to propane and dodecane.

In a review paper, Ungerer et al. [62] noticed that one interest-
ing study reported that the excess specific heat (above that of ideal
gas) shows a peak with pressure for methane. This was interpreted
as due to the simulated methane was above the critical point. This
is consistent with the picture that in the vapor phase above the
critical point, the potential energy contribution to the specific heat
diminishes, as in Trachenko’s theory.

The phonon model of Trachenko and co-workers and the two-
phase model of Goddard and co-workers share some common
physical pictures that are also consistent with the instantaneous
normal-mode theory and resemble Eyring’s significant structure
theory. The two-phase model splits the modes into a gas-like part
and a solid-like part and used the fluidity parameter to model the
fraction of gas-like and solid-like modes. Trachenko and co-
workers employed Frenkel frequency to split the gas-like and
solid-like modes, which avoid the fluidity parameter needed in the
two-phase model. However, Trachenko also used the same pho-
non model to treat the kinetic energy contribution below the Fren-
kel frequency, which is questionable since these are not
vibrational modes. Rather, it might be more reasonable to assume
each of these kinetic modes contributes kBT/2 as they are fully
excited. Although this might be a more correct physical picture, I
expect that the numerical difference will be small as long as the
Frenkel frequency is low, because in this case the vibrational
modes as used in the Trachenko model are fully excited, leading
to kBT/2 per mode contribution to the internal energy. The two-
phase model requires molecular dynamics simulation. In compari-
son, the instantaneous normal-mode theory treats all real fre-
quency of the instantaneous modes as vibrational modes and
imaginary frequency for the gas-like mode. The zero-frequency
density of states was used to obtain the self-diffusion constant.

Fig. 6 Normalized specific heat of selected liquids to number
of atoms in a molecule N
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Given the success of the Trachenko phonon model, it will be inter-
esting to check if the instantaneous normal-mode theory can be
expanded to predict specific heat.

5 Thermal Conductivity of Liquids: Modeling and

Simulation Approaches

Thermal conductivity is difficult to measure and to predict. The
review by McLaughlin [92] is probably still the most comprehen-
sive one despite the fact it was published in 1964. Touloukian and
Ho [93] also gave a good summary of previous theoretical work
as well as empirical correlations, in addition to extensive data on
thermal conductivity. In this section, we will discuss a few models
on thermal conductivity of liquids and group them into (1) kinetic
models, (2) phonon models, and (3) molecular dynamics simula-
tion. In Sec. 6, we will discuss thermal conductivity of representa-
tive liquids.

Kinetic Models. Many researchers started from modifying the
kinetic transport picture of Boltzmann for dilute gas particles for
transport in liquids, as represented by Enskog’s approach [2,9,94].
Solution of the Enskog equation leads to a thermal conductivity
expression that includes convective and collision contributions,
compared to that of a dilute gas consisting of only convective con-
tributions. Enskog further splits the convective term into intracel-
lular contribution and intercellular contribution but concluded that
both of their contributions are small. Enskog’s theory has some
success for gas phase at high density but does not work for liquid.

Bridgman constructed a model to explain the thermal conduc-
tivity that he measured [95]. He imagined that the liquid mole-
cules sit on a cubic lattice and assumed that the internal energy of
a molecule is 2kBT, so that the energy transferred between adja-
cent molecules is 2kBddT/dx, where d is the distance between two
adjacent molecules, which can be calculated based on the mole-
cule’s mass and density d ¼ ðm=qÞ1=3

. He further assumed that
the frequency of this energy transfer happens at v=d where v is the
velocity of sound. The total number of lattice point per unit area is
1/d3, which leads to the following expression for thermal
conductivity:

k ¼ 2kBv=d2 ¼ 2kBv
m

q

� ��2=3

(3)

He stated that this formula gives right temperature dependence
trend not only for regular liquids that show thermal conductivity
decreases with increasing temperature but also for water that has
opposite trends. The predicted pressure dependence, however, is
greater than the actual case. Similarly, Sakiadis and Coates used a
classical kinetic model for thermal conductivity k¼ qCpvd [96,97]
to explain their measurements on thermal conductivity and spe-
cific heat of �50 organic liquids.

Horrocks and McLaughlin [98] started from the liquid lattice
picture of Lennard-Jones and Devonshire [25] and considered the
energy exchange between successive layers due to potential
energy exchange and molecular hopping, analogous to a simple
derivation of the Fourier law from kinetic theory [2]. They arrived
at the following expression for the contribution of potential energy
exchange between two adjacent molecular layers to the thermal
conductivity k ¼ 2nP�K cv, where cv is the specific heat of a mol-
ecule, P is the probability that energy is transferred when two
vibrating molecules collide, n is the number of molecules per unit
area of the liquid quasi-lattice, � is the intermolecular vibration
frequency, and K is the distance between successive molecular
layers. They used van der Waals potential to derive a characteris-
tic vibrational frequency, as in the Einstein model. They also eval-
uated contribution due to molecules jumping between atomic
planes based on the free-volume concept, i.e., the “convection”
term. Their analysis showed that the contribution of the

convection term is small. They took P¼ 1 and cv¼ 3kB in estimat-
ing the vibrational contribution to thermal conductivity.

If we replace Cp with 2R, the Sakiadis and Coates expression
becomes identical to that of the Bridgman formula. We should
keep in mind, however, that the correct specific heat to use for
thermal conductivity is Cv rather than Cp. If one takes d� in the
Horrocks and McLaughlin model as the speed of sound v, their
formula also becomes similar to the Bridgman formula since
n¼ 1/d2, except that Horrocks and McLaughlin have an extra fac-
tor of 2 and used a specific heat of 3kB per molecule. More
recently, Xi et al. [99] extended this line of modeling and devel-
oped athermal conductivity expression, which they claimed is
valid for both liquids and amorphous solids.

Longuet-Higgins and Pople developed a model aiming to com-
pute the rate of momentum exchange during two-particle collision
in a similar way to the kinetic theory, using a hard sphere model
with infinite potential [100]. However, their predicted thermal
conductivity increases with T1/2, as in gases, contrary to observa-
tion in most liquids’ thermal conductivity. To relax the infinite
potential approximation, Longuet-Higgins and Valleau [101] fur-
ther considered a square potential well. Yet the results still cannot
well capture the temperature dependence of the Prandtl number.

Another line of attack is based on the Kirkwood theory, with
main differences among different researchers on how to approxi-
mate the interatomic potentials [102,103]. None of these
approaches, however, can lead to correct dependence of thermal
conductivity on temperature compared to experimental data. The
best agreement along the Kirkwood theory was the work of Rice
and Allnatt [104], which assumed a hard sphere repulsive poten-
tial and a soft attractive potential. Rice and co-workers [105,106]
further refined the theory and conducted measurements on thermal
conductivity and self-diffusion in simple liquid like Ar, Kr, Xe,
and CH4 to compare theory and experiments. They found good
agreements on thermal conductivity when an experimental friction
constant was used. However, the same theory does not lead to
good agreement with the diffusion coefficient.

Rather than the Kirkwood approach which connects with the
Langevin equation via the friction coefficient, Eisenschitz used
the modified Smoluchowski equation [107], which is a special
case of the Fokker–Planck equation, and derived expression for
the two-particle distribution function and thermal conductivity.
His expression depends on the frictional coefficient in the Smolu-
choswki equation and hence cannot be independently evaluated,
although his theory predicted different trends of thermal conduc-
tivity and viscosity dependence on temperature.

Phonon Model. In some sense, the previously discussed
lattice-based models by Bridgman [95] and Horrocks and
McLaughlin [98] can be thought of as phonon-based, although we
placed them in a different category. Based on the significant struc-
ture theory, Eyring and co-workers [108] argued that the thermal
conductivity of liquid consists of two parts, one is due to holes
that can be modeled as gas and the rest of liquid part can be
treated as a solid with lattice vibration, for which they used the
Callaway model for solids [109], including Klemens expressions
[110] for the relaxation time to fit the experimental data.

Eyring’s model did not make distinctions for molecular motion
slower than the Frenkel frequency. Zhao et al. [111] combined
Trachenko’s idea for specific heat with the kinetic theory for ther-
mal conductivity to model thermal conductivity of liquids. They
started from the standard kinetic theory for the spectral expression
of phonon thermal conductivity [2], splitting them into longitudi-
nal and transverse branches. For the latter, they used the Frenkel
frequency as the lower cutoff frequency. They then invoked the
gray model approximation: all phonons in liquid have same group
velocity equaling the sound velocity, and they took the intera-
tomic distance as the phonon mean free path. Their approxima-
tions lead to the standard kinetic expression for thermal
conductivity k¼Cpvd/3, similar to that of Bridgman, and

010801-8 / Vol. 144, JANUARY 2022 Transactions of the ASME

D
ow

nloaded from
 http://asm

edigitalcollection.asm
e.org/heattransfer/article-pdf/144/1/010801/6804357/ht_144_01_010801.pdf by M

assachusetts Inst O
f Tech. user on 16 D

ecem
ber 2021



Horrocks and McLaughlin, except the difference in the prefactor.
Their calculation shows that the model is reasonable for liquids of
low molecule weight but fails for liquids of large molecule
weight.

Trachenko et al. [112] provided fundamental insights on the
transition between liquid and gas phases via investigating speed
of sound, viscosity, and thermal conductivity, based on consider-
ing the continuous transition between liquid and vapor states
above the supercritical states. In the liquid state, thermal conduc-
tivity decreases with temperature due to the decreasing modes of
transverse phonons as in the specific heat. But in the vapor state,
thermal conductivity increases with temperature because of the
increasing mean free path and velocity with temperature, as is pre-
dicted from the kinetic theory. This means a minimal should exist,
which they did see based on existing experimental data. Prior
work on casting thermal conductivity in reduced state properties
also showed a minimum in thermal conductivity but no insights
were provided [113]. Trachenko and co-workers then started from
the kinetic expression and argued that the fundamental limit is the
UV cut off, i.e., the minimum wavelength is limited by the atomic
size. They made similar arguments for viscosity and speed of
sound [114,115]. Through scaling of the interatomic distance to
the Bohr radius and interatomic energy to the Ryderberg energy,
they related the minimum values of thermal diffusivity and vis-
cosity to fundamental physical constants

D ¼ � ¼ 1

4p
�hffiffiffiffiffiffiffiffiffi
mem
p

where �h is the reduced Planck constant, me is the electron mass,
and m is the molecule mass.

Molecular Dynamics Simulations. Molecular dynamics simu-
lations have been increasingly used in simulating thermal conduc-
tivity, especially in amorphous materials that cannot be dealt with
by first-principles simulations [116–119]. Ohara and co-workers
carried out extensive molecular dynamics simulations on a variety
of liquids and developed decomposition techniques to gain
insights on heat conduction mechanisms in liquids. Most of their
studies used nonequilibrium molecular dynamics to obtain ther-
mal conductivity, but they demonstrated the equivalence between
equilibrium and nonequilibrium decomposition methods [120].
They extended the heat flux expression to include multibody
potentials [121] and pointed out delicacy in different ways to cal-
culate heat flux [122]. For liquids described by a Lennard-Jones
potential, the simulation suggests around 90% of the heat flow is
due to intermolecular potential rather than convective motion of
the molecules [123], consistent with many previous modeling-
based studies we mentioned.

6 Thermal Conductivity of Selected Liquids

This section will discuss experimental trends of thermal conduc-
tivity and heat conduction mechanisms in representative liquids.

Organics Liquids. Measurements of the thermal conductivity
dependence on the number of carbon atoms n in alkenes seem to
suggest that thermal conductivity increases with n almost linearly
between 22 and 32 [124] but decreases with increasing tempera-
ture. Experimentally, the measured specific heat does not change
much with n and saturates after n¼ 10 [125] and usually increases
with increasing temperature. The increasing thermal conductivity
with n could be explained by the increasing volume occupied by
each molecule, which has a high thermal conductivity [126]. The
decreasing thermal conductivity with increasing temperature
might be due to two reasons: (1) increasing intermolecular spacing
due to volume expansion, and (2) increasing scattering of intramo-
lecular phonons by intermolecular force, which reduces the intra-
chain heat conduction. The first mechanism is common to most

liquids, while the second one could be important for long chain
molecules. Whether one or both of these two pictures is responsi-
ble for decreasing thermal conductivity with increasing tempera-
ture remains to be explored.

Ohara and co-workers used molecular dynamics simulation to
simulate thermal conductivity of organic liquids [127,128]. They
found that in n-octane, �75% of the heat is conducted due to
potential energy interactions, while rest is by convective contribu-
tions. Around 37% of the 75% potential interaction is due to intra-
molecular interactions. For n-alkanes, the intramolecular
contributions increase with chain length, while the intermolecular
contributions decrease. It was observed from the simulation that
the thermal conductivity depends on the main chain length, while
the side chain location and lengths have negligible effects. Since
the simulation temperatures varied between different molecules, it
was difficult to extract a trend of the dependence of thermal con-
ductivity on carbon atoms along the chain to compare with the
experimentally observed trend. They also studied thermal conduc-
tivity of alcohol of different chain length [129] and compared
thermal conductivity of ethanol and ethylene glycol [130]. They
observed that the long range Coulomb interactions make substan-
tial contributions. In alcohol, the Coulomb contribution decreases
with increasing chain length due to longer separation of the
charged groups. Ethylene glycol has larger thermal conductivity
than ethanol because of higher OH bond density. They observed a
shallow minimal of thermal conductivity when there are four car-
bons along the alcohol chain, consistent with experiments,
although they cautioned that experiments might be wrong and sus-
pected thermal conductivity of longer chains might be a constant.
However, based on the experimental data on longer alkane chains
[124], the thermal conductivity does increase with chain length,
likely due to increased intrachain heat conduction.

Yang et al. [131] used nonequilibrium molecular dynamics sim-
ulation to study thermal conductivity of liquid aldehydes and
ketones with carbon varying between 4 and 10. They found that
thermal conductivity of aldehydes first decreases with carbon
number and then increases. They observed especially an increase
of torsional motion contribution to thermal conductivity. Although
they reported kinetic and potential energy contributions, they did
not separate them into intermolecular and intramolecular contribu-
tions, the latter would be useful for understanding heat conduction
mechanisms.

Water and Polar Liquids. Water’s thermal conductivity tem-
perature dependence is more difficult to explain. As shown in Figs.
1 and 2, the specific heat of water decreases with increasing tem-
perature, consistent with most other liquids. However, thermal con-
ductivity of water increases with temperature. Some acids (nitric
acid HNO3 and sulfuric acid H2SO4, for example) also show ther-
mal conductivity increases with increasing temperature [17].

Using molecular dynamics simulations, Ohara [132] further
divided the intermolecular energy exchange into translational and
rotational contributions and concluded the intermolecular rota-
tional mode contributes dominantly to this exchange in water.
This conclusion seems to conflict with experiments comparing
thermal conductivity of H2O and D2O [93]. Based on dimensional
analysis, the ratios of transport properties (l1/l, k/k1, and D/D1)
(viscosity, thermal conductivity, and diffusivity) should be pro-
portional to the square root of the ratio of mass (m1/m)1/2 or
moment of inertia (I1/I)1/2. When comparing to experiments, it
was found that the while viscosity ratio seems to be more corre-
lated to (I1/I)1/2, the thermal conductivity ratio is more correlated
to the mass ratio (m1/m)1/2, suggesting that the rotational motion
of molecules does not contribute much to thermal conductivity.
At this stage, the reason for the conflict between simulation and
experiments is unclear.

In a comparison of thermal conductivity between water and
ammonia, Matsubara et al. [128] showed that the contribution
from Coulombic contributions in water, either due to hydrogen
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bond or due to nonhydrogen bond, dominates over that due to the
van der Waals interaction, with a ratio of �7:1; while in ammonia,
the ratio is only 1.5:1, despite that the total thermal conductivity
of water and ammonia is close. These results are consistent with
the picture that the hydrogen bond in water is much stronger than
in ammonia [79]. A comparison of the impacts of different poten-
tials of water was presented by Sirk et al. [133].

Clearly, the hydrogen bond has something to do with the exper-
imentally observed trend of thermal conductivity increasing with
temperature in water and other polar liquids. Palmer suggested
that thermal conductivity increases because at higher tempera-
tures, hydrogen bonds are broken, and at lower temperatures, they
recondense [134]. Palmer modified an empirical relation to
include the latent heat in the thermal conductivity expression for
associated liquids. The validity of this picture could be examined
with molecular dynamics simulations.

The range of Coulombic interaction should depend on the
dielectric constant via Debye length. So far, there is no explora-
tion of this connection. The dielectric constant of water is around
80 compared to 20 of ammonia, suggesting that Coulombic inter-
action in water should be much stronger, consistent with Ohara’s
simulation. However, the competition between van der Waals
force and Coulombic force is not well understood. We are far
from understanding heat conduction in polar liquids.

Electrolytes. As we discussed before, the solvent structures
surrounding ions are complicated, which can impact thermal con-
ductivity. Most electrolytes’ thermal conductivity decreases with
increasing electrolyte concentration [135]. However, sodium fluo-
ride in water showed a peak in thermal conductivity around 0.5
molal NaF, as shown in Fig. 7 [135].

The ability to increase thermal conductivity beyond pure water
with NaF is interesting, as water is among the most heat-
conductive liquids other than liquid metals and is certainly the
most widely used heat transfer liquid together with air. The activ-
ity coefficients between LiCl and NaF do not seem to differ much
[136], and hence they cannot explain the experimental observa-
tion. However, both Naþ and F� ions are water structure makers,
while Cl� ion is a structure breaker. These facts may explain why
the addition of NaF into water increases its thermal conductivity.
Indeed, molar volume of NaF is negative, while that of KF is posi-
tive [137–139]. The decreasing volume with addition of such ions
can lead to decreased intermolecular spacing and stronger force
interactions, both of which can lead to increased thermal conduc-
tivity. Structure makers usually decrease entropy, while structure
breakers increase entropy [140]. Hence, entropy increase cannot
explain the thermal conductivity trend. We also notice that the
thermal conductivity of NaF–water electrolytes peaks around
0.6 mole fraction of NaF. This effect is difficult to explain, but I

suspect that it may be of the same origin of the activity coefficient
of many electrolytes first decreases and then increases with
increasing mole concentration after reaching a minimum [141].
This effect can be related to the saturation of the surrounding
counterions [81,82].

Liu et al. [142] measured transport properties of six different
ionic liquids, including specific heat and thermal conductivity,
and also carried out molecular dynamics simulations on these
transport properties. The experimentally measured thermal con-
ductivity of different liquids showed different temperature
dependence. Some increase and some decrease, while others
showed nonmonotonic dependence on temperature, but results
from their molecular dynamics simulations for all six liquids
show that thermal conductivity decreases with increasing temper-
ature. Inaccuracy in intermolecular potential could be the reason.

Liquid Metal. Liquid metals are special for heat transfer due
to their much higher thermal conductivity than other liquids.
Unlike normal liquids for which the critical temperatures are
1.5–1.75 times their normal boiling temperatures, the critical tem-
peratures of liquid metals are 3–4 times that of their normal boil-
ing points. In liquid metals, electrons are the major heat carriers
as in solid metals. Grosse [143] studied electrical and thermal con-
ductivities of liquid metals from melting points to critical points.
The electrical conductivity of only a few metals such as mercury
had been measured over its entire melting temperature to the criti-
cal temperature range, which typically decreases with increasing
temperature. Because thermal conductivity measurements of liq-
uid metals are more difficult, reported values between different
authors varied widely. Based on the Wiedemann–Franz law,
Grosse suggested that for many metals, thermal conductivity
increases first with temperature and then decreases, showing a
peak in the thermal conductivity.

Mott [144] studied the electrical conductivity mechanisms on
liquid metals and developed a model based on the increased
amplitude of atomic vibration in the molten state relative to the
solid state near the melting point. Ziman [145] argued, however,
that the Mott picture, which is based on the Einstein model for liq-
uid, is not correct. Ziman used kinetic picture and considered the
impacts of two scattering sources, the “thermal” and “structure,”
on the electron mean free path. Sobolev and Mirzoev used
Kubo–Greenwood formula and linear “muffin-tin” orbital to com-
pute the electrical conductivity of liquid metals [146]. Combining
this approach with the Wiedemann–Franz law can lead to estima-
tion of thermal conductivity of metals at high temperatures.

Mixtures. A large amount of experimental data exists for ther-
mal conductivity of mixtures of liquids; some are cited in Ref.
[19–21]. In general, thermal conductivities of binary mixtures fall
in between the two pure components and change monotonically
with composition. Data on n-butyl acetate/diethyl ether mixture
seem to show a peak at 50/50 weight fraction, but it is unclear if
these are experimental errors [21]. Yu et al. [147] measured ther-
mal conductivity of L-menthol–decanoic acid deep eutectic sol-
vents as a function of temperature, pressure, and mixture mole
concentration for their potential usage in thermal storage. L-
menthol is a solid at room temperature but forms liquid with deca-
noic acid in a wide range of composition with different melting
temperatures, called deep eutectic. The thermal conductivity
behavior of the mixture is regular.

Bearman and co-workers [148,149] studied thermal conductiv-
ity of mixtures based on the statistical formulation of Kirkwood
[36]. Bearman’s results show that thermal conductivity depend-
ence on mole fraction of each species is nonlinear.

Ohara also studied thermal conductivity of binary mixtures of
argon and krypton using molecular dynamics simulations [150]
and analyzed contributions from convection to potential energy to
the transport and contributions from same species and between
two species. There are no big surprises in the pictures obtained.

Fig. 7 Thermal conductivity of water as a function of salt (LiCl
and NaF). Data read from curves in Ref. [135].
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7 Viscosity

Different from thermal conductivity, viscosities of all liquids
decrease with increasing temperature as shown in Fig. 3. Andrade
[151] developed a kinetic model of viscosity using the following
lattice picture. Based on diffusivity data, he first justified that the
molecular jump in position is infrequent compared to the frequency
of molecular oscillation in its cell. He considered the momentum
exchange when a molecule moves to the edge of the cell with the
neighboring molecule as the mechanism of momentum exchange
between adjacent layers of molecules. His model, however, cannot
give the correct temperature dependence of viscosity. Eyring [152]
developed a transition state theory for viscosity based on the idea
of holes in liquid discussed in Sec. 2 and on energy barriers existing
between molecules. His theory requires models of several rate con-
stants and therefore is not straightforward to use.

The most widely used model for viscosity is from Doolittle
[153], who had conducted extensive experiments on viscosity and
developed a model of viscosity based on the free-volume idea

l ¼ AeBvo=vf (4)

where vf is the free volume which he attributes to arising from the
total thermal expansion of the liquid, and vo is the volume of the
liquid extrapolated to zero temperature without change of phase.
Williams et al. [154] further related the free volume and tempera-
ture by referencing the volume at the glass-transition temperature
(vg, Tg)

vf ¼ vg 0:025þ aðT � TgÞ
� �

(5)

where a is the difference in the thermal expansion coefficients of
the liquid and the glass state of the liquid. Combining Eqs. (4) and
(5) gives the temperature dependence of viscosity. Cohen and
Turnbull [155] provided a physical derivation of the Doolittle for-
mula based on the idea that molecules’ transport occurs when the
sizes of some voids become greater than certain critical value and
employed the Einstein relation between viscosity and diffusivity.

Poiseuille first observed that the addition of salts into water can
increase or decrease viscosity [156]. Jones and Dole [157] devel-
oped correlation for the viscosity dependence of electrolytes as l/
lo¼ 1þAc1/2þBc. Coefficient A is always positive, but B can be
positive or negative [158], related to whether the ions are
structure-making or structure-breaking.

Viscosity of mixtures of liquids is more complicated [159] and
can vary nonmonotonically with composition, showing maximum
and minimum in some mixtures while behaving monotonically in
others. Different correlations are summarized in Ref. [159]. Vol-
ume and density are key parameters in these correlations, consist-
ent with the free-volume idea.

In light of the success of the phonon picture in explaining the
specific heat, one can question if the high-frequency phonons
have any effects on viscosity. Andrade commented on the work of
Brillouin [157], who hypothesized that the impacts of molecules
create elastic waves in liquid. However, Brillouin’s theory cannot
explain experimental data. Molecular dynamics simulation of vis-
cosity tends to underpredict viscosity measured experimentally by
�40% [62]. Whether this underprediction is due to the collective
resistance of phonons to viscous flow is a question worth
answering.

8 Summary and Potential Future Directions

Based on the above discussion, it is fair to say that our current
understanding of fundamental molecular pictures of the thermo-
physical properties of liquids is very unsatisfactory. It is also fair
to say that there are good opportunities to make progress in this
area by leveraging what has been done in the past.

On the basic pictures of thermal transport, it is my view that the
traditional statistical approach based on the radial and pair-

distribution functions and the reduction of the particle distribution
functions to lower order will not be fruitful. The classical statisti-
cal approach worked reasonably well for the hydrodynamic trans-
port, which does not need to access high-frequency modes.
However, specific heat and thermal conductivity require us to con-
sider high-frequency modes. Frenkel’s phonon picture, as champ-
ioned recently by Trachenko and co-workers, seems to be a more
fruitful direction. The instantaneous normal-mode analysis and
the two-phase model provide complementary pictures to the pho-
non model, as well as Eyring’s significant structure theory. Fur-
ther reconciling these pictures may be fruitful. Even the older
lattice and free-volume models have some consistency with the
phonon picture.

Although Trachenko’s theory can explain specific heat of sim-
ple liquids, it cannot explain more complex liquids because it has
neglected internal modes of molecules, which move toward lower
frequency as more atoms are added to the molecule and become
more accessible to thermal excitation. Extension of Trachenko’s
model to include these internal modes could be done without
much difficulty, at least to molecules of moderate molecule
length. However, very long molecules create complicated internal
structures that will complicate the mode analysis [92].

The thermal conductivity is more difficult to model. No current
models can capture all temperature dependence trends of liquids.
All kinetic pictures have resorted to assuming energy transport
happens across interatomic distance. This is fundamentally in con-
flict with the phonon picture, for which a more reasonable
assumption is that energy can travel half wavelength [161]. Since
for quite a few liquids the specific heat trend is different from the
thermal conductivity trend in terms of their temperature depend-
ence, using the current kinetic models, the only other variable is
the speed of sound. It is unlikely that this will be able to explain
the thermal conductivity trends. In fact, why all energy is carried
by the speed of sound is a worthy question to ask. Like what we
have mentioned with regard to the internal modes in the molecules
in discussing specific heat, proper models should include heat
conduction within the molecule as well as across molecules.
Molecular dynamics simulation could provide valuable insights.
More work needs to be done in terms of methods to analyze con-
tributions of different modes. Some current research on heat con-
duction in amorphous materials can be useful for such purposes
[118]. Insights might be gained from applying concepts such as
diffuson, propagon, and locon to liquids [162]. In fact, I believe
that liquid might be easier to understand than amorphous materi-
als because structures of liquid should be close to equilibrium,
which is not the case in amorphous materials. There are also
efforts in formulating heat conduction from first principles to
include disordered systems [163,164], leveraging recent advances
in first-principles simulations [7,165]. Whether these formulations
could be applied to liquids remains to be seen.

Viscosity modeling has better success than thermal conductiv-
ity, because the hydrodynamic and free-volume pictures are more
suitable for fluid flow. However, it is valid to ask if the phonon
pictures, the higher frequency modes, can affect viscosity. This
question still needs to be clarified.

Many heat transfer systems desire higher thermal conductivity
liquids. Although pressure and temperature can influence thermal
conductivity, their values are determined by system operation
conditions. Other external methods to engineer thermal conductiv-
ity of liquids are desirable. Addition of salt such as NaF had led to
thermal conductivity higher than water. I have hypothesized the
reason for the increment may be because both Naþ and F� ions
are structure makers. There might be other structure-making ions
that can be developed to improve liquids thermal conductivity,
such as hydroxyl ions OH�. Mixtures so far have shown thermal
conductivity falling in between the two pure components. Ther-
mal conductivity of papaya pulp was reported to be 0.65 W/m K
at 20 �C, higher than pure water [166]. However, it is not clear
this high value is due to experimental error. Many researchers had
pursued the strategy of adding nanoparticles into liquids to
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increase their thermal conductivity, which I will not discuss here
but refer readers to some of our publications discussing the heat
conduction mechanisms [167].
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