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THE PUZZLE OF CROSS-MODAL SHAPE EXPERIENCE

Bbstagiglhe puzzle of cross-modal shape experience is the puzzle of reconciling the apparent
dif!rences between our visual and haptic experiences of shape with their apparent

si iti his paper proposes that we can resolve the cross-modal puzzle by reflecting

E. J. Green

Massachusetts Institute of Technology

on afot uzzle. The puzzle of perspectival character challenges us to reconcile the
vafability @f shape experience through shifts in perspective with its constancy. An

attractive approach to the latter puzzle holds that shape experience is complex, involving

bomm/ aspects and constant aspects. I argue here that parallel distinctions between
ti

pe and constant aspects of shape experience arise in sight and touch, and that
pe isral aspects are modality-specific while at least some constant aspects are
constitutiv@ly multisensory. I then address a powerful challenge to the idea that aspects
of

enomenology are shared cross-modally.

1. Introduction

Suppose yom a pencil, and then you close your eyes and hold it in your hands. In both cases you
perceptua ience the pencil’s shape. But is your experience of its shape the same or different in the

two cas

Somae say it is thoroughly different. Lopes (2000) writes: “It seems to me that tactile and visual
experiences haye distinctive phenomenal characters through and through. What it is like to see the shape

of a cube i @ from what it is like to touch the same shape” (445).i Others disagree. While visual

and haptic es differ in myriad ways, perhaps the phenomenology of shape is nonetheless the

N

same ac es. O’Callaghan (2019) writes: “It is not obvious that a visual experience of, say,

ut
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sphericity—when it is considered in abstraction from the experience of other visible features—must

differ in respect of each phenomenal feature from a tactual experience of sphericity” (1206).i

Th N between visual and haptic shape experience has long captivated philosophers. It
features pradebates about Molyneux’s question (Locke, 1694/1975; Evans, 1985; Levin, 2008;
Schwenﬁer ; Matthen & Cohen 2020) and concept empiricism (Betkeley, 1709/1965; Prinz, 2002,
ch. 5). More recently, cross-modal differences in shape phenomenology have figured in challenges to
representa i eories of experience, where it has been argued that visual and haptic shape

experiencesfifféf 18\ phenomenal character without differing in content (Peacocke, 1983, 27-28; Lopes,

2000; O’Dea, 200

L

Vi aptic experiences differ in many ways. Many of these differences aren’t puzzling.

Since we ar@laware of color in vision but not in touch, it isn’t puzzling that we enjoy color

N

phenomeno sion but not touch. But we are also aware of some of the same properties in both

modalities.

d

are of shape in both sight and touch, and our awareness of shape has a distinctive

pheno 1n both cases that is arguably separate from the phenomenology of, say, color or

temperat question, then, is whether this distinctive phenomenology of shape is the same or

V]

different across modalities.

I

Bo s have some intuitive appeal. When I compare my visual and haptic expetiences of
the pencil, seem like they differ solly with respect to the phenomenology of color or
temperature, focus on the pencil’s shape specifically, vision and touch seem to afford different
perspecti ery same property, and this difference is manifest in experiential phenomenology.

L

On the Wisual and haptic shape experiences also seem to have commonalities. Visually

experiencing a cub&is surely more like haptically experiencing a cube than haptically experiencing a sphere.

Ul

If so, then visual haptic shape phenomenology plausibly have some aspects in common—aspects that

are shar former case but not the latter. Call the puzzle of reconciling the apparent differences

A
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between visual and haptic shape experiences with their apparent similarities the pugzie of cross-modal shape

experience, ot the cross-modal puzzle for short.

H
I pr

of perspectiva en you look at a coin as it is rotated, the coin appears to remain the same shape

at we can resolve the cross-modal puzzle by considering a different puzzle: the puzzle

throughgut ut 1ts appearance also changes. The challenge is to reconcile the apparent variability of shape
experience 1ts apparent constancy. An attractive answer holds that the visual appearance of shape is
multi-tiere a/ elements of visual shape phenomenology change with shifts in perspective, while
constant elemain invariant. I claim that a parallel distinction between perspectival and constant
elements arises in touch. Specifically, I distinguish three tiers of shape phenomenology, arguing that

analogous tiers ariséfin both modalities. The first two tiers are perspectival, while the third is not.

Moreovert, go are modality-specific, while the third is constitutively multisensory. The solution

uzzle thus lies in the internal complexity of shape phenomenology.

to the cros

This section considers two tempting views about what distinguishes visual and haptic shape experience.

Unfortunatg, both face difficulties.

t is that visual and haptic experiences represent shape at different levels of grain or

specificity.ii ps haptic experience represents more determinable or coarse-grained geometrical
features tha@ visual experience does. This view would suggest a tidy solution to the cross-modal puzzle.
SupposMxperience represents an object as having 5-7 sides, while visual experience represents

it as exactly 6~ hen the two experiences might be similar thanks to representing compatible values

of the dete ¢ shape, but distinct because visual experience represents a more determinate value of

This article is protected by copyright. All rights reserved.



It turns out, however, that haptic shape perception can be remarkably precise. Blindfolded
participants can haptically distinguish a cylinder with a circular cross-section from one whose cross-

section imith an aspect ratio of just 1.03 (van der Horst & Kappers, 2008). This approximates

thresholds istinguishing a circle from an ellipse (Zanker & Quenzer, 1999). Thus, it’s

doubtfulgthgiathesdifference between visual and haptic shape experience is due to systematically greater

determinacM.

A

C

roach holds that visual shape experience constitutively involves the experience of a

more encofipag§in@hspace that objects are seen to occupy, whereas haptic shape experience does not.

Richardson (2014) puts the idea as follows:

us

Vi pearing (or looking) square is appearing to extend into or take up space that
we of as a space in which things can be seen. The same is not true of tactually

appearing (or feeling) square. The phenomenology of feeling squate is not that of

]

appearing to occupy a space in which things can be seen in the square-ish way, or in any

93-494)

wa

d

How do we ience shape in touch? Richardson writes: “We are not, in touch, aware of a region of

M

space h we tactually perceive objects in just this way. We are aware of the things we perceive,

tactually, as in contact with the boundaries of an object, namely, one’s body” (493). Visual shape

[

experience bjects as occupying regions within a spatial field of which we are also aware, while

haptic expe @ es not afford awareness of a spatial field within which objects appear to be located.i¥

pelling, I doubt that this view pinpoints the core distinction between visual and

H

haptic s ce. For it is doubtful that visually experiencing an object’s shape necessitates

{

experiencing the space containing the object. Schwenkler (2012) argues that the phenomenon of Balint’s

syndrome threatenghthis view. Balint’s patients can reliably identify certain intrinsic shapes (e.g., letter

u

shapes), but a ance in reporting the relative positions of two objects (Friedman-Hill et al., 1995).

They also simultanagnosia, or the awareness of just one object at a time, with no reported

A

experience of the wider space encompassing the object. This suggests that visual experiences of shape
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may sometimes occur without experiences of a wider spatial field. If so, then the latter cannot underwrite

the core distinction between visual and haptic shape experience.”

t

ents are not intended as decisive, but I suggest that they are sufficiently worrisome

to warrant a different solution to the cross-modal puzzle.

3. Tier 1 SRape Ph€nomenology

Cri

I turn to mi{ pg8itive proposal. I begin with Tier 1 shape phenomenology. When theorists speak of the way an

object’s sh Sfrom a perspective, 1 think they normally have this tier in mind. Tier 1 phenomenology

U

has three di features.

FirS§ it underdetermines the external, intrinsic shape properties we are aware of in perceptual

1

experience, versa. Two experiences can share Tier 1 phenomenology while differing in the

d

external, intrMsiS8Rapes they represent, and experiences can represent the same external, intrinsic shape

while di Tier 1 phenomenology.

M

1 phenomenology in a modality exhibits similarities that track similarities among the

proximal fegtures the modality exploits to recover external, intrinsic shape. Experiences alike in Tier 1

or

phenomenology tend to be produced by similar proximal stimuli.

T

awareness of external, intrinsic shape is izaginatively entangled with Tier 1

phenomenglogy. Although Tier 1 phenomenology does not determine our awareness of intrinsic shape,

h

the two aregintimatgly bound together in the sense that whenever we perceptually imagine something as

t

having somesimsEgsic shape, our imaginative state exhibits some Tier 1 phenomenology or other.

This sectiom argues that Tier 1 shape phenomenology arises in both vision and touch, but

involves ss of distinct properties in the two cases. For now, I'll only discuss the first two features

of Tier 1 phenomenology. I discuss the third in section 6.
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3.1. Vision I '

Consider t @ circle shown in figures 1a and 1b. We arguably experience the object as circular

from both perspectives, but there is also a sense in which its appearance changes. Our experience of the
|

circle thus &ibits ilJergbectz'm/ variation. More generally, objects perceived as having the saze intrinsic shape

can appear @fferentghen perceived from different perspectives. We can distinguish perspectival variation

from what La 018) calls perspectival similarity. When you view the slanted circle, it appears similar in
some respe an@llipse viewed head on (figure 1c), but at least in this respect does not appear similar
to the head . More generally, objects perceived as having different intrinsic shapes can appear the
same, in SO ct, from certain perspectives.

Figure 1a Figure 1b

This article is protected by copyright. All rights reserved.



I ' Figure 1c. Source: Morales et al. (2020)

e perspectival variation but not perspectival similarity. Perhaps the head-on circle

and the slanted circle appear different, but the slanted circle does not appear similar in any relevant

I
respect to ts head-on ellipse (Smith, 2002; Schwitzgebel, 2006, 2011; Hopp, 2013). Rather, visual
experience wresents the head-on circle and slanted circle as differing in orientation relative to the

perceiver. T unt does not predict any similarity between experiences of the slanted circle and the

head-on ell@rs endorse both perspectival variation and perspectival similarity (Noé€, 2004; Cohen,

2010; Land:

If 1 ager, I’d say my experiences of the slanted circle and the head-on ellipse are similar
in some res ever, this claim is controversial (Schwitzgebel, 2006, 590). Moreover, even if we can
appreciate ilarity between slanted coins and ellipses, one could question whether this is a

genuinely perCeptttal similarity, or one appreciated only through a special act of imagination (Briscoe,

2008).

ccent visual search study bears on the issue of perspectival similarity. It is known that visual

similarity ssngly influences visual search: targets take longer to find when they are visually more similar

circle and a

to distracto@n & Humphreys, 1989). Accordingly, Morales et al. (2020) showed participants a

nd simply asked them to judge as rapidly as possible which was the ellipse. The circle
was prex slanted or head-on. Crucially, if the slanted circle appears similar to the ellipse, then,
given th ch is influenced by visual similarity, the ellipse should take longer to identify in this

condiﬂo#wasso. The effect generalized to real objects shown under full-cue conditions, and also to

other shape classe;s Such results suggest that perspectival similarity is real and efficacious in visual
search. <

This article is protected by copyright. All rights reserved.



Someone might object that perhaps the similarity affecting visual search for ellipses alongside
slanted circles was not phenomenally manifest, instead residing in low-level visual processing. However, this
maneuvquoc. Other similarities that influence visual search (e.g., in size, color, or shape
(Duncan 1989)) are clearly present in phenomenology, so the objector must explain why
this casqgis giagéeeRiion. Morcover, studies show that visual search is governed by features recovered at
sophisticath perceptual analysis, such as amodally completed contours (Rauschenberger &

Yantis, 200, indic@ting that search computations are not generally confined to information in low-level

processing %@t al., 2020, 9).vi

So there 1s introspective and emerging empirical evidence that visual experiences of the slanted
circle and head—o;s ipse are similar in some respect. I'll assume henceforth that perspectival similarity is
real. Tier 1 nomenology comprises those aspects of visual shape phenomenology that exhibit
both perspe tion and perspectival similarity. Such phenomenology differs between experiences of

the head—od the slanted circle, but is shared between experiences of the slanted circle and the

head-o i
uld we account for Tier 1 visual phenomenology? Some views analyze it in terms of our

awareness of relational properties of objects—viz., properties objects have as a function of their relation

to the percser’s viewpoint or the perceptual context (Schellenberg, 2008; Hill, 2016; Green &

ScheﬂenberDPerhaps visual experience represents the so/id angle an object subtends, which is

formed by t

object’s vis!ie boundary (Huemer, 2001, 121; cp. Jagnow, 2012). The slanted circle and head-on ellipse

subtend th*ame s'id angle, while the slanted circle and head-on circle do not."i

rays emanating from an apex at the perceiver’s viewpoint and just grazing the

Others ansze Tier 1 visual phenomenology in terms of the varying ways that vision represents

intrinsic shape. we see a slanted coin, our visual state represents circularity under a different mode

of prese ‘ﬁ@ Burge, 2010, 2014), or via a differently structured vehicle (Lande, 2018), than when we

see the coin head-on. On Lande’s (2018) view, perspectival character is grounded in the array format of
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visual representations. Visual shape representations are composed of cells, each of which represents
features in a given direction; adjacent cells are dedicated to adjacent directions. Because the boundaries of
the headMnd the slanted coin fall along the same directions, they are assigned the same cells.

Conversely! @ ed circle and head-on circle are assigned different cells.

¥ gt Well on the differences between these approaches. Rather, I highlight two common
elements. First, approaches hold that Tier 1 visual phenomenology underdetermines the intrinsic
shapes repr experience, and vice versa. Objects experienced as having the same intrinsic shape
can be expms subtending different solid angles, or can be assigned different cells in one’s

representational array. Likewise, objects experienced as differing in intrinsic shape can be experienced as

subtending the sam#@ solid angle, or can be assigned the same cells in one’s representational array.

Seind, both approaches predict that Tier 1 visual phenomenology exhibits similarities that track

similarities i ximal stimulus. The retinal image compresses with shifts in perspective, and changes
in solid ang’ these compressions. Likewise, if visual arrays comprise cells dedicated to particular
lines of en objects with the same retinal image are assigned the same cells of the array. If Tier 1
visual phe ogy is grounded in awareness of either of these sorts of properties, then we should

expect it to exhibit similarities and differences that mirror the proximal stimulus for vision.i

F o&ence, I'll assume that Tier 1 visual phenomenology involves awareness of solid angle.
This is just lder for whatever feature underwrites the apparent similarity between slanted circles
and head-on ellipses—be it a property represented in experience or an internal structural feature of
experie ents will be neutral on this issue. However, the distinction is important for other
reasons.#y bears on whether representationalism (see section 6) can accommodate Tier 1
visual phenomenol@gy. If Tier 1 phenomenology is grounded in relational properties represented in
experience, then it@an. But if it is grounded in properties instantiated by experiences, then it arguably

cannot. dispute aside for present purposes.
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3.2. Touch

The proxiﬁl stimw)s for touch is not produced through optical projection, so it avoids the kinds of
compressio in the retinal image. Suppose you first pick up a circular coin oriented head on, and
then you pi -shaped coin at an angle. The coins apply pressure patterns that stimulate
mechano-re mnder the skin. These pressure patterns form the proximal stimulus used by the haptic
system to re&e coin’s shape. However, the distances between pressure points are the same in both
cases becau@and reorients to grasp the coin depending on its slant. The haptic proximal stimulus
does not sley compress with slant.

N , haptic shape experience generates analogous puzzles of perspectival variation and

perspectiva ty. Suppose you explore a coffee mug with your right hand, and then you pass it to

your left ha!d. Later, you explore the mug with your foot. These shifts affect the mug’s haptic

appearancemf appears to remain the same intrinsic shape and size. This generates a puzzle of

petspectiva You experience the mug as the same intrinsic shape regardless of whether you hold

itin yo ot lett hand, but it also appears different between these perspectives (see also Schwenkler,

2019, 275- atthen, forthcoming). So haptic shape experience exhibits perspectival variation.

Figure 2b

elliptical part with your right hand. You use the same parts of your hands to explore the object in both
10
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cases, but the relative orientation of your hands changes. The same body parts are in contact with the
objects, but their apparent intrinsic shapes differ because the haptic system also exploits proprioceptive

informaMody posture and movement in computing shape (Yau et al., 2016; Briscoe, 2019).

There is a ch the two objects haptically appear similar from one’s perspective, but you

experienge agiRgasydiffering in intrinsic shape.

Tier tic phenomenology requires awareness of one’s body. We must, however, distinguish it
from tactile iOhs like itches or aches. Tactile sensations may represent the condition of certain body
parts (Tye, but they don’t represent the presence of an external object impinging on those body
parts (see Matthen, forthcoming). Tier 1 haptic phenomenology is externally directed in a way that mere

tactile sensations not.

US

I ptopose that Tier 1 haptic phenomenology involves experientially representing an external

N

object as ap essure to a collection of body parts Py...Py. Such pressure can result from the

voluntary u e, but need not. We can experience an object as applying pressure to certain body

d

parts w remain passive and motionless, and we can perceive the geometrical features of objects

under the ons (Haggard & Giovagnoli, 2011).

M

The applied pressure can be either direct or indirect: It can involve immediate bodily contact with
an object (a 1), or it can involve a material intermediary between the object and one’s body. The

latter provi modates cases of what Fulkerson (2014) calls distal touch. Suppose that you become

or

aware of the f a rock by exploring it with a stick. Here, the object is not in direct contact with your

n

body, b ssure to your body by way of the stick.*

{

U

W erstand the collection of body parts to which an object applies pressure as the

object’s so wjection—the locations, in somatotopic coordinates, where the object presses against

the body. S pic coordinates remain fixed despite shifts in body posture. As I wave an object back

and forth, 1 otopic projection remains stable. A spatiotopic reference frame, conversely, specifies the

A

locations where an object pressures the body in external coordinates that shift with changes in posture
11
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(cp. Bermudez, 2005). The haptic system employs both somatotopic and spatiotopic encoding. Subjects
are worse at judging the order in which their hands are tapped when their arms are crossed (Yamamoto &
Kitazaley due to the conflict between left-right relations in somatotopic and spatiotopic
frames. Sti @ coded somatotopically during the first 100 ms after stimulus onset, while spatiotopic
encodinggermagiggsy2) ms post-onset and recruits posterior parietal cortex (Azafién & Soto-Faraco, 2008;
Azafién et m Tier 1 haptic phenomenology plausibly arises from eatlier stages of somatotopic

encoding.

It 1ble that the experiential representation of somatotopic projection accounts for only part

USC

of Tier 1 haptic phenomenology. Perhaps Tier 1 haptic phenomenology a/so involves the experiential
representation of badily posture or movement.® For example, your haptic perspective on the shape of a

pencil mig pending on the specific exploratory movements you use to recover its shape, or the

n

specific ha you adopt. I find these suggestions plausible, and I am inclined to believe that Tier

1 haptic phgno % ogy is internally complex. Thus, my central claim is that the experiential

d

represe atotopic projection constitutes a core element of Tier 1 haptic phenomenology, and

that it determine specific patterns of perspectival variation and similarity discussed earlier. Other

M

aspects tic phenomenology might generate their own, independent patterns of perspectival

variation/sigilarity.

[

Be inuing, let me forestall a concern with the idea that shifts in somatotopic projection

O

suffice for s aptic perspective. It’s clear that changes in an object’s somatotopic projection alter

the proxim@l stimulus for touch. However, not all changes in the proximal stimulus produce changes in

h

perspectivegon an glsject’s shape. Suppose you view a coin head-on with your left eye closed, then view it

{

again with eye closed. This changes the proximal stimulus for vision, but doesn’t seem to alter

U

your petsp its shape in any meaningful way. So why should we construe changes in somatotopic

projectio ogous to changes in the coin’s orientation as opposed to changes in the eye used to view

A

it?

12
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My reply appeals to a disanalogy between rotating the coin and viewing it with different eyes.
Although both alter the proximal stimulus for perception, arguably only the first alters the zzputs to visual
computhe. The inputs to visual shape computations certainly include an object’s 2D retinal
shape (e.g., though other cues are likely important too.x Critically, 2D retinal shape remains
the samggthgaaghggacre changes in which retina an object stimulates (assuming the object is oriented the
same way vh)th eyes), but shifts with changes in orientation. So information about which eye is
used to vieW the coflh may be filtered out prior to the computation of external shape. In the haptic case,
however, infgrmagion about somatotopic projection cannot be filtered out this way. Haptic computations
of shape ne igicorate information about pressure to the body with proprioceptive information about

body posture. Becaise the same proprioceptive information signifies different external shapes depending

U

on how an object pressures the body (Berryman et al., 2006; Briscoe, 2019; Matthen, forthcoming),

somatotopi@projection is zueliminable in the haptic computation of shape. Perhaps, then, the proximal

[

changes th anges in perspective on a property are just those changes that affect the inputs to

d

computationslr sible for recovering the property. If so, then changes in somatotopic projection are

more like s in the coin’s orientation than in the eye used to view it.

M

elation between Tier 1 visual phenomenology and Tier 1 haptic phenomenology? I

argue that the two are analogous but distinct.

£

O ess of somatotopic projection underdetermines the intrinsic shapes we perceptually

O

represent, a ersa. Tier 1 haptic phenomenology is shared between experiences of differently

shaped objg€ts explored using the same body parts, and varies between experiences of same-shaped

g

objects explored usmg different body parts. This mirrors the way visual awareness of solid angle

{

underdeten:,\al awareness of intrinsic shape, and vice versa. So Tier 1 phenomenology is

analogous imEENISEESpect between sight and touch.

ore, Tier 1 haptic phenomenology exhibits similarities that track similarities in the

proximal features used to recover an object’s intrinsic shape. The pressure forces applied to the body
13
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simply are the proximal stimulus for haptic shape recovery. So if Tier 1 haptic phenomenology involves

awareness of an object’s somatotopic projection, then trivially it mirrors the proximal stimulus for touch.

{

In this re , Tier 1 phenomenology is analogous across modalities.

3

P

N icr 1 shape phenomenology differs across modalities. We only experience an
object’s solid angle through vision, and we only experience an object’s somatotopic projection through
touch. Becauge these properties are different, they determine distinct patterns of perspectival similarity and

variation b

Cll

odalities. Two objects can subtend the same solid angle while differing in their

somatotopiffpr@fection, and vice versa. Thus, Tier 1 shape phenomenology is analogous but distinct

S

across modalities.

4. Tier2 S nomenology

@ logy is perspectival because it changes with shifts in perspective on an object.

1, Tier 2 phenomenology is not shared between experiences of objects that we
perceive as diffesif in intrinsic shape. Tier 2 phenomenology thus exhibits perspectival variation but not

perspectival similarity. I’ll also argue that Tier 2 phenomenology differs across modalities.

Tiewmenology involves awareness of an object’s intrinsic shape within a perceiver-

ame, where parts of an object are specified by their distances and orientations

relative to an Ofigin and axes anchored to the perceiver’s body. The idea that visual experience represents
shape in a pgrceiver-centered manner is not new (Peacocke, 1992, 63; Briscoe, 2008; Bennett, 2012). My
present Myond this. I suggest that perceiver-centered shape representations arise in touch as

well as visioft, at the associated phenomenology differs in the two cases due to differences in the

relevant percciver-centered frames.

1d distinguish the question of whether visual experience represents intrinsic shape az a//

from the question of whether the experiential representation of intrinsic shape is znvariant to perspective. An

14
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object’s intrinsic shape consists in the geometrical configuration of its boundary points. However, the

same geometrical configuration can be represented in different reference frames, and within some frames,

the way Mted varies with the object’s position or orientation. A perceiver-centered

representa slanted circle, for instance, differs from a perceiver-centered representation as of a
head-onggirglebeease the representations attribute different distances, directions, and orientations to
parts of thehonetheless, both representations can fully specify the circle’s intrinsic shape.

Perceiver-c@ntered $hape representations represent intrinsic shape, but the way they represent intrinsic

C

shape varies wit ifts in perspective. Hence they exhibit perspectival variation.

S

Recall that two experiences can represent the same solid angle or somatotopic projection while

differing in the intdfisic shapes they represent. Conversely, any two experiences that represent the same

U

perceiver-c ape content (the same arrangement of distances, directions, and orientations of an

n

object’s ed rfaces) also represent the same intrinsic surface shape. Thus, Tier 2 phenomenology

does #ot exBibit pectival similarity. It is not shared between experiences of objects we perceive as

©

differin hape.

M

4.1. Vision

The images i ¢ 3 all subtend the same solid angle, but they clearly appear different.xit Plausibly, one
way they di t the objects’ surfaces appear to be arranged differently in depth relative to the
perceiver. experience certain regions as protruding toward us, others as receding away, and these

n

patterns vaty among the objects. At some level, visual experience seems to represent an object’s shape in

t

U

terms of the di s and orientations of its component surfaces and edges. This is Tier 2 visual

phenomen

A

15
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Figure 3. Source: Fleming et al. (2004). Reproduced with kind permission of the Association for Research in Vision
and Ophthalmolo

t

On€ might object to this introspective argument. To be sure, we visually experience the

I

perceiver-ce stances and orientations of lcal surface patches. However, one might insist that this is

distinct fro nomenology of shape—which concerns an object’s global geometrical structure.

a

Perhap perience of shape comprises both perspectival Tier 1 aspects and object-centered

shape cont section 5), but no intermediate layer of perceiver-centered content.

M

However, there is compelling evidence for visual representations of shape in perceiver-centered

coordinate

I

resentations are involved in recognizing objects through changes in orientation. To
play this ro @ resentations must integrate information about surface patches into a specification of
the object’s overall shape. Since these representations are employed in the prototypically ventral process

of obje ition, it is reasonable to suppose that they ground aspects of visual shape phenomenology

L

(Goodal i 992).

Visual recg@nition is view-dependent: When we see a shape at one orientation, we are often
worse at recogii the shape at new orientations than at the familiar one (Tarr & Pinker, 1989; Peissig
& Tarr, 2 eral studies suggest that these patterns of view-dependence atre best explained by

representations of global shape in perceiver-centered coordinates.s¥ Bennett and Vuong (2006) found that

16
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when subjects were familiarized with an object at one orientation, they recognized it more accurately at
new orientations when stereo cues were available than when they were absent. However, there was still a

signiﬁcaMerformance at new orientations even in the stereo condition (cp. Cristino et al., 2015).

To explain ) advantage, the shape representations employed must encode information about
distancegqigasiehy 2D image features (pace Poggio & Edelman, 1990). However, they must also encode

shape diffehlifferent orientations to explain the falloff in performance with orientation changes.

Representa@trinsic shape via perceiver-centered distance and orientation can explain both

tindings.

So the ear;;et introspective observation converges with psychophysical evidence. The visual
system forms re;r;ntations that specify intrinsic shape in terms of perceiver-centered features. These
representatj tlie Tier 2 visual phenomenology. Such phenomenology exhibits perspectival
variation b spectival similarity. The slanted circle and head-on circle differ at Tier 2 because their

edges and e experienced as having different depths and orientations. However, the slanted

circle a/l the head-on ellipse in these respects, so perspectival similarity is absent. Thus Tier

2 phenomenolo ntrasts with Tier 1.

4.2. Touch

Sensitivity (@int might seem like a distinctively visual phenomenon. When we see an opaque

object fro xed viewpoint, its backsides are hidden from view, making it more difficult to recover its

entire shape, onveisely, when we feel an object we are often free to explore most of its surfaces at a

single orientati cclusion is a more pervasive issue in vision than in touch. Interestingly, however,
there is evi perceiver-centered shape representations are formed and used in haptic recognition
as well. I copj ¢ that such representations underlie aspects of our haptic experience of shape.

17

This article is protected by copyright. All rights reserved.



I start with evidence for orientation-dependence in haptic recognition. Lacey et al. (2007) had
participants feel a set of four objects each composed of a collection of blocks. Each object was explored
ata ﬁxew, although subjects were free to explore both its back and front. Next, a single object

was presen @ ibjects had to say which of the initial four it was. When the object was presented in a

P

new origgtasgiskecoonition accuracy dropped significantly, mirroring standard results from vision.
OrientatiorMnt haptic recognition has been documented in several other studies as well (Newell et
al., 2001; La€ey et all 2009; Lawson, 2009, 2011). Thus, the haptic system plausibly forms representations

of shape in m—centered reference frames. Such representations exhibit perspectival variation and
8

account fo on costs across orientation changes.

So there i; level at which haptic shape representation is perceiver-centered. But what sort of

perceiver—cgference frame is involved? Where is its origin, and what are its axes?

Astgi ers and colleagues have shown that systematic biases in the perception of
geometricam during manual exploration are best explained within a band-centered frame (Kappers &
Viergev ; Volcic & Kappers, 2008; van Mier, 2014), where lines perceived as “vertical” are,
roughlyEel to the imaginary line leading from the center of the wrist to the tip of the middle
finger. Kappers and Viergever (2006) blindfolded participants and asked them to adjust the orientation of

a test bar us' it felt parallel to a reference bar felt with the other hand. Subjects had to keep the relative

orientationDhands fixed during the task: both hands pointed outward, both pointed
1 ;

rightward/

errors Varij predictably with hand posture. When subjects’” hands diverged and they felt a vertical

reference bi with ’eir right hand, the apparently parallel test bar was rotated about thirty degrees

converging toward each other, or diverging away. Kappers and Viergever found that

counterclonm the reference bar. While the bars were objectively non-parallel, they were oriented

approxima me way relative to their respective hands.x If subjects tried to make the bars parallel
by positiQad em at roughly the same hand-centered orientation, one would expect this sort of error.
Other perceive ered frames (e.g., eye-centered, trunk-centered) cannot explain this result.xi
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These findings highlight the difference between Tier 1 and Tier 2 haptic phenomenology. When

the reference/test bars were held with different hands, their Tier 1 phenomenology differed. However,

they WerMCnced as sharing perceiver-centered features—namely, the property of being a straight

rod orienteo. The latter is a case of Tier 2 haptic shape phenomenology. Another example:

Place youir gekiplgiac in front of you so that its vertical axis runs outward. Now close your eyes and

explore it vhight hand, and then with your left. Next, turn the phone sideways and explore it with

your right ﬁ@x. In an important respect, the first two experiences are more similar than either is to

the third. T istinctive phenomenology of feeling your phone’s shape at a vertical hand-relative
i8e's

orientation ardless of which hand you use to feel it.

Visual ansaptic Tier 2 phenomenology differ in reference frame. We are visually aware of an
object’s str tive to our eyes and direction of gaze—its layout in “visual space”—and haptically
aware of its relative to the body part(s) used to explore it—its layout in “haptic space.” Thus,

Tier 2 phef®@m w oy typically differs across modalities.

it aiways differ? Might you orient your body so that an object’s layout in haptic space
precisely 1ts layout in visual space? If so, wouldn’t the same perceiver-centered shape properties
be represented both visually and haptically? If so, this would suggest that Tier 2 phenomenology can
match crosﬁodaﬂz, at least on occasion. I'll remain agnostic on whether this can occur. For it to occur,
however, thapric egocentric reference frames must be the same excepz for the placement of their

origins and ey needn’t be. If, say, one modality employs polar coordinates while the other

employs Ciesian coordinates, there would be no way to position the object so that its perceiver-

centered reiesent’ons precisely matched cross-modally. In any case, we can conclude that Tier 2

ce a match.

phenomen:/ﬁ/ differs across modalities. It may always differ, but even if not, special effort would

be required

5. Tier 3 Shape Phenomenology
19
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I've elucidated two tiers of shape phenomenology that are both perspectival and modality-specific. This
section turns to Tier 3 shape phenomenology. Unlike its predecessors, Tier 3 exhibits neither perspectival

SimilariMctival variation. Rather, it involves awareness of an object’s intrinsic shape in object-

centered ct remain fixed through perspective shifts. I’ll also argue that it is constitutively

s O —

L

5.1. Tier 3 Phentonmenology in 1 ision

Structural schémres oPshape representation have played a prominent role in perceptual psychology. This

subsection argues tit the contents of structural representations are reflected in visual shape experience.

Such repret underpin Tier 3 shape phenomenology.

Two characteristics of structural representations deserve emphasis.xvi First, they are part-based. A

pnted as comprising a cylindrical part and a handle; a human body is represented as
compti bs, and torso. Structural schemes privilege these parsings over others because part
decompositio s systematic principles. The minima rule says that part boundaries are located at
sharp curvature concavities, while the short-cut rule says that an object is divided into parts by linking these
concaviriesSong the shortest paths possible (Hoffman & Richards, 1984; Singh & Hoffman, 2001). Part
structure th@d is efficacious in perceptual processing: It influences visual attention (Barenholtz &

Feldman, 2

1998), a@tion of orientation (Cohen & Singh, 2006).

characteristic is view-invariance. The intrinsic shapes of an object’s parts ate encoded

relative to @ored to the parts, and the spatial relations between parts are encoded in terms of the

parts’ relati one another, rather than to the perceiver’s viewpoint (Biederman, 1987; Hummel,
2013). @one part might be represented as atop or side-attached to another.

al search (Xu & Singh, 2002), the perception of transpatrency (Singh & Hoffman,
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e
Q.

H
Figurdg! 1 axis structure of the Figure 4b. Medial axis structure of the body. Sozurce:
hand. grce:Fgldman & Singh (20006). Kimia (2003). Reproduced with kind permission from
Copynight 2008¥National Academy of Elseviet.
Qeinnrac

A growing body of evidence suggests that the visual system constructs view-invariant
representamtracting an object’s medial axis structure. The medial axis is composed of the set of
points in tig of a figure that have two or more closest points on the figure’s boundary. The

medial axis

structural s@cause distinct parts of an object normally correspond to distinct axis branches

(Kimia, edial axis of a human hand includes separate branches for each finger, and the
medial axis of t dy has separate branches for separate limbs (figs. 4a-4b). These axes can be

incorpo

s a “skeleton” from which the object is grown. Medial axes figure prominently in

object-centered representation wherein edges along a shape’s boundary are encoded

via their disgances and directions from corresponding points along its axis (Blum & Nagel, 1978; Feldman

& Singh, 200 e relations between parts are specified through the locations at which different axis

branches inge e another. This representation remains fixed through changes in position and

orientation /g w-invariant).

Oi visual 'ystems recover medial axis structure and exploit it in sensory processing. Medial axis

structure in isual contrast sensitivity (Kovacs et al., 1998) and texture segregation (Harrison &
Feldman, 2 thermore, when subjects are asked to tap a shape wherever they like, taps tend to
cluster a e medial axis in ways that cannot be explained by a general tendency to tap shapes
toward the cen irestone & Scholl, 2014; Ayzenberg et al., 2019). Finally, physiological evidence
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indicates that the lateral occipital cortex (LOC), an area dedicated to representing shape for object
recognition, encodes medial axis structure in an orientation-invariant manner. Patterns of activity are

selective MCC'E’S medial axis structure, and these patterns remain relatively stable through changes

in the objed ation (Hung et al., 2012; Lescroart & Biederman, 2013).

gu b evidence suggests that structural shape representations are probably generated in visual

processing. eir contents reflected in visual phenomenology? I believe they are.

Structttal representations can explain the stability in shape appearance through changes in

S

otientation sidét the coin. The coin’s medial axis includes just a single point (its center), and its outer

boundary i by its radius. On the current proposal, your experience exhibits stable Tier 3 shape

U

phenomen spite changes in the coin’s orientation because you experience it as possessing a fixed

medial axis§tructure and fixed radius throughout.

A

T

tructural representations is even more salient in experiences of complex, multi-part

a

objects. Because such representations make part structure explicit, they enable a distinction between
changes that object’s part shapes intact and those that alter part shapes, even when both involve
changes jeet’s global shape, position, and orientation. When a person walks across the room, her

global shape changes constantly, as do her perceiver-centered position and orientation. However, a

I

structural s licitly represents the features that remain stable through such changes: the

decomposifio body into parts, the intrinsic shapes of those parts in part-centered coordinates, and

the part-cen ations of joints between parts. These features together comprise an object’s
composity Green, 2019).

Comisitiond structure shared

E
Tt

Base gimulus Test gimulus 1 Test gimulus 2

This article is prote:
!ompositionai structure di!erent

(joint location dtered)



e
Q.
-

O Figure 5

All else Eiial, changes that disrupt an object’s compositional structure are more salient or striking

than those rve it, and this difference is phenomenally manifest. Consider the two
transformations ojﬂe human body shown in figure 5. Test stimulus 1 shares compositional structure

with the base stimulus on the left, while test stimulus 2 does not, since a joint location is altered. The

change frot!the base to test stimulus 2 is more phenomenally salient than that from the base to test

stimulus 1. marent shape similarity is governed by compositional structure.

ical results substantiate this introspective observation and extend it to novel objects
where familiart ot a factor. Barenholtz and Tarr (2008) showed subjects a novel base shape along
with tw ions of the base, one of which retained compositional structure while the other did

not (involving either a change in joint location or in intrinsic part shape). When asked which of the two

was more similar to the base, subjects reliably selected the shape that preserved
re, even though both had roughly the same pixel-by-pixel overlap with the base

shape.

Mie receﬁ]y, Lowet et al. (2018) found similar results in a shape discrimination paradigm.

Subjects sa‘jf shapes and judged whether they were the same or different. On same-shape trials,

one object ted version of the other, while on different-shape trials, the objects either shared or
iffered i axis structure. Shapes that shared medial axis structure tended to share part shapes an

differed tructure. Shapes that shared medial tructure tended to share part shap d

part-centere cations, but differed in the angles between parts. Lowet et al. found that subjects

were significantly better at detecting shape differences across rotation when the objects differed in medial
23

This article is protected by copyright. All rights reserved.



axis. Thus, shapes that share compositional structure are less perceptually discriminable than those that

don’t; this pattern holds across changes in position and orientation.

T

So itional structure influences apparent shape similarity. This, I claim, is because it is
represente erience. Objects that share compositional structure are experienced as sharing a

[ * . . .
property; tfsse that differ in compositional structure are not.

Tigff5 ph&omenology involves awareness of part-based, view-invariant structure. Thus, it

SG

exhibits neith rspectival similarity nor perspectival variation. It involves awareness of intrinsic shape,
so it is not d een experiences of the slanted coin and head-on ellipse (unlike Tier 1). And it
involves a

f shape within view-invariant, object-centered reference frames, so it remains stable

through shi rspective (unlike Tiers 1 and 2).

Nnu

5.2. Tier 3 Rlagno @ ngy is Constitutively Multisensory

d

Introspec ms to reveal Tier 3 phenomenology in touch as well as vision. When you explore a mug
with yo closed, the handle seems like a separate part from the cylinder, and you experience its
global shape as remaining stable despite changes in its orientation or in the hand you use to explore it. We

also seem t&pectaﬂons based on haptic experiences of part structure. When you feel a toy action

tigure, it se

@  likely that the figure’s limbs will turn about their joints than that they will stretch or
contract. But af€ these intuitions empirically supported? If so, is Tier 3 shape phenomenology the same or

different acfpss modalities?

i cl!m tgat Tier 3 shape phenomenology is constitutively multisensory. It is not uniquely associated
with either vision ostouch. Rather, at least sometimes it belongs to both modalities. But what is it for an
aspect of phe character to be uniquely associated with a modality? O’Callaghan (2015, 2019)

helpfully ishes two answers.
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First, we might say that an aspect of phenomenal character—a “phenomenal feature”—is
uniquely associated with a modality when it is distinctive to that modality. Phenomenal feature P is uniquely
associatwality M when no experience that is not of M could instantiate P. If so, the claim that
Tier 3 shap @ enology is constitutively multisensory amounts to the claim that the features

charactegiviggeligias phenomenology can be instantiated by both visual and haptic experiences.

A secondapproach allows that the same phenomenal feature could be instantiated by a visual
experience fime and by a haptic experience at another time, but be uniquely associated with just

one modali agh occasion. On this approach, the phenomenal features associated with a modality on

S

[4

an occasion include “just that which a corresponding mere perceptual experience of that modality could

instantiate” (O’C han, 2015, 561, emphasis added). A mere perceptual experience of modality M is an

J

experience is not an experience of any other modality—e.g., a visual experience that isn’t

n

auditory, h atory, or olfactory. A corresponding mere experience of modality M is a mere

experience @f er equivalent stimulation” (2019, 129). Suppose that a subject enjoys concurrent

d

visual a nomenology thanks to retinal stimulation R and cutaneous stimulation C. Then,

O’Callaghan su, , a corresponding merely visual experience is one that the subject could have

M

underg ceived R alone on that occasion. On this conception, Tier 3 shape phenomenology

is constitutigely multisensory provided that some perceptual expetiences have Tier 3 phenomenology that

Or

no corresponding merely visual or merely haptic experience could have.

Ca t conception the distinctiveness conception, and the second the unisensory-correspondence

conception. THey differ. It’s possible that Tier 3 phenomenal features are instantiated by both visual and

h

haptic expegiences at various times, but that whenever they occur, they could have been instantiated by a

t

correspondi y visual or merely haptic experience. Then Tier 3 phenomenology would be

multisenso e distinctiveness conception but not the unisensory-correspondence conception.

A

hat Tier 3 shape phenomenology is constitutively multisensory under both conceptions.

The same Tier 3 phenomenal features can be instantiated by both visual experiences and haptic
25
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experiences, so Tier 3 phenomenology is distinctive to neither modality. Furthermore, some experiences

exhibit Tier 3 phenomenal features that no corresponding merely visual or merely haptic experience could

exhibit. H

5.2.1. The onception. Leading views of the metaphysics of perceptual experience divide into
two camT)s. ome accept what Pautz (2017) calls znternal dependence. These views hold that the phenomenal

character o E:pei ence is determined with at least nomic necessity by physical-functional properties of

the brain. S include type physicalism (Hill, 1991), narrow functionalism, Pautz’s brand of non-

naturalistic marionalism (Pautz, 2017), and forms of property dualism on which mental properties
nomically supervene on internal physical-functional properties (Chalmers, 1996). Others reject internal
dependence, holdin8 instead that phenomenal character is grounded in the worldly properties of which

we are awagrealists hold that we become aware of such properties by being directly acquainted

with them 1, 2002; Brewer, 2011), while naturalistic representationalists hold that we become

aware of thé % they figure in the representational content of experience (Dretske, 1995; Byrne &

Tye, 20 at regardless of which camp you occupy, you should accept that the same Tier 3
phenomenolo be instantiated by both visual and haptic experiences.
Suppose, first, that you believe phenomenal character is grounded in the worldly properties we

perceive. T@motivate the claim that Tier 3 phenomenology is multisensory on this view, we must show

that both nDafford awareness of the same part-based, view-invariant structure. Evidence suggests

that this is t

[
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Higu SNEWSae: Erdogan et al. (2015). Reproduced under the Creative Commons Attribution License.
Firsggbo odalities appear to represent shape in a part-based manner, and they parse objects in
similar ways$ n et al. (2015) produced a set of 16 objects (fig. 6). All objects had the same overall
spatial arrag@eg@ientibut individual parts could adopt one of two shapes. Subjects rated the similarity of

each pair o rom 1-7. On a given trial, the objects were either both seen, both felt, or one seen

and the ot ilarity ratings were strongly predicted by shared part shapes, and average ratings
were highlyfeOrrelated (~0.95) both between modalities and between intramodal and cross-modal
conditionngaiBert et al,, 2010; Masson et al., 2016). Plausibly, then, we apprehend the same part
structure infyisi d touch, and this helps explain why shape similarity ratings are similar regardless of

modalit

, studies on cross-modal recognition suggest that vision and touch both represent shape in
a view-invariant manner. The Lacey et al. (2007) study discussed eatlier found that recognition is view-
dependent Wth vision and touch. However, the study also investigated cross-modal recognition.

Participant ficred four objects in one modality, then had to identify one of the four objects

through the 6

recognitiongas otientation-zvariant—i.e., equally accurate at familiar and unfamiliar orientations.

SubsequWave reproduced this result (Lawson, 2009; Lacey et al., 2010; Ueda & Saiki, 2012).

modality, either at the same or a different orientation. Critically, cross-modal

Thus, cross cognition seems to employ representations that permit equivalent recognition
performan ess of orientation. A natural explanation is that, at some stage, vision and touch both
represe object- or part-centered coordinates, and cross-modal recognition relies on awareness
of this same view=#yariant structure in both modalities.
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These studies suggest that the representations responsible for our ability to compare shapes across
modalities are structural: part-based and view-invariant. This is why cross-modal similarity ratings are

predicteMucture, and why the ability to recognize shapes across modalities is insensitive to

OrientationQ

" , viston and touch plausibly afford awareness of the same part-based, view-invariant

structure. It you helieve that Tier 3 phenomenal character is fixed by the worldly properties we are aware

of, then yo ccept that it can be instantiated by both visual and haptic experiences. If so, Tier 3
phenomenmstinctive to neither vision nor touch.

N e you endorse internal dependence. You believe that phenomenology is fixed by
internal ph finctional properties, not by the worldly properties we are aware of. Such views permit

modal diff%nces in Tier 3 shape phenomenology even if we are aware of the same properties in both
cases, provm)hysicalfunctional differences are present.
However, the physical-functional states responsible for our awareness of part-based, view-

invariant stru

obably do not vary between modalities. The very same internal states represent these
ses. Thus, if you accept internal dependence, then you should a/so accept that Tier 3

proper

phenomenology is distinctive to neither vision nor touch.

L

Sectj argued that Tier 3 visual phenomenology is underpinned by structural representations
based parti LOC. While LOC was traditionally construed as a purely visual area, more recent
studies shofithat it contributes to haptic shape processing too. LOC is responsive when subjects feel an

§

t

U

unseen object with 3 coherent shape but not when they feel a texture pattern (Amedi et al., 2001). The
relevant re OC are not activated by meaningful auditory signals (Amedi et al., 2002), suggesting
that it is inv, e multisensory processing of shape, not just any information pertinent to

recognition rmore, damage to LOC impairs both visual and haptic object recognition (James et al.,

2006).wii

A
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Recall that Erdogan et al. (2015) found that part structure governs shape similarity both within
and between modalities. A follow-up study investigated the physiological basis of this effect. Erdogan et
al. (2016Mts either view or feel each of the objects from figure 5 while fMRI recordings were
taken frorns. Critically, it was possible to decode the set of part shapes comprising an object
from thggl Qlegkespgnse it elicited, regardless of whether the object was seen or felt. Furthermore, in both
modalities, h a significant correlation between neural similarity matrices (the degree of similarity
between L@C resp@hses to pairs of objects) and the subjective similarity ratings reported by Erdogan et

al. (2015). Tsemlts suggest that LOC generates part-based representations in both vision and touch,

and these p nderlie the patterns of apparent shape similarity discussed above.

Lace; an;;thian (2014) propose that view-invariant cross-modal recognition is mediated by

LOC. Shapgng in vision and touch begins in unisensory areas, but converges in cross-modal

areas later Off: that LOC is involved in both visual and haptic shape representation, it is a prime
candidate f@t of coordination involved in cross-modal recognition. Moreover, there is evidence

that, at , LOC can produce view-invariant responses to shape (James et al., 2002). And,

recall, there is e ce that LOC represents medial axes in a view-invariant manner.

So LOC plausibly supports structural representations in both sight and touch. The final step is to
argue that iSuﬁRorts the same structural representations in both cases. The mere fact that LOC is
activated b y and haptically does not establish this. The neural states within LOC might differ

cross-mod if they are the same, they might play different functional roles in the two cases,

thereby im!ementing distinct representations. I claim both of these possibilities should be rejected.

Hmendoned carlier, Erdogan et al. (2016) found similar LOC activity across
modalities. For all Jarticipants, the LOC activity patterns while seeing a shape were significantly more

alike when touchigggthe same shape than when touching a different shape. Further evidence for cross-

in LOC representations comes from neural adaptation. Tal and Amedi (2009) showed
subjects pictures of objects, and then had them feel either a same-shaped object or a different-shaped
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object. fMRI recordings revealed a significantly greater reduction of LOC activity when the same shape
was repeated across modalities. This again suggests that LOC exhibits similar response patterns to shape

regardleMty. Because of this, adaptation transfers better across modalities for same-shaped

objects thaf @ rent-shaped objects.

T‘hse !mamgs suggest that the same physiological states are responsible for our awareness of

part-based,

variant structure in both vision and touch. Still, someone might object that this leaves

open the p f an internal functional difference across modalities. Perhaps the same neural states
play differe@t fulicti®nal roles between modalities, just as pieces of computer hardware implement distinct

representations, marked by different functional roles, depending on the program being executed. Against

this, I contend thaghe visual and haptic representations responsible for cross-modal recognition overlap

both phys1ﬂand functionally (cp. Green, 2020).
haptic view-invariant representations share functional role, then revising one
representa mandate the same revisions to the other. Such automatic cross-modal transfer

e representations are updated and modified in the same way given sensory input.

would s
Alongside siological evidence already discussed, this would provide strong indication that our

visual and haptic view-invariant shape representations are both physiologically and functionally type-

identical. s

( @ odal shape recognition generally starts out view-dependent, viewpoint sensitivity

There are various reasons this might be so. However, one attractive explanation is

ion with an object increases the detail, precision, or speed of formation of its view-

invarianfﬁsentation, rendering recognition less view-dependent. Such changes are indicative of

how View—invariansepresentations are updated given sensory input. Importantly, a study by Lacey et al.

(2009) suggests t hatever revisions are involved in this process transfer automatically across
modali

This article is protected by copyright. All rights reserved.

30



In the first stage of the study, subjects encountered novel shapes within a modality and had to
recognize them within the same modality. Unsurprisingly, recognition accuracy was otientation-
dependem of modality. Next, there was a brief training session within a single modality where
subjects eit @ r felt the objects at multiple orientations. Finally, recognition was re-tested.
Importagt!yiekespgstive of which modality was used in training, recognition became view-invariant
within both hs Training in vision induced view-invariance in touch, and vice versa. Updating view-

invariant reffresentdfions in one modality mandated the same updates to view-invariant representations in

C

the other, sugoe that they don’t merely overlap physiologically—they share functional role as well.

S

Thus, thete is evidence that our awareness of part-based, view-invariant structure arises from the

very same physicaldhnctional states in both modalities. If you endorse internal dependence, then you

U

should acc e phenomenology associated with these states of awareness is the same in both cases.

n

If so, then nomenology is distinctive to neither vision nor touch. On the distinctiveness

conceptionf{T1 enomenology is constitutively multisensory. This holds regardless of whether

d

pheno 1 is fixed by the brain or by the world.xix

5.2.2. The ry-Correspondence Conception. 1 turn to the second conception of what makes a

M

phenomenal feature constitutively multisensory. Under the unisensory-correspondence conception, Tier 3

phenomen is constitutively multisensory on an occasion provided that it is not shared by any

[

correspon y visual or merely haptic experience.

O

If visi touch employ the same system of structural representations, it stands to reason that

we sho combine visual information about one part of an object with haptic information

L

about an Pproducing a composite representation of the object’s global shape. Suppose you see a
coffee mug while 1f§handle is occluded from view. Now reach behind the mug to grasp the handle. You

find that the handleghas an unusual shape, protruding outward to a sharp point. Plausibly, visual

shape experience. You experience the mug as a multi-part object consisting of a pointy handle side-
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attached to a cylinder. It is also plausible that your experience represents this shape in a view-invariant

manner. You expetience the handle as side-attached to the ¢ylinder, not merely as located somewhere relative

to your W Thus, the phenomenology in this case likely resides at Tier 3.

1f Q, then Tier 3 shape phenomenology is constitutively multisensory under the
I

. u . Lo .
unisensory-gprrespondence conception as well as the distinctiveness conception. The phenomenology of
experiencin% EEe Eug’s global shape could not be exhibited by any corresponding merely visual

experience ivalent retinal stimulation but without haptic input) or merely haptic experience

(vice versa) @Eighcr Bxperience would inevitably leave out aspects of the mug’s shape that are represented

in the multisensoi shape experience you actually enjoy.™
5.3. Sﬂ;ﬂmz'r:

This compl@lu‘dom to the cross-modal puzzle. When you see the pencil and then touch it, your

salient respects. Thanks to Tier 1 phenomenology, you are aware of the pencil’s

“perspectiva rties, and these differ cross-modally. In vision, you are aware of the solid angle it

subtends. In touch, you are aware of it as applying pressure, directly or indirectly, to certain body patts.
Thanks to !er 2 phenomenology, you are aware of the pencil’s shape features in perceiver-centered

reference fra at differ across modalities. However, thanks to Tier 3 phenomenology, you are aware

O

of the very metrical features, specified in the very same way, through both modalities. At this

tier, visual aptic shape phenomenology are the same. But there is no conflict among the tiers, within

n

ut

or across modalitics, Shape phenomenology is complex, not inconsistent. Its complexity is what allows us

to resolve t odal puzzle.

6. Imag ntanglement

A
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I've argued that certain aspects of shape phenomenology are common to sight and touch. However, some
philosophers have explicitly rejected this view. Recall Lopes’ (2000) suggestion that visual and haptic
experienmmnctive phenomenal characters through and through” (445; see also Block, 1996;
O’Dea, 20 such claims are sometimes advanced without argument, the literature does contain a

powerfulgchalleggegto the claim that aspects of spatial phenomenology are shared across modalities. T’ll

call this thehmm imaginative subtraction.

Th@e from imaginative subtraction is usually raised as a problem for representationalism

about perc%erience. Representationalists hold that the phenomenal character of experience is
determined by its representational content: Necessarily, any two experiences that differ in phenomenal
character also diffefin representational content (Tye, 2000, 69). Representationalism is often associated
with the clai atial phenomenology is shared between experiences of different modalities. For,
plausibly, c tial contents are shared across modalities. If so, and if spatial content fixes spatial
<

(cp. Lo ). While representationalists can of course grant that visual and haptic experiences

phenomenal ¢ er, then some spatial phenomenal character should also be shared across modalities

differ in many w: e.g., we represent color in vision but not in touch, so visual experience has color

pheno e haptic experience doesn’t), the crucial point is that in respect of their shared spatial

contents, the !iew seems to predict shared spatial phenomenology >~

Bl challenges the idea that spatial phenomenology is shared between vision and
audition. Al his is not the specific case that concerns us, Block’s challenge generalizes to vision
and touch (§ee O’Dea, 2000). Block argues that visual and auditory experience don’t differ merely with
respect to qogerti’ one modality represents and the other does not. They also differ in the phenomenal

character a ith representing the very same property. Thus:

Imagine the experience of hearing something and seeing it in your peripheral vision. It is
you experience the sound as having a certain loudness, but can’t we abstract

m that, concentrating on the perceived location? And isn’t there an obvious
differen tween the auditory expetience as of that location and the visual experience as of

that location? (Block, 1996, 38)
33
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Although visual and auditory experiences obviously differ thanks to our awareness of proper sensibles
(e.g, ColMloudness in hearing), the idea is that we can iwaginatively subtract the phenomenology
associated ¥ @ proper sensibles to focus solely on our awareness of location. When we do so, we

allegedljitiwhenomenal difference across modalities.

The same could be claimed for shape in sight and touch. Above I argued that vision and touch
afford awa ss offthe same part-based, view-invariant structure. So some shape content is shared cross-

modally. If Wadonahsm is correct, then the phenomenology associated with this content must be
s-moda

shared cros as well. But now a version of Block’s challenge arises. When we focus on our visual
and haptic experien@es of a coffee mug, can’t we imaginatively subtract factors like color phenomenology,
thermal ph ogy, etc., to focus solely on the phenomenal aspect allegedly shared cross-modally—

namely, ou ss of the mug’s part-based, view-invariant structure? And when we do this, aren’t we

always left

modaliti
F this challenge, two options present themselves: First, grant that imaginative

subtraction is possible (we can imaginatively isolate the phenomenal character shared across modalities),

cross-modal difference? If so, then Tier 3 phenomenology cannot be shared across

but reject t! claim that cross-modal differences remain after subtraction is complete. Second, argue that
imaginative jon is 7ot possible for the phenomenal character under consideration, given our

psychologic aints. Perhaps, try as you might, you cannot imaginatively isolate Tier 3

phenomen!ogy.

econd option. I propose that Tier 3 phenomenology is imaginatively entangled with
other aspects of anxperience’s phenomenal character, some of which are modality-specific. Thus,

whenever we attemgt imaginative subtraction, cross-modal phenomenal differences remain. I don’t

believe "‘ﬁ 3 shape phenomenology is imaginatively entangled with a// other aspects of phenomenal
character. But I think that it is at least entangled with T7er 7 phenomenology. We cannot perceptually
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imagine some detailed part-based, view-invariant structure without a/so imagining some perspectival
features or other. When you visually imagine the view-invariant shape of a coffee mug, you are forced to
imagine Me perspective—as subtending some angle relative to your viewpoint. And in haptic
imagery, yo @ ed to imagine exploring it with certain body parts, or via an intervening medium in
contact jithgesitakggbody parts. These perspectival properties needn’t be imagined with maximal
determinacm cannot be wholly eliminated from an imaginative episode without eliminating view-

invariant sh@pe as Well. =i

C

So

s on imaginative entanglement. It’s plausible that some features cannot be

S

perceptually imagined in isolation. This is almost certainly true if we can perceptually imagine high-level

U

properties like causdtion or animacy. We are unable to imagine one object launching another without

imagining s e specific features of the event (e.g., rough direction of motion). Similar remarks

n

likely hold determinable features like topological closure.xii

e that the sensory representation of these features has any phenomenology at all, if

a

we are o 1magine that phenomenology in isolation? One reason is that awareness of high-level or

determin res governs phenomenal similarity relations. Two events that differ equally in their low-

M

level motion properties are more different at the level of perceptual experience if they also differ in

whether th&exhibit launching (Kominsky et al., 2017). Likewise, two shapes that differ equally in their

[

local featur re different at the level of experience if they also differ topologically (Todd et al.,

2014; Greens

O

” The phenomenology of topology is real, but it cannot just float free—even in

imagery—fgOm the phenomenology of more specific shape properties. Imaginative subtraction will

g

always fail f@r somgghing like topology.

t

I now desclibe an empirically realistic view of sensory imagination on which Tier 3

Ul

phenomenology isd#aginatively entangled with Tier 1 phenomenology. Here is the idea: Whenever we

visually ally imagine an object’s view-invariant shape in fine detail, we are also compelled to

A

generate array representations that obligatorily encode perspectival features whenever they encode anything. The
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use of array representations during sensory imagery of shape is simply built into cognitive architecture,
and such representations bring perspectival features along for the ride. Because the phenomenology

associatwectival features is modality-specific, these modality-specific aspects are inevitably

gt Wltg vision. It is widely accepted that vivid visual imagery recruits early visual cortex, which
preserves the yough topography of the retina. This retinotopic organization is present during imagery
(Slotnick et ; Kosslyn & Thompson, 2003; Pearson, 2019). Many theorists suggest that early visual

cortical ared ingplcRent array-like representations structured in accordance with retinal topography. This

S

dovetails with classic findings taken to support an array-based or depictive account of imagery, such as

U

mental rotation and¥scanning (reviewed by Kosslyn et al., 2000). Consistent with the current proposal,

Kosslyn an son (2003) hold that visual imagery for detailed shape obligatorily recruits arrays in

I

early visual

Re n one account (Tye, 1991; Lande, 2018), visual arrays are composed of cells each

d

dedicat articular direction or line of sight. Adjacent cells correspond to adjacent directions (which

project to regions of the retina), and symbols within cells encode features like distance,

M

otientation, or color. Suppose, then, that visual imagery of shape always recruits array representations of

this sort. SUgh arrays obligatorily encode direction: An object cannot be represented in visual array format

1

without rep, something about the directions to its boundary points (though direction might be

O

represented s than absolute precision using cells that pool over a range of directions). The

directions t@ an object’s boundary points determine its solid angle. If detailed visual shape imagery always

g

recruits array repreggntations, then plausibly it always represents distinctively visual perspectival features

{

like solid a i

U

Turn to

—t

h. While haptic imagery is less studied than vision, it appears to recruit primary

rtex, where adjacent neural structures correspond to adjacent body parts or skin regions

(Schmidt et al., 2014; de Borst & de Gelder, 2017). Somatotopic activity during tactile imagery matches
36
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imagery content: Imagining a stimulus on the right hand activates regions of somatosensory cortex
dedicated to that hand (Schmidt & Blankenburg, 2019). A factile array, let’s say, is composed of cells each
dedicatewular region of the body or skin. Adjacent cells map to adjacent bodily regions, and

symbols Wiode information about the magnitude of pressure an object applies to that body

part, or e jgsigggicmperature of the stimulus at that somatotopic location.»v

To represent an object via tactile array, one must encode at least its approximate somatotopic
projection. jgft can’t be represented without taking some stance on where it pressures the body,

though agaj ht be represented with some imprecision. If haptic imagery of shape mandates the

S

use of tactile arrays in somatosensory cortex (Schmidt & Blankenburg, 2019, 6), then it represents the

sorts of features inylved in Tier 1 haptic phenomenology, whose representation is distinctive to touch.

Haptic sha may require more besides tactile arrays (e.g., motor imagery of exploratory

N

movement), does not challenge the current proposal.xi

odel is admittedly speculative, it would explain why Tier 3 phenomenology is

a

imagina entangled with Tier 1 phenomenology in both vision and touch. Furthermore, it allows that

Tier 3 ph ology is entangled with Tier 1 phenomenology but #oz with color or thermal

M

phenomenology. A visual-array cell might represent a surface patch of such-and-such distance in such-

and-such digction, but remain silent about color (Tye, 1991, 93). A tactile-array cell might represent the

g

presence of, t applying pressure at a given bodily location while remaining silent about

O

temperature re. The present view thus permits that we may imaginatively isolate shape

phenomenglogy from color or thermal phenomenology.

g

at Tier 3 phenomenology plays a similar role in perceptual experience to the

{

phenomenology otthigh-level or determinable features. While these aspects of phenomenal character

Ul

cannot stand alo perceptual experience, they are introspectively detectable in patterns of phenomenal

similari phenomenology explains why the visual experience of a wrench is more like the haptic

A
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experience of a wrench than that of a screwdriver. These shared phenomenal features undetrlie our ability

to compare shapes across modalities in both shape resemblance judgments and cross-modal recognition.

Thi o the challenge from imaginative subtraction is congenial to representationalism.
Representa uldn’t be embarrassed by the commitment to cross-modally shared shape

phenomgmggy, since that commitment is empirically supported and defensible against objections. This
21

falls short o ting representationalism, even in the restricted domain of spatial experience. To do

that, other need answers (Masrour, 2017). Moreover, as flagged in section 3.1, it remains
controvers'wwr representationalists can explain Tier 1 visual phenomenology. However, these

issues must be left for another time.

7. ConclusC

The puzzle qfer lal shape excperience is the puzzle of reconciling the apparent differences between visual

eriences with their apparent similarities. I’'ve argued that we can resolve the cross-

modal puzzle cting on the puzzle of perspectival character, which challenges us to reconcile the

apparent variability of shape experience with shifts in perspective with its apparent constancy. On the

model of slge phenomenology I've defended, visual and haptic experiences differ in their perspectival

aspects, buUir constant aspects. I’'ve assembled both empirical and introspective evidence for this

view. I've a

elements ofape Eflenomenology. I’ve argued that the challenge can be answered by appeal to
constraints on the atchitecture of sensory imagination xvi
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i See also Blog , Prinz (2002, ch. 5), and O’Dea (2006). Berkeley (1709/1965) is an important precutsor.
i O’Callagha @ sympathy with this view but is not strongly committed to it. Dretske (1995, 95), Bayne
(2010, 62-64)Qand Bénrget (2017) are so committed.

oats this idea but also holds that visual and haptic experiences differ in other ways.

5 0) articulates a similar idea (see also O’Shaughnessy, 1989, 38).

ps Balint’s patients do visually experience objects as occupying regions of a spatial field, but the field
shrinks t8 mAsastione object and nothing else (French, 2018). However, if our conception of the visual field
permits “W’ of this sort, then I remain doubtful that it grounds the distinction between visual and haptic
shape experiéhce. When we feel a cube, perhaps we are not aware of a broader region of space beyond the cube
where no obj It (although see Mac Cumbaill, 2017), but don’t we at least become aware of the region the
cube occupies? If so, fhen visual awareness of a spatial field confined to a single object is not an attractive way to
distinguish vj aptic shape experience, since something similar occurs in touch.

Vi Pizlo (2008, ch. 1) caiticizes the overreliance on elliptical stimuli in shape constancy experiments.

Vi Another obie@fiBT might be that the slanted circles were misperceived as elliptical in the Morales et al. study (e.g., if
subjects «-g@ underconstancy (Linton, 2021)). Morales et al. try to preempt this worry by pointing out that
identification“Giggic head-on ellipse was neatly at ceiling (exp. 1). However, future experiments should more fully
investigate the extent®o which misperception might have occurred (some such work is already underway—see
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Morales et al. ms.). I regard the Morales et al. results as suggestive evidence for perspectival similarity that complement
commonplagg introspgctive observations. The findings are not conclusive on their own.

Vit A relatH that experience represents an object’s P-shape, or the 2D shape needed to occlude the object
on a plane perpemdicular to the line of sight (Noé ,2004). There are reasons to prefer the solid-angle view to the P-
shape view. e former view does not entail that when we visually experience a volumetric object we
perceptually ome flat apparent shape, which seems implausible on introspective grounds (Schwitzgebel,
2006).

x A simili pEillelds for Hill’s (2014, 2016) proposal that perspectival vatiation and similarity are explained by our
perceptual aflfireness of Thouless properties, which are the outputs of imperfect constancy operations. A slanted coin’s
Thouless sthressed relative to its real shape, but not as compressed as its retinal image. On this view, Tier
1 phenomen igastill conditioned by the retinal image. The retinal image is the original source of the patterns of
compressio with slant. If the proximal stimulus for vision did not distort in this way, there would be no
reason to ex fect shape constancy operations to yield a compressed Thouless shape.

¥ One might doubt that genuine shape experience is involved in distal touch. Perhaps you experience the presence of an
object withou ing its shape. I disagree, but if so, then the analysis of Tier 1 haptic phenomenology can be
modified to fulef@ut distal touch by restricting it to awareness of direct pressure to the body. It might also be claimed
that when you'€xpldte a rock with a stick, your inner body map actually expands to encompass the stick (Martin,

1992, 201—2:em0nt & Massin, 2015), so the object zs experienced as directly contacting the body after all.

But plausibly this is n®¢ a/ways the case (Fulkerson, 2014, 145-146); only a single counterexample is needed to

motivate the iSIOA for indirect application of pressure.

i Thanks to an anonymous reviewer for this suggestion.

sit These inclfifc shading, texture gradients, and specular reflections. Such cues also remain unchanged through mere

changes in Wilich retina an object stimulates during monocular viewing.

Xt Briscoe (2 sses these images in detail.

v These repig s may call to mind Marr’s (1982) 2V2-D sketch. However, they are not exacrly like the 2Y2-D

sketch, sincd % D does not explicitly specify boundaries between discrete objects and surfaces. To support
tered information about depth and orientation must be grouped or segmented in order to

recognition,

weighted aver and-centered and allocentric reference frames (Volcic & Kappers, 2008).
i should not ere is evidence that haptic recognition can also be sensitive to head position. Under certain

observer 100ks 1n thelr direction, even if the objects aren’t visible (Lawson et al., 2014). Thus, while perceiver-
centered haptic shape representation plausibly prioritizes hand-centered reference frames during manual exploration,
head-centered reference frames may be involved as well, at least under some circumstances. One hypothesis is that
perceiver—ceged haﬁtic shape representation employs a mixed coordinate system involving, say, a weighted
average of head-centered and hand-centered reference frames (Harrar & Harris, 2010, 618), with greater weight
assigned to thellteRN onetheless, as long as Tier 2 haptic phenomenology is predominantly determined by frames
centered on arts used for exploration, it is reasonable to conclude that Tier 2 phenomenology differs
cross-modall{Qgeedalow).

Wi Proponents of structural schemes include Marr and Nishihara (1978), Biederman (1987), Hummel (2013), and
Green (2019,

Wit Tt might 3@ suggested that LOC activation during haptic exploration reflects visual imagery rather than haptic
shape pr : nst this, Amedi et al. (2001) found greater LOC activation during haptic shape perception
than duri%ery alone, and Amedi et al. (2010) found LOC recruitment during haptic shape perception in

congenitally Blind subjects. However, it is possible that visual imagery is more involved in the haptic processing of

familiar sha; familiar shapes (Lacey & Sathian, 2014).
six jkewise for mixedlyiews on which phenomenology is determined partly by inner physical-functional properties

and partly b (Lycan, 1996), since both elements of the determination base are shared cross-modally.
= In O’Callaghan’s {2819, 67-77) taxonomy, the mug’s shape is a novel multisensory feature zustance, but not a novel

multisensoryAe@lirce sype. It is a feature instance that can only be experienced through the coordinated operation of
multiple @Rd 5. However, other instances of the same feature type (viz., shape) can be experienced without
multisensory ination.

xd Strictly speaking, répresentationalism does not require that spatia/ content fix spatial phenomenal character, only
that overall content fix overal/ phenomenal character. Spatial phenomenology could be determined jointly by spatial
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and non-spatial content. However, in practice most representationalists have endorsed the local determination of
aspects of phgnomenglogy by corresponding aspects of content. For instance, it is held that the color
phenome“d by the representation of surface spectral reflectance (Byrne & Hilbert, 2003). Such
representationadisgsswould presumably endorse the analogous claim that spatial content fixes spatial phenomenology.
xdi Pautz (20 @ es similar claims. Pautz contends that it is a “law of appearance” that nothing can appear to
have a partictilg ic shape without appearing to have some perspectival “shape from here.” Two differences:
First, Pautz’s primary concern is perceptual experience, while mine is sensory imagery. Second, Pautz holds that the
laws of affipc BfEfiGENEe mctaphysically necessary. For my purposes, it’s enough that relations of imaginative

entanglemenffarise from contingent special science laws.
xdit T do not e more extreme claim that sensory imagery of a dimension requires zaxinal determinacy

Experience sometimes represents determinables without any corresponding determinate
tazickdsh, 2018; Munton, 2020).

xiv T do not Sl all visual imagery obligatorily recruits array representations—only the detailed imagery of
shape. There is evidence for a distinction between object imagery (involving rich features like shape, color, and
texture) and gz ery (involving schematic positions and spatial arrangements of objects/scenes)

(Blazhenkoveh 2086) Mt has been suggested that depictive arrays in early visual cortex are recruited only for object
imagery (Keo arson 2018).

v Compare r notion of a “body map” (de Vignemont & Massin, 2015).

xi Tactile arrays migi also combine information about pressure with information about posture in intricate ways.
Recent findipgspmai@te that a large proportion of neurons in primary somatosensory cortex are responsive to both
cutaneous and proprioceptive inputs (Kim et al., 2015).

il T am indgPted to Chris Hill, Adam Pautz, Lilian Jin, David Bennett, Kevin Lande, Alex Byrne, Jake Quilty-
Dunn, David§Chalmers, Bence Nanay, Chris Gauker, and Becko Copenhaver for valuable discussion and feedback. 1
also benefitel senting portions of this material at Uriah Kriegel’s Autumn of Consciousness talk series,

Chris Hill an, autz’s Fall 2020 Brown graduate seminar, the WUSTL Mind and Perception Group, the
ul
je

Antwerp/S gistic Cognition Group, and the MIT Work-in-Progress seminar. Finally, thanks to two
anonymous or their very helpful comments.
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