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Abstract

In the past few years, there has been abundant research in using machine learning
to generate high quality radiology reports using the large MIMIC-CXR chest x-ray
dataset. However, there has been little work focused on evaluating the quality of
generated reports from a clinical perspective, where accuracy is the most important
factor. Current evaluation metrics evaluate reports in one dimension. This work pro-
poses the use of multiple dimensions (factual correctness, comprehensiveness, style,
and overall quality) to better capture evaluation preferences of a clinical text gen-
erating model where preferences can differ based on the use case. This work also
presents a dataset of radiologist rating annotations for generated and reference chest
x-ray radiology reports. Lastly, it also creates an improved metric for the readability
dimension by adding context awareness of frequent and acceptable medical terminol-
ogy.
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Chapter 1

Introduction

There is a strong, growing interest in applying machine learning towards clinical

applications to improve radiologist efficiency and accuracy as well as provide addi-

tional support in underserved communities. Deep learning models have been trained,

fine-tuned, and applied to evaluate radiology x-ray images to generate radiology re-

ports [8, 18]. To further improve the quality of these reports, it is important to

evaluate them in a meaningful manner. However, current evaluation metrics are

standard NLP metrics (BLEU and CIDEr) and unsuitable for generated clinical text

[22, 2, 6, 3, 13] as they focus on the fluency of the language more than the accuracy

of the content.

In the clinical domain, radiologists believe clinical correctness and accuracy is the

most important factor [4] to consider when evaluating the quality of a chest x-ray

report. It’s more important for a radiology report to state correct information than

it is for the report to stylistically sound good. Likewise, it’s more important for

every detail stated to be accurate and to include all important details than it is to

include many details where some may be inaccurate. Given this importance of clinical

information accuracy, there has been some work extracting clinical information from

reports [10, 19, 24] to measure clinical accuracy [18, 4]. However, these works only

identify one axis of report quality and there is still more work to be done with respect

to other axes and the combination of quality factors to produce a gold standard

evaluation metric for clinical text.
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Current standard NLP metrics are focused on one dimension and the overall qual-

ity of a candidate generated text when compared to a reference text. However, there

are many ways candidate texts can differ from reference texts, and these modes of

difference are not captured in the metric and are instead combined into an overall

score. By grouping various factors radiologists evaluate with into one overall score, we

lose specificity and information that could otherwise help us identify specific areas of

improvement for candidate texts. In particular, text can differ in terms of accuracy,

comprehensiveness, style, understanding, and more. However, current metrics have a

strong focus on the quality of the English language used and less of a focus on the

actual correctness of the content, which radiologists consider heavily when evaluating

reports.

Readability is an important factor that measures how easy text is to read and

enables clinicians to quickly read and understand a finding or report. However, cur-

rent readability metrics are generic and rely on the length of words and if they are

common words. [15, 16, 9] This causes medical terms, which are generally longer in

length, to be negatively weighted resulting in lower readability. In the clinical do-

main, readability should factor in longer, common medical terminology and aim for

understandable specificity.

This work focuses on understanding multidimensional evaluation of chest x-rays

and producing a new metric for one of the dimensions, readability. It builds a dataset

of radiologist annotations for measuring quality across factual correctness, compre-

hensiveness, style, and overall quality through a radiologist rating task involving

MIMIC-CXR [11] chest x-rays and generated radiology reports. It creates a new

readability metric that doesn’t weigh common large clinical words negatively.
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1.1 Background and Related Work

1.1.1 Radiology Report Generation

Radiology report generation has increased in prominence over the last few years.

Generally, a computer vision model takes in a given x-ray image and returns text

associated with the predicted x-ray findings report. The abundant access to x-ray

datasets and reports has led to many machine learning generated report studies [7,

11, 5]. In particular, MIMIC-CXR, which we use in our study, is a large dataset of

chest x-rays which holds more than 300,000 images from over 60,000 patients [11].

Our studies use the anteroposterior (AP) chest radiographs from the MIMIC-CXR

dataset.

To accurately generate reports, models must be able to identify small, key differ-

ences in an image as most images typically look similar and have small meaningful

finding identifiers. In the second and third experiments (Radiologist Rating Task

— Multi-Dimensional Evaluation, Improved Readability Metric), we incorporate the

Show, Attend, and Tell [26] and TieNet [25] models. Show, Attend, and Tell uses

a convolutional neural network model to encode the image and a recurrent neural

network with attention to generate the sequence of words. TieNet uses Text-Image

Embedding network to create image and text representations and incorporates multi-

level attention models integrated into CNN-RNN architecture to highlight meaningful

text words and image regions.

1.1.2 Evaluation Metrics

Evaluation metrics allow us to evaluate model performance and quality of gener-

ated reports in a scalable and efficient manner. Current metrics can be grouped

into four categories, n-gram matching, embedding matching, learned metrics, and

radiology-specific metrics. BLEU and ROUGE [20, 17] are common NLP metrics

that use precision and recall over n-gram overlaps between candidate and reference

text. BERTScore, NUBIA, and BLEURT [27, 23, 12] are newer transformer archi-
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tecture based evaluation metrics that will also be used in this study. CheXpert [10]

is a radiology-specific tool which evaluates the presence of 14 specific chest x-ray di-

agnoses. We can extract these diagnoses for reference and candidate reports, and we

can use them to compute metrics such as accuracy, precision, and recall. We will

apply these evaluation metrics on the generated and reference reports to determine

how they differ against our human, radiologist annotators.

1.1.3 Readability Metrics

Readability metrics measure how understandable and readable text is for the average

person. Common readability metrics include Flesch-Kincaid Grade Level [15] , Dale-

Chall [16], and Gunning-Fog Index [9]. The Flesch-Kincaid Grade Level determines

the reading grade level of text based on the average number of words per sentence

and the average number of syllables per word. Dale-Chall determines reading grade

level by considering a list of 3000 common words to be understandable and all words

not in that list to be difficult. Gunning-Fog Index determines reading grade level

by the average number of words in a sentence and the average number of complex

words in the given text. These metrics work well in generic scenarios but are not as

meaningful in the clinical setting where accuracy is important and often words are

longer. Further work to improve readability metrics has been conducted for appli-

cations in clinical text simplification [14] and complex term explanation [2]. These

studies indicate a need for a new metric focused on health-related texts; currently

used generic readability metrics rate reports that include longer but accurate clinical

words as harder to read despite the language being common among clinicians.
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Chapter 2

Experiments

Previous research suggested a need to further investigate what is important for ra-

diology reports so that we can better automatically generate reports using machine

learning. Machine learning generated reports are only as good as the examples they’re

trained on and the parameters and metrics that we set to tell the program if the gen-

erated report is good or not. In my research, I focus on determining how we determine

if a generated radiology report is good or not; in other words does it accurately and

correctly represent what an actual radiologist would write.

The first step of this process is confirming that current metrics are inadequate

to develop state of the art generated chest x-ray reports. In this initial study, we

conducted a radiologist ranking task where radiologists rank chest x-ray reports and

we compared the radiologists’ rankings to those that current metrics determined. The

results of that experiment showed how radiologists’ rankings differed from the current

state of the art metrics. In the next step, we chose to further investigate why there

was a difference between how metrics and radiologists evaluated the quality of the

report. We did this through conversation with a radiologist and developing a second

experiment. In this second experiment, we asked radiologists to rate reports across

multiple dimensions to understand the importance level of various factors radiologists

consider. Based on knowledge and further learning from these experiments, I chose to

take a closer look at the readability aspect of clinical text by developing an improved

metric. This metric provided better guidance on whether the generated report was

17



readable and understandable given the context of being clinical text where there are

generally longer, less common but necessary words present.

In summary, I will cover these experiments in the following chapters:

• Radiologist Ranking Task to understand how current evaluation metrics perform

for clinical radiology report text.

• Radiologist Rating Task — Multi-Dimensional Evaluation to understand how

radiologists evaluate the quality of a report over multiple dimensions and how

they relates to current evaluation metrics.

• Improved Readability Metric to better address the presentation/style dimension

of evaluating radiology reports.
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Chapter 3

Radiologist Ranking Task

While there has been a plethora of research on machine learning generated text for

images, the general and domain specific evaluation metrics are not beneficial for

clinical text where correctness is the most important factor. In this initial study,

we developed a radiology ranking task and qualitative discussions to understand how

radiologists’ ranking of a given set of generated reports compares to those that metrics

would provide. Throughout the study we had frequent discussions with radiologists

to understand how the task would be received and how to best extract insights.

3.1 Methods

For each image, we generated four different captions: reference, 3-gram, nearest neigh-

bor, and random report. The reference report is the actual report written by a radi-

ologist found in the CXR dataset. The 3-gram report is generated by finding the 100

closest images and fitting a tri-gram model with their reports. The nearest neighbor

report is generated by finding the report of the most similar image in the DenseNet-

induced feature space training set. Lastly, the random report is a report randomly

selected from the training set (not including the actual reference report for the image).

These were presented in a randomized order for each image.

We presented two radiologists with 100 diverse anteroposterior chest x-ray images

and asked them to rank the associated 4 captions for each image based on how well

19



Figure 3-1: Three different annotation tasks we considered for the radiologists to
perform.

(a) Direct Assessment.
Radiologist would be asked
to select how good the gen-
erated caption is for the im-
age from 1-10.

(b) Caption Ranking.
Radiologist would be asked
to rank 4 proposed captions
based on how well each de-
scribes the given image.

(c) Image Selection. Ra-
diologist would be asked to
select which image is the
one being described by a
given caption.

they described and presented the findings in the image. The image caption pairs were

presented to both radiologists in the same order.

As this task involves asking radiologists to perform a subjective task, we explored

various methods to determine what’s the best way to understand how they evaluate

report quality. We considered direct assessment, caption ranking, and image selection

tasks as shown in 3-1. We ultimately chose to use a caption ranking task as it limits

bias when all captions for an image are presented at the same time, and annotators

can be more consistent with each other by ranking the reports against each other.

Two radiologists were presented with 100 images and their associated 400 reports

(4 report captions per image). As shown in figure 3-2, for each image in the task, the

radiologist was presented with 3 statements:

• “The four following reports are all trying to describe this image (some of them

might be factually incorrect). Please rank them from best (1) to worst (4).”

• “Briefly describe how you arrived at this ordering (a few simple bullet points is

fine).”

• “Confidence that another radiologist would arrive at the same choice for best

report (1=Not confident at all, 5=Very confident).”
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Figure 3-2: An example of the chosen annotation task.

In this task, we wanted to evaluate how well current metrics agree with the radiol-

ogist judgements we collected, and we wanted to evaluate how well the generated cap-

tions (1-NN, 3-gram, random) performed in terms of clinical correctness and compared

to the radiologists’ judgements. We focused on evaluating these current metrics: base-

lines (random-score, length based), readability scores (Dale-Chall), classic (BLEU-1,

BLEU-4, BELU-Uniform-Smoothed, ROUGE-1, CIDEr), neural (BERTScore), and

CheXpert-derived (accuracy, precision, recall, CIDEr to break ties). Our ranking

task produced 6 pairwise report caption comparisons between the four captions (1st

and 2nd, 1st and 3rd, 1st and 4th, 2nd and 3rd, 2nd and 4th, 3rd and 4th). We use

these pairwise comparisons to more simply evaluate the performance of two captions

against each other. When we evaluate given text with an evaluation metric, we get

a metric score in the range of 0.0 to 1.0 where a higher metric score indicates more

similarity to the reference caption. For each metric, we calculated the metric score for

the 3 non-reference captions as the score would be 1.0 for the reference caption. Then

for each of our 6 pairwise caption comparisons, we determined how many times the

given metric scores for the captions agreed with the ranking the radiologists noted.
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Table 3.1: Of the 199 consensus comparisons, how often would each metric rank the
two reports the same way the radiologists did?

Metric Percent Agree Percent Ties
random-score 50.0% 0
choose shorter report 54.3% 0.5%
Dale-Chall Readability Index 58.3% 0
BLEU-1 53.3% 0
BLEU-4 50.8% 0
BLEU-Uniform-Smoothed 61.3% 0
ROUGE-1 56.3% 1%
CIDEr 58.8% 0
BERTScore 61.3% 0
CheXpert-accuracy 43.7% 24.6%
CheXpert-precision 39.2% 27.6%
CheXpert-recall 29.6% 41.7%
CheXpert-accuracy + .001*CIDEr 57.3% 0.5%
CheXpert-precision + .001*CIDEr 54.8% 0.5%
CheXpert-recall + .001*CIDEr 54.3% 1.0%

3.2 Results

Overall for the task, we evaluated the 600 pairwise comparisons formed from ranking

4 report captions for each of the 100 images. Our two radiologists’ pairwise rankings

agreed with each other for 459 of the 600 comparisons (76.5%). When we removed

the 300 comparisons that involved the reference, the radiologists agreed with each

other for 199 of the remaining 300 comparisons (66.3%). Given these results, we eval-

uated how well current metrics compared to radiologists’ assessments, how well the

generated reports performed against the actual reference report, and how radiologists

decided the report rankings for each chest x-ray image.

3.2.1 Evaluating Metrics

As mentioned earlier, we evaluated commonly used metrics to determine how often

their pairwise comparisons agreed with those of the radiologist. In particular, we

focused on the 199 pairwise comparisons as they represent the subset where the
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Table 3.2: Percent of instances that annotators ranked each method a given ranking.

1st 2nd 3rd 4th Average Ranking
reference 79.5% 13.0% 5.0% 2.5% 1.31
1-NN 9.5% 34.0% 37.5% 19.0% 2.66
random-report 6.0% 35.5% 39.0% 19.5% 2.72
3-gram 6.0% 17.0% 18.5% 58.5% 3.30

radiologists agree with each other and don’t contain the reference caption. Table 3.1

presents the percentage of times where the metrics agreed with our expert radiologists.

Of the presented metrics, BERTScore and BLEU-Uniform-Smoothed had the best

performance by agreeing with experts 61.3% of the time. Many of the other metrics

are around 50%, showcasing similar performance to random-score, which is essentially

just picking the right answer half of the time.

3.2.2 Evaluating Generated Reports

When using machine learning to generate radiology reports, we want to be as close

as possible to a clinically correct report. We evaluated how well our four captions

(reference, nearest neighbor, random-report, and 3-gram) performed against each

other. The two radiologists ranked 100 images each, and table 3.2 displays the average

rank of each caption generation method. We see that reference is normally ranked

the best followed by nearest neighbor, random-report, and lastly 3-gram. In table

3.3, we similarly see how nearest neighbor and random-report were more than three

times more likely to be ranked higher than 3-gram. Additionally, nearest neighbor

was chosen slightly more times as better than random-report. It is interesting to see

the random-report perform much better than 3-gram and only slightly worse than the

nearest neighbor. This may suggest the difficulty in discerning between which report

is more bad than another or indicate that simple generation methods are not viable

as images and their reports are unique.
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Table 3.3: Breakdown of how often one method was ranked higher than another
method in the 199 consensus pairs.

greater \lesser 3-gram 1-NN random-report
3-gram 0 14 16
1-NN 50 0 35
random-report 56 28 0

Table 3.4: Top n-grams from the explanations provided by annotators for decision-
making. Phrases containing stop words were removed.

unigram Count
“factually” 16
“all” 17
“wrong” 18
“not” 21
“correct” 24

bigram Count
“even though” 6
“most correct” 7
“hard to” 9
“factually wrong” 10
“all but” 13

trigram Count
“are factually wrong” 3
“one and two” 3
“not sure if” 4
“all but one” 5
“is hard to” 6

3.2.3 Radiologist Decision Process

Our study also asked radiologists to “Briefly describe how you arrived at this ordering

(a few simple bullet points is fine),” such that we can qualitatively better under-

stand the preformed rankings. Table 3.4 shows the top word occurrences from the

radiologists’ answers to that question.

3.3 Discussion

3.3.1 Understanding Radiologist Decisions

It’s important to understand what factors radiologists consider when evaluating and

writing reports such that we can better focus and align our generation techniques in

a similar way.

With one of the radiologists, we discussed their thought process and how they

approach writing and grading reports. The radiologist emphasized how the most

important factor is the factual correctness: the findings presented in the report are

completely correct. This emphasis on factual correctness is common among all clinical
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texts. It does not matter how well the report is written; if it’s factually wrong, then

the whole report is bad. The results in 3.4 also emphasize “factually”, “wrong”, “cor-

rect”, showcasing how both radiologists primarily prioritized identifying correct vs.

wrong reports. After identifying correctness, radiologists would then evaluate which

of the reports had fewer errors or more common errors. If reports had similar levels of

correctness, radiologists evaluated which report is more complete and includes the rel-

evant details. These discussions showed us how there are multiple factors radiologists

consider when evaluating reports with a strong focus on clinical correctness. Thus

demonstrating a need for evaluation metrics to combine these factors and emphasize

clinical correctness. Further investigation into multidimensional evaluation regarding

identifying the specific factors and determining how to best weigh these factors is

necessary to confirm and refine this hypothesis.

3.3.2 Improved Metrics

In Table 3.1, we saw how current metrics agreed with the radiologists about 40-60% of

the time. Researchers use evaluation metrics to improve machine learning algorithms

and to create better predictions. Thus it’s important for these metrics to accurately

depict what we’re looking for; in this case, the current metrics don’t perform as well

as expected. This confirmed our suspicion that current metrics are not geared well for

clinical text, specifically that of chest x-ray reports. Our discussion with radiologists

informed us of how they used correctness as their most important ranking motivation.

However, CheXpert, the metric which determines correctness of the content in the

chest x-ray reports, performed poorly (best CheXpert score = 57.3%) when compared

to the radiologists’ rankings. This presents more CheXpert discrepancy and may

represent instances where a report presented CheXpert level correctness [11] but was

incoherent to radiologists. It further emphasizes the need to explore multidimensional

analysis as one factor is unable to define the full understanding of clinical text.
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3.3.3 Study Improvements

We also acknowledge that this pilot study could be further improved to provide more

meaningful results. Specifically, we could have more radiologists perform the task.

A third radiologist would be beneficial towards providing a tie breaker and enable

more comparisons to be evaluated. We could also include more advanced generation

methods for our report captions. In this study we used more general methods such

as random-report, nearest neighbor, and 3-gram; however, there are many more ad-

vanced image captioning algorithms available that could provide a better report and

that are more commonly used in image captioning. In this pilot study, we used 100

images and 400 captions which resulted in a much smaller pool of pairwise comparison

evaluation. We can use a more diverse set of images and more images to improve the

reliability of our data and results. The next two experiments will incorporate these

improvement suggestions.

3.4 Conclusion

In this initial radiologist ranking task study, we further understand how radiologist

determine if a report is good or not and how their expert judgement compares to

current state of the art evaluation metrics. Our study suggests that current metrics

are inadequate as they only match radiologists’ opinions around 40-60% of the time.

Our analysis of the generated reports also suggests that additional research with more

advanced techniques is required to capture what precisely radiologists are considering

outside of correctness when determining which reports are better than others. In the

next study, we will continue to further understand how radiologists evaluate reports

across multiple dimensions.
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Chapter 4

Radiologist Rating Task —

Multi-Dimensional Evaluation

The previous pilot study, radiologist ranking task, concluded a need to better under-

stand the factors radiologists consider when determining if a report is of good quality

or not. Understanding the balance between these factors can help us better create

metrics for clinical text that more accurately represent the opinions of actual clini-

cians. In this radiologist multi-dimensional evaluation study, we asked three expert

radiologists to evaluate a diverse set of chest x-ray images and their respective four

generated captions across four dimensions: factual correctness, comprehensiveness,

style, and overall quality.

4.1 Methods

In this study, we asked three radiologists to rate 4 generated report captions for each

of the 200 chest x-ray DICOM (Digital Imaging and communications in Medicine) [21]

images presented across 4 dimensions: factual correctness of interpretation, compre-

hensiveness, presentation/style, and overall rating. We used a different set of images

and models than what was used in the previous experiment to increase the image

diversity and use of advanced generation models. We then analyzed how well cur-

rent metrics performed compared to the radiologists’ dimensional ratings to further
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understand if metrics correlate with a specific dimension.

4.1.1 Report Generation Models

We have seen significant progress in research for computer vision models, specifically

those adapted for chest x-ray report generation. When trained correctly, these models

take in a chest x-ray image and output a correct, readable report caption. In this

study, we use two generation model techniques: Show, Attend, and Tell; and TieNet.

Show, Attend, and Tell [26] models first use convolutional neural networks to build

a feature map encoding the image and then use a recurrent neural network module

integrated with attention to generate word by word tokens.1 TieNet (Text-Image

Embedding network) models use end to end convolutional neural network - recurrent

neural networks integrated with multi-level attention to extract meaningful image

and text representations [25].2

4.1.2 Selecting Diverse Images

It’s important to select a group of diverse images that would present quality captions.

We chose our images based on the diagnoses presented in the reference report to

create a wider set of diverse diagnoses presented in the images and corresponding

report captions. We first generated the following captions for our total set of images

(obtained from the CXR dataset): Show, Attend, and Tell with beam size 1 (Show,

Attend, and Tell-1); Show, Attend, and Tell with beam size 5 (Show, Attend, and

Tell-5); TieNet with beam size 1 (TieNet-1); TieNet with beam size 5 (TieNet-5).

For each image, we determined the CheXpert labels for the reference caption and

each of the 4 generated captions. To experiment with high quality report captions,

we determined which images had the best set of generated captions by calculating

the average accuracy between the reference (correct) CheXpert labels and each of the

generated captions’ CheXpert labels. We then chose the top 200 images with the

1An implementation can be found at https://github.com/sgrvinod/a-PyTorch-Tutorial-to-Image-
Captioning.

2An implementation can be found at https://github.com/MLforHealth/TieNetReproduction.
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highest agreement accuracy for our task.

4.1.3 Generated Report Captions

In this study, we used the advanced caption generation methods to create higher

performing captions to more precisely understand how radiologists score reports. For

each of the 200 chest x-ray images, radiologists were presented with 4 randomly sorted

captions (mix of advanced generation, standard generation [4], and reference):

• Reference

• TieNet with beam size 5 (highest performing advanced generation method)

• KNN OR Random - each chosen with a 50% probability

• Show, Attend, and Tell with beam size 5 OR TieNet with beam size 1 — chosen

based on which one had the highest CheXpert similarity score

The reason these captions were chosen in this manner was to present radiologists

with mostly high quality generated captions while also adding diversity of captions.

This focuses the radiologist’s attention on evaluating captions with more detail and

highlights more factors of the evaluation process outside of factual correctness.

4.1.4 Multi-Dimensional Analysis

Following conversation with radiologists regarding our previous pilot ranking study,

we focus this study on evaluating captions across multiple factors. Our discussions

led us to identify 4 scoring dimensions: factual correctness of interpretation, compre-

hensiveness, presentation/style, and overall rating. Dimensions:

1. Factual Correctness of Interpretation: focuses on the correctness of the infor-

mation presented in the report. This is not an overall correctness of the report

but correctness of the information presented. Missing information is addressed

in comprehensiveness.
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Figure 4-1: Scoring Guidelines provided to radiologists.

2. Comprehensiveness: focuses on if the report mentions all the relevant and nec-

essary information. A report that mentions all the relevant information but

incorrectly represents some piece of information should still receive a high com-

prehensiveness (and a lower factual correctness).

3. Presentation / Style: focuses on the language of the report to gauge if it looks

like something an actual radiologist would write. You should not take into

account any incorrectness or comprehensiveness.

4. Overall Rating: focuses on the general: is this a good report. Correctness,

comprehensiveness, and style are all considered together.

Figure 4-1 showcases the scoring guidelines we provided to radiologists to identify

how to rate across these dimensions and reduce the variability amongst scores. We

identified rating ranges of 1 to 5 and 1 to 7 based on discussions with radiologists

and given feedback from the previous study. Ratings can offer more insight into how
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much better or worse a caption is than another, which presents more insights than

a ranking task. However, this means it’s more important to emphasize the scoring

guidelines.

4.1.5 Rating Task

Three highly-skilled radiologists were presented with 200 images and their respective

4 captions. Radiologists selected caption ratings from a dropdown which listed the

score along with the score’s explanation to continuously reinforce our scoring rubric.

They were also presented with a DICOM viewer [1] link to better view the chest x-ray

in their preferred format. Figure 4-2 displays an example of the completed task for

one image.

4.1.6 Evaluation Techniques

Of the 200 images, all three radiologists completed the task for 167 images (one of

the radiologists did not finish the task completely). Thus, we base our results and

findings on that group of 167 images. The 167 images resulted in 501 caption pairs of

the reference to another generative caption. With the collected radiologists’ ratings

we evaluated the following:

• We compared the radiologists’ rating scores to common NLP metrics: symbolic

(Meteor, Nubia, Rouge), rule-based (CheXpert Recall, CheXpert Accuracy,

CheXpert Precision), and transformer architectures (Bleu, Bertscore, Bleurt).

• We analyzed how radiologists ranked generated captions across the four di-

mensions to understand how they weigh different factors when determining the

quality of a report.

• We compared the radiologist’s multi-dimensional rankings to the metric scores’

rankings to identify what specific dimensions metrics address, if any.

• We also looked at the agreement level for the group of three radiologists to

identify how similar the expert radiologists’ evaluations are.
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Figure 4-2: Task presented to radiologists, where all captions are shown at the same
time.
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Figure 4-3: Overview of radiologist inter-annotator agreement

In the cases where we evaluate the radiologists’ scores with the metrics, we use the

average score of the three radiologists’ rating scores for each of the rating dimensions.

4.2 Results

For the 167 image tasks that all three radiologists completed, we evaluated how well

they agreed with each other and with the evaluation metrics, how their ratings and

metrics compared across the four dimensions, and how well the generated reports

performed against each other.

4.2.1 Radiologist Agreement

We had three radiologists complete a multi-dimensional rating task for 167 images. In

order to asses the quality of the data collected, it is important to understand how well

the radiologists agreed with each other. Figure 4-3 displays how well each radiologist

agreed with the others for each of the 501 comparisons. These Pearson correlations lie

between 0.65 and 0.72, indicating that radiologist mostly agree with each other. How-
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Figure 4-4: Overview of different evaluation metrics and their agreement with radi-
ologist overall rating

ever, this agreement level varies more across the dimensions. The factual correctness

dimension has agreement levels of about 0.8 while the presentation/style dimension

have an agreement level around 0.5.

4.2.2 Evaluating Metrics

In this study, we analyzed how well three groups of metrics matched the radiologists’

overall rating evaluation dimension. This allows us to understand how well evaluation

metrics accurately reflect expert evaluation. In figure 4-4, we see that Bleurt and

Bertscore are slightly more correlated with expert opinion. However, Bleurt (the

most correlated metric) only has a 0.55 correlation.

4.2.3 Evaluating Generated Reports

We also evaluated which generation method ranked higher over others given our

metrics and radiologist judgement. Based on the unanimity in rankings, we grouped

the metrics into two groups:

• Group 1 Metrics: Bleu, Rouge, NUBIA, Bleurt. These metrics ranked gener-
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Figure 4-5: This graph shows the average overall rating (range of 1 to 7 (best)) radi-
ologists scored for each caption generation method along with one standard deviation
error bars.
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ation methods best to worst as: Show Attend and Tell-5, TieNet-1, TieNet-5,

Nearest Neighbor, and Random.

• Group 2 Metrics: Bertscore, Meteor. These metrics ranked generation methods

best to worst as: Show Attend and Tell-5, TieNet-1, Nearest Neighbor, TieNet-

5, and Random.

In figure 4-6, we see how for overall, comprehensiveness, and factual correctness,

radiologists and metrics all chose Show Attend and Tell-5 as the best caption (not

considering the reference). However, for style, the radiologists chose TieNet-1. Addi-

tionally, we see random performing the worst for all metrics and radiologist evaluation

dimensions, which makes sense and reemphasizes that our other generated reports

represented the image at least better than a random report selection. We also see the

advanced generation methods (Show Attend and Tell and TieNet) performing better

than nearest neighbor.

Figure 4-5 shows the average overall rating (range of 1 to 7 (best)) radiologists

scored for each caption generation method. We see that Show Attend and Tell 5 was

given on average the highest score. We also see that two of the advanced generation

methods were perceived to be similar to the actual reference caption.

4.2.4 Multi-Dimensional Analysis

We wanted to understand how various factors (factual correctness, comprehensiveness,

and style) contribute towards the overall rating of a generated report. Figure 4-7

displays how our four dimensions correlated with each other. We see that factual

correctness and comprehensiveness are both highly correlated with the overall rating

and style is only slightly less correlated.
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Figure 4-6: This graph shows how metrics and the averaged radiologists’ dimensional
ratings ranked the different types of generative models. Lower bars indicate a better
ranking and better performing report.

Figure 4-7: This heat map shows the Pearson correlation for four dimensions based
on the average of the three radiologists’ ratings for each dimension.
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4.3 Discussion

4.3.1 Generation Methods

In the task, we incorporated a mix of advanced generation techniques (Show Attend

and Tell, TieNet) alongside more simple techniques (random-report, nearest neigh-

bor). In figure 4-5, it was interesting to see these advanced generation techniques

outperform the actual reference report caption. This shows how generated clinical

text reports are a viable option as they can provide a factually correct report in a

more standardized format.

4.3.2 Need for Improved Metrics

When looking at metric agreement with our expert radiologists, we saw transformer

based architectures outperform domain specific evaluation metrics. CheXpert is

specifically designed for chest x-ray reports, and it is interesting to see learning based

metrics perform better as they are not trained on the chest x-ray report context yet

have a better understanding of what reports are better. Additionally, the overall

range of metrics’ agreements with expert judgement of 0.55 to 0.3 suggests the need

to design better evaluation metrics.

We also see how various dimensions of the radiologists’ judgements correlate better

with different groups of metrics and how those dimensions correlate with the overall

rating.

4.3.3 Improved Study

Our results indicate potential areas of improvement in our study. The overall inter-

annotator agreement rate (Pearson correlation) of 0.65 to 0.72 and 0.5 agreement

rate for presentation/style highlights the subjective nature of this task. Despite clear

scoring guidelines, radiologist ratings were variable. The high agreement between

factual correctness and comprehensiveness dimensions could imply how these dimen-

sions are not very distinct or were interpreted differently than what was intended.
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Future studies may involve a training pilot program to help calibrate the radiologists

scores and provide better data precision.

4.4 Conclusion

In this radiologist rating task and multi-dimensional evaluation study, we further

understood how radiologists decide if a report is good and how metrics correspond

to those multi-dimensional considerations. We saw that machine learning generated

report captions perform competitively to reference captions, transformer based met-

rics preformed better than domain specific metrics, and correlation existed between

the rated dimensions. This study leads way to further investigation on how we can

build a new metric based on the segmented evaluations of each dimension. The next

experiment will focus on addressing the readability (presentation/style) dimension

metric.
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Chapter 5

Improved Readability Metric

Our previous two studies indicated a need to explore improvements for metrics that

are applied to clinical text. In order to generate strong chest x-ray radiology reports

from machine learning models, we need to develop new metrics that address the

various factors radiologists consider and weigh them accordingly. These factors can

be defined broadly as factual correctness, comprehensiveness, and readability. We can

break down the future clinical metric into each of these components, develop those

components individually, and combine them together with correct weights.

This study focuses on developing and understanding the readability metric factor

further. In particular, we focus on adapting the Dale-Chall Readability Formula for

clinical contexts. Of the common general readability metrics (Dale-Chall, Flesch-

Kincad, Gunning Fog, and more), Dale-Chall incorporates an element based on the

difficulty of words. However, in clinical text, many words are considered “difficult”

but are necessary for correctly explaining findings. It does not make sense to score

necessary words that are common in a clinical setting lower; this lower scoring steers

models away from then using those words. Thus, there’s an opportunity to improve

this Dale-Chall Readability Formula by better defining what difficult words mean. I

also investigated improving the Flesch-Kincaid formula; however, it’s a convoluted

task to address clinical text in terms of sentence length and average syllables per

word.

In this experiment, I replicated the Dale-Chall Readability formula, identified com-
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mon terminology in chest x-ray reports, and improved the formula by altering how

the common medical terminology was scored. I then evaluated the improved met-

rics’ performance against the current Dale-Chall implementation for the generated

radiology reports presented in the multidimensional analysis rating task. Addition-

ally, I evaluated how the improved metric aligned with radiologists’ multidimensional

ratings; specifically addressing how correlated it is to the four dimensions (factual

correctness, comprehensiveness, presentation/style, and overall).

5.1 Methods

5.1.1 Dataset

We evaluate our new improved readability metric on the data captured in the previous

multi-dimensional radiologist rating task study. Specifically, we focus on the rating

task of one of the radiologists who fully completed the task for all 200 images as

described in the previous Radiologist Rating Task — Multi-Dimensional Evaluation

study.

From that rating task, we have a resulting set of 800 generated report captions

(4 captions for each of the 200 images). This group of 800 generated report captions

includes 200 reference, 200 TieNet-5, 154 TieNet-1, 106 nearest neighbor, 94 random-

report, and 46 Show Attend and Tell-5.

For each of these 800 report captions, we also use the radiologist’s ratings for

the four dimensions: factual correctness, comprehensiveness, presentation/style, and

overall rating.

5.1.2 Designing the Improved Dale-Chall Readability Metric

The first part in designing an improved readability metric was to re-implement the

standard Dale-Chall Readability metric. Our previous studies used the Dale-Chall

implementation found in the py-readability-metrics package.1 In this implementation,
1An implementation of the py-readability-metrics package can be found at

https://github.com/cdimascio/py-readability-metrics.
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the Dale-Chall score is calculated as:

percentage_of _difficult_words =

𝑛𝑢𝑚𝑏𝑒𝑟_𝑜𝑓_𝑐𝑜𝑚𝑝𝑙𝑒𝑥_𝑤𝑜𝑟𝑑𝑠/number_of _words * 100

raw_score = 0.1579 * percentage_of _difficult_words

+ 0.0496 * average_number_of _words_per_sentence

adjusted_score =

⎧⎪⎨⎪⎩raw_score + 3.6365, if percentage_of _difficult_words ≥ 5

raw_score, otherwise

In these formulas, number_of_complex_words represents the number of words

that are not present in a list of 2950 common words. Additionally, we use the Porter

stemmer to check if the stem of a given word is present in the common word list to

determine if it is classified as a complex or common word.

In our clinical text context, there are many words that can be considered common

and meaningful for chest x-ray reports. However, these words (effusion, pneumotho-

rax, pleural, lungs, clear, mediastinal, etc.) are considered complex in the standard

Dale-Chall Readability formula and are thus result in a higher readability score. To

address this, I adjusted the Dale-Chall common word list by adding common words

that appeared in generated report captions. Specifically, I identified the words that

appeared more than five times across the generated report caption, and I added this

set of 235 words to the list of common words, resulting in an updated set of 3185

common words.

This initial design of an improved Dale-Chall readability metric incorporates the

standard Dale-Chall Readability formula while using the updated set of context-

specific common words. Readability scores correspond to reading grade level, so

higher scores mean the text is at a higher reading level and more difficult to read.2

2An implementation of the improved readability metrics can be found at
https://github.com/23saumyar/Improved-Readability-Metrics.
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5.1.3 Evaluation Techniques

For the 800 generated report captions (4 captions per 200 images), I calculated the

standard Dale-Chall readability score and the improved Dale-Chall readability score.

To understand if there is a meaningful improvement, I analyzed how the improved

formula compared to the standard formula for each type of generated caption and

how the formulas correlated with the radiologist’s rated dimensions.

For each type of generated caption (reference, random-report, nearest neighbor,

Show Attend and Tell-5, TieNet-1, and TieNet-5), I calculated the average standard

Dale-Chall and improved Dale-Chall score to understand if certain generation meth-

ods produced more readable scores.

In previous studies, we discovered how radiologists evaluate the quality of a report

through multi-dimensional factors. We hypothesize readability represents one of these

dimensions. To evaluate this hypothesis, I evaluated how well the standard Dale-Chall

and improved Dale-Chall score correlated with the radiologist’s rated dimensions

(factual correctness, comprehensiveness, presentation/style, and overall).

5.2 Results

5.2.1 Evaluating Metrics

We calculated the standard and improved Dale-Chall readability score for each of the

800 generated report captions. Figure 5-1 shows the average readability score for each

type of generation method. We see that the standard Dale-Chall readability scores the

reports around 11 which represents a higher reading difficulty than the improved Dale-

Chall report scores of around 8, as expected since we classified previously complex

words as common words. Interestingly, the metric score rankings of the caption

generation methods is different for the two metrics. For the standard Dale-Chall

metric, the caption generation methods are ranked easiest to hardest as: TieNet 5,

Show Attend and Tell 5, random-report, TieNet 1, nearest neighbor, and reference.

In this case, the actual caption or reference caption is rated on average as the most
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Figure 5-1: Average Dale-Chall readability scores for each report caption generation
method where lower values represent the metric scoring the report as more readable.
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Figure 5-2: This heat map shows the Pearson correlation between the radiologist’s
rated dimensions, standard Dale-Chall readability metric, and the Improved Dale-
Chall readability metric. Note that for the four rated dimensions (Factual Cor-
rectness, Comprehensiveness, Presentation/Style, and Overall Rating) a higher score
means a better report. However, for the Standard Dale-Chall and Improved Dale-
Chall a higher score means a harder to read or worse report.

difficult to understand. On the other hand, for the improved Dale-Chall metric, the

caption generation methods are ranked easiest to hardest as: Show Attend and Tell

5, TieNet 5, TieNet 1, reference, nearest neighbor, random-report. While the scores

are overall lower, we still see the captions written by an actual radiologist (reference,

nearest neighbor, random-report) having the highest (more difficult) scores.

5.2.2 Multi-dimensional Analysis

From our previous studies, we learned how radiologists evaluate multiple factors to de-

termine if a report is good or not. We wanted to evaluate if the standard and improved

Dale-Chall Readability metrics correlated with one of the factors the radiologist rated

(Factual Correctness, Comprehensiveness, Presentation/Style, and Overall Rating).
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Figure 5-2 shows a heat map of the Pearson correlation between the rated dimensions

and the Dale-Chall scores. For the rated dimensions, a higher score means a better

report. However, for the Dale-Chall scores, a higher score means a more difficult to

read report or a worse report. Thus, a negative correlation between Dale-Chall and a

rated dimension implies they both are correlated in choosing a better report. In the

heat map, we see positive correlations between the Standard Dale-Chall Readability

score and all four dimensions; this means when the rated dimensions choose a better

report, Standard Dale-Chall chooses a more difficult to read report. However, we

see negative correlations between the Improved Dale-Chall Readability score and all

four rated dimensions. Specifically, the improved Dale-Chall Readability score was

most negatively correlated with Factual Correctness followed by Presentation/Style,

Overall Rating, and Comprehensiveness. These slight negative correlations hint that

there’s more to evaluating reports, even across specific related dimensions, than just

the readability of them, further confirming what we saw in the previous studies. In

particular, it was surprising to see the improved readability metric still have higher

correlation with Factual Correctness than Presentation/Style; this hints that content

is still somewhat considered when evaluating the Presentation/Style dimension.

5.3 Discussion

5.3.1 Improved Metric Performance

Our results show how the Improved Dale-Chall Readability metric resulted in overall

lower readability scores and had a negative correlation with radiologist’s rated dimen-

sions. It makes sense to have lower readability scores as we defined frequent clinical

words as common words. Additionally, we also see the Improved metric rating the

reports that were written by actual radiologists (random-report, reference, nearest

neighbor) as more difficult to read. This makes sense since these reports have more

variability in text while the machine learning generated reports generally have a more

limited and standardized vocabulary. The negative correlation implies that for higher
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radiologist rated dimensions’ scores, there is a lower (easier) readability score. Thus,

we see that the Improved Dale-Chall metric is slightly more accurately capturing the

readability quality of the reports while the Standard Dale-Chall metric was rating

better reports as more difficult to read.

5.3.2 Readability Metric Improvements

Overall, the slight improvement in the Dale-Chall Readability metric resulted in a

metric that better reflected if a report was better or worse. However, there is still

ample room for improvement and refinement. One potential way to improve this

metric is to investigate which frequency of word occurrence (this study uses 5) moves

it into the common words list. Additionally, the weights in the Dale-Chall formula

can be tuned if the formula is trained given a large set of captions and their rated

dimension.

5.4 Conclusion

The Improved Dale-Chall Readability metric presented in this study serves as the first

step in designing more meaningful metrics for radiology report evaluation. Its higher

correlation with radiologist’s ratings shows how slightly adapting metrics for a given

context can provide a much more meaningful evaluations core. The high correlation

with presentation represents how we can tie certain metrics to a particular dimension

and work towards combining these metrics and dimensions to build evaluation metrics

that evaluate and score like an actual radiologist would. Further work in investigating

and training the weights of the Dale-Chall Readability score formula can provide

further precision for evaluating the readability levels of radiology reports. However,

it’s important to note the tension between readability and precision in a radiology

report. Attempting to make a report more understandable can potentially wash out

detail which can impact comprehensiveness and accuracy. We want to address this by

continuing to understand how to best write and standardized report findings to make

them easier to quickly understand while also recognizing the specificity of unique
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situations that should not be removed.
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Chapter 6

Conclusion

As we continue to explore machine learning generated clinical text, specifically in the

context of chest x-rays, it is important to build and evaluate the models correctly.

We need to understand what makes the clinical text good and how we can teach our

models to look for those aspects through evaluation metrics. My thesis focuses on

understanding how radiologists determine if a report is good or not, the current gen-

eration and evaluation metrics, and addressing the disparity between current metrics

and expert opinion.

6.1 Main Contributions

Specifically, my main contributions through this work are:

• Designing ranking and rating tasks to understand how radiologists evaluate

chest x-ray reports.

• Analyzing common NLP evaluation metrics against radiologists’ evaluation data.

• Generating an improved readability metric as a first step towards creating better

metrics for clinical text.
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6.2 Future Work

From this work, we have a better understanding of what components radiologists eval-

uate when determining if the clinical text report is good or not. Further radiologist

annotation tasks with a larger, diverse group of chest x-rays and more radiologists

will shed more light on the dimensional weights of the factors (factual correctness,

comprehensiveness, presentation/style) we identified through qualitative discussion

with radiologists. Given a clearer understanding of these dimensional components,

further work can be done to build a new metric that more accurately represents a

radiologist’s judgement. I envision this new metric to be an adaptation and combina-

tion of existing metrics that can be further adapted and improved for other clinical

text where correctness is also incredibly important.
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