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Chapter 1

Introduction

A particle system is a model of physics with point particles interacting via a force

law. Although particle systems may sound only tangentially connected to information

theory, there turn out to be deep analogies between these fields. The key connection

is: by considering the particle system in a discrete space, particle arrangements and

force laws can be viewed as codes and potential functions in coding theory, so finding

the ground states of this system, i.e., well-separated particle arrangements minimizing

the total energy, is same as finding optimal codes.

For finding the ground states, Delsarte in [1] introduced the linear programming

bound, a powerful tool to give nontrivial constraints on weight enumerators of dis-

crete codes. It remains a central tool in coding theory. In physical terms, weight

enumerators are the same as pair correlation functions; i.e., they measure the dis-

tribution of pairwise distances between particles in the system. A quasicode is any

distance information compatible with these Delsarte constraints, so every code yields

a quasicode, but not always vice versa.

In this thesis, we investigate the space (polytope) of quasicodes. Theorem 3.7 gives

a description of all quasicode vertices of the polytope that use at least half the avail-

able points. For quasicodes of codimension 1, Theorem 3.9 shows that all quasicode

vertices correspond to actual codes, so this gives the optimal code of codimension
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1 for any potential function. Also, Definition 5.2 gives a symmetry on the space of

quasicodes, which remained undiscovered in previous studies. It reduces half of cases

we need to consider, and indicates a part of the structure on the polytope.
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Chapter 2

Background

In this thesis, we denote the alphabet with q elements by Fq and only use the additive

group structure on Fq, so here q can be any number (not limited to prime powers).

Now an n-digit codeword can be viewed as an element in Fn
q . Then a code is a

subset of Fn
q , and we denote the Hamming distance as d(x, y) for any two codewords

x and y in Fn
q . We define the dimension of a code C as logq |C| and codimension as

n − logq |C|. For any code C, we define the distance distribution of C as the vector

(A0, A1, . . . , An), where

Ai =
1

|C|
|{(x, y) ∈ C2 : d(x, y) = i}| for i = 0, 1, . . . , n

and we always have A0 = 1. When this code C is closed under addition, i.e., w+C = C

for all w ∈ C, then

Ai = |{x ∈ C : d(x, 0) = i}|.

This space Fn
q is a discrete model of the universe, where each codeword is a location

for a point particle, and a code corresponds to a particle arrangement. The force law

between particles can be viewed as a function only depending on the distance between

the particles, which is always an integer between 0 and n in this space. So given a

code C ⊆ Fn
q and a function f : {0, . . . , n} → R, we define the potential energy of C

11



with respect to the potential function f as

Ef (C) =
1

|C|
∑
x,y∈C

f(|x− y|) =
n∑

i=0

Aif(i) = (f(0), . . . , f(n))(A0, . . . , An)
T ,

and a code C is optimal if for every C ′ with |C ′| = |C|,

Ef (C) ≤ Ef (C
′).

Note that our definition of potential energy includes distance 0. It’s traditional to

exclude it, to allow potential functions such as inverse power laws that are not defined

at distance 0. However, since we always have A0 = 1, this does not change which

codes are optimal.

Finding optimal codes is hard. Instead, we investigate the distance distribution and

introduce the linear programming bound to give nontrivial constraints on the distance

distribution. Delsarte in [1] developed the linear programming bound and originally

used it to bound the size of codes given their minimum distance. (See [2] for the

general theory, and [3] for a survey article.) Yudin in [7] first applied this tool on

energy minimization, and Cohn and Zhao in [4] first used it for bounding energy in

discrete case.

In general, for codes over Fq, the k-th Krawtchouk polynomial is defined by

Kk(x;n, q) =
k∑

j=0

(−1)j(q − 1)k−j

(
x

j

)(
n− x

k − j

)
,

and let Kn = (Ki(j;n, q))0≤i,j≤n be the (n+ 1)× (n+ 1) Krawtchouk matrix.

Theorem 2.1 (Delsarte inequalities). Let a = (A0, A1, . . . , An) be the distance dis-

tribution of a code C. Then

n∑
i=0

AiKj(i;n, q) ≥ 0 for j = 0, 1, . . . , n.

12



We can rewrite this as

Kn · aT ≥ 0,

where a vector b ≥ 0 means that all coordinates of b are nonnegative.

So minimizing
∑n

i=0 Aif(i) in the variables A0, . . . , An, with constraints

Kn · aT ≥ 0,

A0 + A1 + . . .+ An = N,

A0 = 1,

Ai ≥ 0

gives a lower bound for the minimum potential energy Ef (C) when |C| = N . This

induces the definition of a quasicode:

Definition 2.2. A quasicode a = (A0, A1, . . . , An) of length n and size N over Fq is

a real vector satisfying the following constraints:

a ≥ 0, Kn · aT ≥ 0,
N∑
i=0

Ai = N, and A0 = 1.

We define the dimension of a quasicode as logq N and codimension as n− logq N .

So the distance distribution of any code C ⊆ Fn
q is a quasicode with length n and size

|C|, and we can define the potential energy of a quasicode a = (A0, A1, . . . , An) as

Ef (a) =
n∑

i=0

Aif(i) = (f(0), . . . , f(n)) · aT .

The space of quasicodes forms a polytope. We introduce the related definitions here:

Definition 2.3. 1. A subset P of Rn is a polyhedron if there exists a positive

integer m, an m× n matrix A and a vector b ∈ Rm, such that

P = {x ∈ Rn : Ax ≤ b}.

13



2. A vector x in Rn is a convex combination of the vectors a1, . . . , ap ∈ Rn if there

exist nonnegative scalars λ1, . . . , λp such that

x =

p∑
i=1

λiai and 1 =

p∑
i=1

λi.

3. Given a set S in Rn, the convex hull of S, denoted by conv(S), is the set of all

points that are convex combinations of points in S. That is

conv(S) =
{

p∑
i=1

λiai : ai ∈ S, λi ≥ 0,

p∑
i=1

λi = 1

}
.

4. A subset Q of Rn is a polytope if Q is the convex hull of a finite set of vectors

in Rn.

The following theorem shows the relation between polyhedrons and polytopes (Corol-

lary 3.14 in [6]).

Theorem 2.4 (The Minkowski–Weyl Theorem for Polytopes). A set Q in Rn is a

polytope if and only if Q is a bounded polyhedron.

Since every entry of a quasicode is between 0 and N , the set of quasicodes is bounded.

So this theorem tells that the set of quasicodes is a polytope. We would like to under-

stand more about the structure of polytope of quasicodes. We start with introducing

some properties of Krawtchouk polynomial (see [5]):

1. (Symmetry relation) For integers i, k ≥ 0,

(q − 1)i
(
n

i

)
Kk(i;n, q) = (q − 1)k

(
n

k

)
Ki(k;n, q).

2. (Orthogonality relation) For integers r, s ≥ 0,

n∑
i=0

(
n

i

)
(q − 1)iKr(i;n, q)Ks(i;n, q) = qn(q − 1)r

(
n

r

)
δrs.
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3. (Generating function)

(1 + (q − 1)z)n−i(1− z)i =
∞∑
j=0

Kj(i;n, q)z
j.

4. The Krawtchouk matrix Kn is invertible and

K2
n = qnI

where I is the identity matrix.

From this generating function, we can prove the following relations for the Krawtchouk

polynomial:

Lemma 2.5. For j = 1, . . . , n+ 1,

1. Kj(i;n+ 1, q) = Kj(i;n, q) + (q − 1)Kj−1(i;n, q) for i = 0, . . . , n, and

2. Kj(i;n+ 1, q) = Kj(i− 1;n, q)−Kj−1(i− 1;n, q) for i = 1, . . . , n+ 1.

Proof. 1. For i = 0, . . . , n,

∞∑
j=0

Kj(i;n+ 1, q)zj = (1 + (q − 1)z)n+1−i(1− z)i

= (1 + (q − 1)z)
∞∑
j=0

Kj(i;n, q)z
j

=
∞∑
j=0

Kj(i;n, q)z
j + (q − 1)

∞∑
j=1

Kj−1(i;n, q)z
j.

So for j = 1, . . . , n+ 1, Kj(i;n+ 1, q) = Kj(i;n, q) + (q − 1)Kj−1(i;n, q).

2. For i = 1, . . . , n+ 1,

∞∑
j=0

Kj(i;n+ 1, q)zj = (1 + (q − 1)z)n+1−i(1− z)i

= (1− z)
∞∑
j=0

Kj(i− 1;n, q)zj

15



=
∞∑
j=0

Kj(i− 1;n, q)zj −
∞∑
j=1

Kj−1(i− 1;n, q)zj.

So for j = 1, . . . , n+ 1, Kj(i;n+ 1, q) = Kj(i− 1;n, q)−Kj−1(i− 1;n, q).

Lemma 2.6.

1. K0(i;n, q) = 1, Kn(i;n, q) = (q−1)n−i(−1)i for i = 0, . . . , n, and Kj(i;n, q) = 0

for j > n.

2. (1, . . . , 1) ·Kn = (qn, 0, . . . , 0).

Proof. 1. We get this result by comparing the constant, zn term, and zj term on

both sides of the generating function.

2. From part (1), we know (1, . . . , 1) is the first row of Kn, and we get our result

from K2
n = qnI.
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Chapter 3

Vertices of the polytope

The key question in finding optimal codes is: what does the space of distance dis-

tribution of codes look like? It’s hard to answer, so instead, we focus on the space

of quasicodes. This space is typically larger than the space of distance distribution

of actual codes. How close are they? In this chapter, Theorem 3.9 tells these two

spaces have same size when we consider the codimension 1 codes, as all vertices of

the polytope of the quasicodes correspond to actual code. We also list all vertices of

the polytope of the quasicodes of size N , when qn−1 ≤ N < qn, in Theorem 3.7.

We start with defining a function g from Rn+1 to Rn+2, where

g(A0, A1, . . . , An) = (A0, A1, . . . , An, 0) + (q − 1) · (0, A0, A1, . . . , An).

First we want to show that g maps quasicode to quasicode:

Theorem 3.1. If (A0, A1, . . . , An) is a quasicode of length n and size N , then

g(A0, A1, . . . , An) is a quasicode of length n+ 1 and size qN . Moreover,

Kn+1 · g(A0, A1, . . . , An)
T = (qKn · (A0, A1, . . . , An)

T , 0),

where for a length n vector v, (v, 0) is the length n+ 1 vector obtained by adding one

entry 0 to the vector v.

17



Proof. Let g(A0, . . . , An) = (B0, . . . , Bn+1). We know Bi ≥ 0, B0 = A0 = 1, and∑N
i=0 Bi = q

∑N
i=0 Ai = qN . To show Kn+1 · (B0, . . . , Bn+1)

T ≥ 0, all we need to show

is

Kn+1 · (B0, . . . , Bn+1)
T = (qKn · (A0, . . . , An)

T , 0).

Let’s consider each coordinate; for the first coordinate, we know K0(i;n, q) = 1 for

all n and i, so

n+1∑
i=0

BiK0(i;n+ 1, q) =
n+1∑
i=0

Bi = q

n∑
i=0

Ai = q

n∑
i=0

AiK0(i;n, q).

For j = 1, . . . , n+ 1, using the relations in Lemma 2.5, we have

n+1∑
i=0

BiKj(i;n+ 1, q) =
n∑

i=0

AiKj(i;n+ 1, q) + (q − 1)
n+1∑
i=1

Ai−1Kj(i;n+ 1, q)

=
n∑

i=0

Ai(Kj(i;n, q) + (q − 1)Kj−1(i;n, q))

+ (q − 1)
n+1∑
i=1

Ai−1(Kj(i− 1;n, q)−Kj−1(i− 1;n, q))

=
n∑

i=0

Ai(Kj(i;n, q) + (q − 1)Kj−1(i;n, q))

+ (q − 1)
n∑

i=0

Ai(Kj(i;n, q)−Kj−1(i;n, q))

= q

n∑
i=0

AiKj(i;n, q).

For j = n + 1, Kj(i;n, q) = 0 for all i, so we have Kn+1 · (B0, . . . , Bn+1)
T = (qKn ·

(A0, . . . , An)
T , 0).

For a code C = {c1, . . . , cm} ⊆ Fn
q , we define

ĝ(C) = C × Fq = {cit | t ∈ Fq, i ∈ {1, . . . ,m}} ⊆ Fn+1
q

where cit is a length-n + 1 codeword obtained by adding one entry t to the end of

length-n codeword ci. The following theorem shows that this function ĝ on the level

18



of code induces the previous function g on the level of quasicode.

Theorem 3.2. If the distance distribution of a code C is (A0, . . . , An), then the

distance distribution of ĝ(C) is g(A0, . . . , An).

Proof. Let the distance distribution of ĝ(C) be (B0, . . . , Bn+1). We know |ĝ(C)| =

q|C| and B0 = 1 = A0. First of all,

Bn+1 =
1

q|C|
|{(x, y) ∈ ĝ(C)2 : d(x, y) = n+ 1}|

=
1

q|C|
|{(cix, cjy) : d(ci, cj) = n, x ̸= y}|

=
1

q|C|
· |C|An · q(q − 1)

= (q − 1)An.

For any i = 1, . . . , n,

Bi =
1

q|C|
|{(x, y) ∈ ĝ(C)2 : d(x, y) = i}|

=
1

q|C|
(|{(cix, cjy) : d(ci, cj) = i− 1, x ̸= y}|+ |{(ckz, clz) : d(ck, cl) = i}|)

=
1

q|C|
(|C|Ai−1 · q(q − 1) + |C|Ai · q)

= (q − 1)Ai−1 + Ai.

So (B0, . . . , Bn+1) = (A0, . . . , An, 0) + (q − 1)(0, A0, . . . , An) = g(A0, . . . , An).

Now we consider the following code Cn:

Definition 3.3. Let Cn = {w ∈ Fn
q :
∑n

i=1 wi = 0}, i.e., the sum of all coordinates of

w is zero. Then |Cn| = qn−1 and Cn is closed under addition. (Note that we only use

the group structure of Fq in this definition.)

Lemma 3.4. The distance distribution of Cn is #»cn, where the i-th coordinate of #»cn is

( #»cn)i =
1
q

(
n
i

)
((q − 1)i + (q − 1)(−1)i).
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Proof. As Cn is closed under addition, ( #»cn)i = |{w ∈ Cn : d(x, 0) = i}|. For i ≥ 1, we

first choose the i non-zero digits out of n; for these i digits, we can arbitrarily pick

numbers for the first i − 1 digits, and the unique choice of the last digit will make

the total sum equal to zero. However, we have to rule out the case that the sum of

first i− 1 digits is already zero, as the last digit has to be non-zero. We can get this

number by applying the same logic for i− 1. Thus,

( #»cn)i =

(
n

i

)
((q − 1)i − sum of i− 1 non-zero digits is zero)

=

(
n

i

)
((q − 1)i−1 − ((q − 1)i−2 − sum of i− 2 non-zero digits is zero))

=

(
n

i

)
((q − 1)i−1 − ((q − 1)i−2 − . . .− ((q − 1)2 − sum of 2 non-zero digits is zero) . . .))

=

(
n

i

) i−2∑
k=0

(q − 1)i−1−k(−1)k

=
1

q

(
n

i

)
((q − 1)i + (q − 1)(−1)i).

This formula coincides with ( #»cn)0 = 1 as well.

Now for i = 1, . . . , n, let’s consider the code

ĝ(n−i)(Ci) = ĝ(. . . ĝ(ĝ︸ ︷︷ ︸
n−i

(Ci)) . . .) = {w ∈ Fn
q :

i∑
k=1

wk = 0},

which is the code with the sum of first i coordinate equal to zero and having no

restrictions on the rest coordinates. From Theorem 3.1 and Theorem 3.2, we know

the distance distribution of this code is g(n−i)( #»ci), with size qn−1.

Definition 3.5.

1. Let #»u be the distance distribution of the full-set code Fn
q . Then #»u has size qn

and the i-th coordinate is

( #»u )i =

(
n

i

)
(q − 1)i.
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2. For i = 1, . . . , n, we let
#»vi = g(n−i)( #»ci),

and for qn−1 ≤ N < qn,

#     »αN,i =
#»vi +

N − qn−1

qn − qn−1
( #»u − #»vi)

=
1

qn − qn−1
((qn −N) #»vi + (N − qn−1) #»u ).

Then we have the following properties of these vectors:

Lemma 3.6. 1. Kn
#»cn = qn−1(1, 0, . . . , 0, q − 1)T .

2. Kn
#»vi = qn−1(1, 0, . . . , 0, q − 1︸ ︷︷ ︸

i th

, 0, . . . , 0)T , Kn
#»u = (qn, 0, . . . , 0)T .

3. Kn
#     »αN,i = (N, 0, . . . , 0, qn −N︸ ︷︷ ︸

i th

, 0, . . . , 0)T . For qn−1 ≤ N < qn, the vectors

#     »αN,1, . . . ,
#      »αN,n are linearly independent, which implies that they are not convex

combinations of each other.

Proof.

1. We have

n∑
i=0

( #»cn)iKj(i;n, q) =
n∑

i=0

1

q

(
n

i

)
((q − 1)i + (q − 1)(−1)i)Kj(i;n, q)

=
1

q

n∑
i=0

(
n

i

)
(q − 1)iK0(i;n, q)Kj(i;n, q)

+
q − 1

q(q − 1)n

n∑
i=0

(
n

i

)
(q − 1)iKn(i;n, q)Kj(i;n, q)

=


0 if j ̸= 0 or n

qn−1 if j = 0

(q − 1)qn−1 if j = n

by the orthogonality relation on Krawtchouk polynomials. So Kn
#»cn = qn−1(1, 0, . . . , 0, q−

1)T .
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2. We have

Kn
#»vi = Kng

(n−i)( #»ci) = qn−1(1, 0, . . . , 0, q − 1︸ ︷︷ ︸
i th

, 0, . . . , 0)T

by the previous part and Theorem 3.1. Thus,

n∑
i=0

( #»u )iKj(i;n, q) =
n∑

i=0

(
n

i

)
(q − 1)iK0(i;n, q)Kj(i;n, q)

=

0 if j ̸= 0

qn if j = 0.

So Kn
#»u = (qn, 0, . . . , 0)T .

3. From the previous parts,

Kn
#     »αN,i =

1

qn − qn−1
Kn((q

n −N) #»vi + (N − qn−1) #»u )

= (N, 0, . . . , 0, qn −N︸ ︷︷ ︸
i th

, 0, . . . , 0)T .

As Kn is invertible and qn − N > 0, the vectors #     »αN,1, . . . ,
#      »αN,n are linearly

independent, so they are not convex combinations of each other.

Theorem 3.7. For qn−1 ≤ N < qn, #     »αN,i are quasicodes of length n and size N .

Moreover, { #     »αN,i}i with i = 1, . . . , n are all vertices of the polytope of the quasicodes

of size N , which means

1. the vectors { #     »αN,i}i are not convex combinations of each other, and

2. any quasicode of size N can be written as a convex combination of { #     »αN,i}i.

Note that we can confidently call { #     »αN,i}i vertices, as Theorem 3.34 in [6] states the

following: A vector v in a polytope Q is a vertex if and only if it is not a proper

convex combination of two distinct points in Q (i.e., if two vectors x, y in Q satisfying
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v = tx + (1 − t)y for some 0 < t < 1, then v = x = y). From the two properties in

the theorem, our vertices { #     »αN,i}i match with this definition.

Proof of Theorem 3.7. Part 1 is directly from Lemma 3.6 Part 3; before we check

Part 2, we first check #     »αN,i is a quasicode. We have

#     »αN,i =
1

qn − qn−1
((qn −N) #»vi + (N − qn−1) #»u ).

We know #»u and #»vi are quasicodes, so all coordinates of #»u and #»vi are nonnegative.

Here #     »αN,i is a nonnegative linear combination of #»u and #»vi, so #     »αN,i ≥ 0, and Kn
#     »αN,i ≥ 0

from Lemma 3.6. The vectors #»vi and #»u have size qn−1 and qn respectively, so #     »αN,i

has size N . And

( #     »αN,i)0 =
1

qn − qn−1
((qn −N)( #»vi)0 + (N − qn−1)( #»u )0) = 1.

This shows that #     »αN,i is a quasicode. For Part 2, we consider any quasicode #»z with

size N , let Kn
#»z = (x0, . . . , xn)

T . As the first row of Kn is (1, . . . , 1), we have x0 = N .

Also we know (1, . . . , 1)Kn = (qn, 0, . . . , 0), so

x0 + · · ·+ xn = (1, . . . , 1)Kn
#»z = (qn, 0, . . . , 0) #»z = qn

as ( #»z )0 = 1. So we have 0 ≤ x1, . . . , xn ≤ qn −N .

Now we consider

Kn
1

qn −N
(x1

#     »αN,1 + · · ·+ xn
#      »αN,n) = (

N

qn −N
(x1 + · · ·+ xn), x1, . . . , xn)

T

= (x0, . . . , xn)
T .

As Kn is invertible, we have

#»z =
1

qn −N
(x1

#     »αN,1 + · · ·+ xn
#      »αN,n),

which is a nonnegative linear combination of { #     »αN,i}i with the sum of coefficients equal
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to 1.

We want to minimize the potential energy first over quasicodes, and eventually over

codes. From Theorem 3.7, for any quasicode (A0, . . . , An) with size qn−1 ≤ N < qn,

we can always write it as a nonnegative linear combination of #     »αN,i. So

Ef ((A0, . . . , An)) = (f(0), . . . , f(n))(A0, . . . , An)
T

=
1

qn
(f(0), . . . , f(n))K2

n(λ1
#     »αN,1 + . . .+ λn

#      »αN,n)

=
qn −N

qn
(f(0), . . . , f(n))Kn(

N

qn −N
, λ1, . . . , λn)

T ,

which gives the following theorem.

Theorem 3.8. Let (a0, . . . , an) = (f(0), . . . , f(n))Kn and index set I = {i ∈ {1 . . . , n} :

ai = min{a1, . . . , an}}, then for quasicodes with size qn−1 ≤ N < qn, the minima of

the potential energy are achieved by the polytope generated by vertices { #     »αN,i}i∈I .

For the special case N = qn−1 (code with codimension 1), we have #     »αN,i =
#»vi, which

is the distance distribution of the code ĝ(n−i)(Ci) = {w ∈ Fn
q :
∑i

k=1 wk = 0}, so we

have the following theorem for potential energy over codes:

Theorem 3.9. Let (a0, . . . , an) = (f(0), . . . , f(n))Kn and index set I = {i ∈ {1 . . . , n} :

ai = min{a1, . . . , an}}, then for codes with codimension 1 (size qn−1), the potential

energy reaches minimum at the codes {w ∈ Fn
q :
∑i

k=1 wk = 0} with i ∈ I.
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Chapter 4

Properties of binary quasicode

In this section, we consider binary quasicodes, the special case when q = 2. For any

binary code in Fn
2 , any codeword x has at most one codeword with distance n; we

call this codeword the antipode of x and write it as 1 . . . 1︸ ︷︷ ︸
n

−x. So for the distance

distribution of any binary code, we always have An ≤ 1. When An = 1, this means

every codeword has its unique antipode in the code, so we have Ai = An−i by sym-

metry. By taking these simple combinatorial observations for binary codes, Theorem

4.2 and Theorem 4.4 show that these properties hold for binary quasicodes as well.

We first prove some properties for Krawtchouk polynomials in q = 2 case:

Lemma 4.1. Kj(n−x;n, 2) = (−1)jKj(x;n, 2) and Kn−j(x;n, 2) = (−1)xKj(x;n, 2).

Proof. We have

Kj(n− x;n, 2) =

j∑
i=0

(−1)i
(
n− x

i

)(
x

j − i

)

=

j∑
k=0

(−1)j−k

(
n− x

j − k

)(
x

k

)
= (−1)jKj(x;n, 2).
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The symmetry relation of Krawtchouk polynomial gives

(
n

i

)
Kx(i;n, 2) =

(
n

x

)
Ki(x;n, 2),

so

(
n

x

)
Kn−j(x;n, 2) =

(
n

n− j

)
Kx(n− j;n, 2)

=

(
n

n− j

)
Kx(j;n, 2)(−1)x

=

(
n

j

)
Kx(j;n, 2)(−1)x

=

(
n

x

)
Kj(x;n, 2)(−1)x.

This shows Kn−j(x;n, 2) = (−1)xKj(x;n, 2).

Theorem 4.2. For any binary quasicode (A0, . . . , An), we always have An ≤ 1.

Proof. We know
∑n

i=0 AiKj(i;n, 2) ≥ 0 for all j = 0, . . . n, so we have

0 ≤
n∑

j=0, odd

n∑
i=0

AiKj(i;n, 2) =
n∑

i=0

Ai

n∑
j=0, odd

Kj(i;n, 2).

The generating function for q = 2 is

(1 + z)n−i(1− z)i =
∞∑
j=0

Kj(i;n, 2)z
j =

n∑
j=0

Kj(i;n, 2)z
j.

Case 1: For any i ̸= 0, n, plugging in z = 1 and z = −1 gives

n∑
j=0, odd

Kj(i;n, 2) +
n∑

j=0, even
Kj(i;n, 2) = 0

and
n∑

j=0, even
Kj(i;n, 2)−

n∑
j=0, odd

Kj(i;n, 2) = 0,
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which implies
n∑

j=0, odd
Kj(i;n, 2) = 0.

Case 2: For i = 0, plugging in z = 1 and z = −1 gives

n∑
j=0, odd

Kj(0;n, 2) +
n∑

j=0, even
Kj(0;n, 2) = 2n

and
n∑

j=0, even
Kj(0;n, 2)−

n∑
j=0, odd

Kj(0;n, 2) = 0,

which implies
n∑

j=0, odd
Kj(0;n, 2) = 2n−1.

Case 3: For i = n, plugging in z = 1 and z = −1 gives

n∑
j=0, odd

Kj(n;n, 2) +
n∑

j=0, even
Kj(n;n, 2) = 0

and
n∑

j=0, even
Kj(n;n, 2)−

n∑
j=0, odd

Kj(n;n, 2) = 2n,

which implies
n∑

j=0, odd
Kj(n;n, 2) = −2n−1.

So 0 ≤
∑n

i=0 Ai

∑n
j=0, odd Kj(i;n, 2) implies 2n−1A0 − 2n−1An ≥ 0. As A0 = 1, we

have An ≤ 1.

Lemma 4.3. For any i, j ∈ {0, . . . , n− 2} with j odd,

Kj(i;n− 2, 2) =

j∑
s=1, odd

Ks(i+ 1;n, 2).

Proof. Multiplying both sides of (1+z)n−2−i(1−z)i =
∑n−2

j=0 Kj(i;n−2, 2)zj by 1−z2
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gives

(1 + z)n−i−1(1− z)i+1 =
n−2∑
j=0

Kj(i;n− 2, 2)zj −Kj(i;n− 2, 2)zj+2

=
n−2∑
j=0

Kj(i;n− 2, 2)zj −
n∑

j=2

Kj−2(i;n− 2, 2)zj,

where the left side is
∑n

j=0 Kj(i+ 1;n, 2)zj, so

Kj(i+ 1;n, 2) =


Kj(i;n− 2, 2) for j ∈ {0, 1}

Kj(i;n− 2, 2)−Kj−2(i;n− 2, 2) for j ∈ {2, . . . , n− 2}

−Kj−2(i;n− 2, 2) for j ∈ {n− 1, n}.

Now we check the claim:

If j = 1, then

Kj(i;n− 2, 2) = Kj(i+ 1;n, 2).

If 1 < j ≤ n− 2 with j odd, then

Kj(i;n− 2, 2) = Kj(i+ 1;n, 2) +Kj−2(i;n− 2, 2)

= Kj(i+ 1;n, 2) +Kj−2(i+ 1;n, 2) +Kj−4(i;n− 2, 2)

=

j∑
s=1,odd

Ks(i+ 1;n, 2).

Theorem 4.4. For any binary quasicode (A0, . . . , An), if An = 1, then Ai = An−i

for all i.

We know
∑n

i=0 AiKj(i;n, 2) ≥ 0 for all j = 0, . . . , n. Let Bi = Ai − An−i. For j odd,

we have

Kj(n− i;n, 2) = (−1)jKj(i;n, 2) = −Kj(i;n, 2),

so
∑⌈n

2
⌉−1

i=0 BiKj(i;n, 2) ≥ for any odd j.
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If we let w⃗j,n = (Kj(1;n, 2), . . . , Kj(⌈n
2
⌉ − 1;n, 2)) and v⃗j,n = (Kj(0;n, 2), w⃗j,n), then

v⃗j,n · (B0, B1, . . . , B⌈n
2
⌉−1) ≥ 0

for j odd in {0, . . . , n}. Then Theorem 4.4 converts into the following proposition:

Proposition 4.5. If v⃗j,n · (B0, B1, . . . , B⌈n
2
⌉−1) ≥ 0 for all j odd in {0, . . . , n}, and

B0 = 0, then (B0, B1, . . . , B⌈n
2
⌉−1) = (0, . . . , 0) for all i.

Proof by induction on n. For n = 1, this is trivial.

For n > 1, as B0 = 0, then we have w⃗j,n · (B1, . . . , B⌈n
2
⌉−1) ≥ 0. From the previous

lemma, for j odd in {0, . . . , n− 2}, we know

v⃗j,n−2 = (Kj(0;n− 2, 2), Kj(1;n− 2, 2) . . . , Kj(⌈
n

2
⌉ − 2;n− 2, 2))

=

(
j∑

s=1, odd
Ks(1;n, 2),

j∑
s=1, odd

Ks(2;n, 2), . . . ,

j∑
s=1, odd

Ks(⌈
n

2
⌉ − 1;n, 2)

)

=

j∑
s=1, odd

w⃗s,n.

So v⃗j,n−2 is a positive linear combination of w⃗s,n for odd s, which means

v⃗j,n−2 · (B1, . . . , B⌈n
2
⌉−1) ≥ 0

for all j odd in {0, . . . , n− 2}. From the proof of Theorem 4.2, we know

n−2∑
j=0, odd

v⃗j,n−2 = (2n−3, 0, . . . , 0)

so 2n−3B1 ≥ 0, which implies B1 ≥ 0.

On the other hand,
∑n−2

j=0, odd v⃗j,n−2 is a positive linear combination of w⃗j,n, so there
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exist tj ≥ 0 satisfying
n∑

j=0, odd
tjwj,n = (2n−3, 0, . . . , 0).

From the proof of Theorem 4.2, we know

n∑
j=0, odd

wj,n =
n∑

j=0, odd
(Kj(1;n, 2) . . . , Kj(⌈

n

2
⌉ − 1;n, 2)) = (0, . . . , 0).

Now let tM = max{tj}j + 1. Then

n∑
j=0, odd

(tM − tj)wj,n = (−2n−3, 0, . . . , 0),

which is a positive linear combination of wj,n, so −2n−3B1 ≥ 0, which implies B1 ≤ 0.

So we have v⃗j,n−2·(B1, . . . , B⌈n
2
⌉−1) ≥ 0 for all j odd in {0, . . . , n−2} and B1 = 0, which

is the inductive hypothesis for n−1, so we have (B0, B1, . . . , B⌈n
2
⌉−1) = (0, . . . , 0).
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Chapter 5

Symmetry on even digit binary

code

To understand the structure of the spaces of binary codes and binary quasicode, we

want to know what are the symmetries on them. There are not many symmetries;

when code has half dimension, the duality provides a symmetry. In this chapter,

assuming n is even, we find another symmetry for binary codes and quasicodes with

any size.

Definition 5.1. Let 1 denote the n-digit codeword 1 . . . 1︸ ︷︷ ︸
n

. Define a map f from

n-digit codewords to n-digit codewords by

f(a) =

a if a is even (has even weight)

1+ a if a is odd (has odd weight)

where the weight of a codeword is the sum of all digits.

Definition 5.2. For n even, define a permutation F in the symmetric group Sn as

F = (1 n− 1)(3 n− 3) . . . =
∏

i<n
2

and odd

(i n− i)

and we can extend it to a map F ′ from quasicodes to quasicodes by keeping the even-
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distance positions and switching the value of every odd-distance k position with the

value at distance n− k position, i.e.,

F ′((t0, t1, t2 . . . , tn−1, tn)) = (t0, tn−1, t2, . . . , t1, tn).

To prove F ′ maps quasicodes to quasicodes, the only thing we need to check is

Kn · F ′(a) ≥ 0

for any quasicode a = (A0, A1, . . . , An). This means we need to show

n∑
i=0, even

Kj(i;n, 2)Ai +
n∑

i=0, odd
Kj(i;n, 2)An−i ≥ 0 for all j.

Proof. Lemma 4.1 tells us that

Kj(n− i;n, 2) = (−1)jKj(i;n, 2) and Kn−j(i;n, 2) = (−1)iKj(i;n, 2).

When j is even, we have

Kj(i;n, 2) = Kj(n− i;n, 2),

so the left-hand side of our statement is
∑n

i=0 Kj(i;n, 2)Ai, which is nonnegative as

a is a quasicode.

When j is odd,

n∑
i=0, even

Kj(i;n, 2)Ai +
n∑

i=0, odd
Kj(i;n, 2)An−i

=
n∑

i=0, even
Kj(i;n, 2)Ai +

n∑
i=0, odd

Kj(n− i;n, 2)Ai

=
n∑

i=0, even
Kj(i;n, 2)Ai −

n∑
i=0, odd

Kj(i;n, 2)Ai
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=
n∑

i=0, even
Kn−j(i;n, 2)Ai +

n∑
i=0, odd

Kn−j(i;n, 2)Ai

=
n∑

i=0

Kn−j(i;n, 2)Ai

≥ 0.

As |F ′(a)| = |a|, this F ′ gives a symmetry on the polytope of quasicodes. Here are

some properties of these functions:

Lemma 5.3. 1. f 2=identity, F 2=identity, F ′2 = identity.

2. f is a linear map, i.e., f(a+ b) = f(a) + f(b) and f(λa) = λf(a), for λ = 0, 1.

The proof of this lemma is immediate.

Lemma 5.4. 1. For any codewords a, b ∈ Fn
2 , we always have

d(f(a), f(b)) = F (d(a, b)).

2. For any code C, the distance distribution of f(C) is equal to applying F ′ to

distance distribution of C.

Proof. Case 1: If a, b are even, then d(a, b) is even, so

d(f(a), f(b)) = d(a, b) = F (d(a, b)) = F (d(a, b)).

Case 2: If a, b are odd, then d(a, b) is even, so

d(f(a), f(b)) = d(1+ a,1+ b) = d(a, b) = F (d(a, b)).

Case 3: If a, b has different parity, without loss of generality we can assume a is even

and b is odd. Then d(a, b) is odd, and

d(f(a), f(b)) = d(a,1+ b) = n− d(a, b) = F (d(a, b)).
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This proves first property, and the second one is an immediate corollary.

Definition 5.5. If C is a code, we define the dual code as

C⊥ = {w ∈ {0, 1}n : (w, v) = 0, ∀v ∈ C},

where ( , ) is the dot product by viewing codewords as vectors modulo 2. So f(C⊥) =

{f(w) : (w, v) = 0, ∀v ∈ C} and f(C)⊥ = {w : (w, f(v)) = 0, ∀v ∈ C}.

Lemma 5.6. For any two codewords v1 and v2, (f(v1), f(v2)) = (v1, v2).

Proof. (1, a) = 0 if a has even weight and (1, a) = 1 if a has odd weight, so

(f(v1), f(v2))

=



(v1, v2) if v1 and v2 have even weight

(v1 + 1, v2) = (v1, v2) + (1, v2) = (v1, v2) if v1 has odd weight, v2 has even weight

(v1,1+ v2) = (v1, v2) + (v1,1) = (v1, v2) if v1 has even weight, v2 has odd weight

(v1 + 1, v2 + 1) = (v1, v2) + 1 + 1 + 0 = (v1, v2) if v1 and v2 have odd weight.

Lemma 5.7. The function f commutes with dual operation, i.e., f(C⊥) = f(C)⊥.

Proof. For any f(w) ∈ f(C⊥) and any v ∈ C,

(f(w), f(v)) = (w, v) = 0,

so f(w) ∈ f(C)⊥ and f(C⊥) ⊆ f(C)⊥.

For any w ∈ f(C)⊥ and any v ∈ C,

(f(w), v) = (f(f(w)), f(v)) = (w, f(v)) = 0,

so w ∈ f(C⊥) and f(C)⊥ ⊆ f(C⊥), which implies f(C⊥) = f(C)⊥.
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From Proposition 5 of [4], we know if a = (A0 . . . , An) is the distance distribution of

code C, then the distance distribution of C⊥, a⊥ = (A⊥
0 , . . . , A

⊥
n ), is

A⊥
j =

1

N

n∑
i=0

AiKj(i;n, 2),

where N = |C| =
∑

Ai. So

a⊥T
=

1

N
Kn · aT .

Using this formula, we can extend the dual operation to quasicodes. Since K2
n = 2nI,

for a quasicode a of size N , a⊥ is a quasicode of size 2n

N
.

Our proof showing F ′ maps quasicodes to quasicodes also proves the following theo-

rem:

Theorem 5.8. For any quasicode a, F ′(a⊥) = F ′(a)⊥, i.e.,

A⊥
F (j) =

1

|C|

n∑
i=0

AF (i)Kj(i;n, 2).

So our symmetry commutes with the dual operation on quasicodes. For the special

case N = 2
n
2 (half dimension), a quasicode and its dual have the same size, which

means the dual operation provides another symmetry on the polytope of quasicode.
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Chapter 6

Further questions

In Chapter 3, we get a complete list of vertices with size qn−1 ≤ N < qn. What

happens for the polytope of quasicodes with size less than qn−1? For q = 2, here is a

table on number of vertices of the polytope computed using Polymake [8]:

n N Number of Vertices

3 1 1

3 2 3

3 3 4

3 4–7 3

3 8 1

4 1 1

4 2 4

4 3 9

4 4 5

4 5 9

4 6 7

4 7 9

4 8–15 4

4 16 1

5 1 1

n N Number of Vertices

5 2 5

5 3 17

5 4 14

5 5 17

5 6 12

5 7 17

5 8 14

5 9 17

5 10 17

5 11 17

5 12 12

5 13 13

5 14 13

5 15 13

5 16–31 5
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n N Number of Vertices

5 32 1

6 1 1

6 2 6

6 3 28

6 4 16

6 5 29

6 6 40

6 7 41

6 8 24

6 9 41

6 10 41

6 11 41

6 12 29

6 13 29

6 14 29

6 15 29

6 16 16

n N Number of Vertices

6 17 28

6 18 28

6 19 28

6 20 28

6 21 28

6 22 28

6 23 28

6 24 22

6 25 24

6 26 24

6 27 20

6 28 20

6 29 20

6 30 20

6 31 20

6 32–63 6

6 64 1

This shows a more complex phenomenon for the case N < qn−1, so we can’t expect

simple generalization of our main theorem on the list of vertices.

38



Bibliography

[1] P. Delsarte, Bounds for unrestricted codes by linear programming, Philips Res.

Repts. 27 (1972), 272–289.

[2] P. Delsarte, An algebraic approach to the association schemes of coding theory,

Philips Res. Repts. Suppl. 10 (1973).

[3] P. Delsarte and V. I. Levenshtein, Association schemes and coding theory, IEEE

Trans. Inform. Theory, 44 (1998), 2477–2504

[4] H. Cohn and Y. Zhao, Energy-minimizing error-correcting codes, IEEE Trans.

Inform. Theory 60 (2014), 7442–7450.

[5] V. I. Levenshtein, Krawtchouk polynomials and universal bounds for codes and

designs in Hamming spaces, IEEE Trans. Inform. Theory 41 (1995), 1303–1321.

[6] M. Conforti, G. Cornuéjols and G. Zambelli, Integer Programming, Graduate

Texts in Mathematics, 271, Springer, (2014).

[7] V. A. Yudin, The minimum of potential energy of a system of point charges,

Discrete Math. Applicat. 3 (1993), 75–81.

[8] B. Assarf, E. Gawrilow, K. Herr, M. Joswig, B. Lorenz, A. Paffenholz and

T. Rehn, Computing convex hulls and counting integer points with polymake,

Math. Program. Comput. 1 (2017), 1–38.

39


