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Abstract 
Smoke from biomass burning (both wildfires and prescribed and agricultural burns) is important 
for atmospheric chemistry and composition, air quality, and climate. These impacts are 
associated with substantial societal implications such as large detrimental health burdens, lost 
work and school days, and diminished visibility and ability to use the outdoors. However, there 
are large uncertainties in the magnitude and characteristics of smoke, stemming from 
considerable unknowns in all parts of the fire system, and thus in our representation of this in 
models. This thesis aims to address many of these uncertainties with a multipronged approach 
using models and observations across scales. 
 
The scope of the research completed herein is introduced and described in Chapter 1. Chapter 2 
focuses on how smoke emissions uncertainties carry through to air quality and radiative impacts 
with an emphasis on North America using four commonly used smoke inventories, a chemical 
transport model, and observational constraints, including surface networks, aircraft, and 
satellites. We show that two of the inventories (GFED4s and GFAS) direct the model closest to 
observations. While most air quality and climate studies only use one smoke inventory, we find 
that there is a large range across the inventories in health-relevant surface smoke concentrations 
and climate-relevant direct radiative effects. Chapter 3 investigates carbonaceous aerosol and its 
absorption properties from fires in two large fire source regions, the western US and Africa, 
using observations from three aircraft campaigns focused on fires. We find that smoke from 
African fires is more absorbing than that in the western US and thus that global climate models 
need to represent regional heterogeneity in absorption properties. We also show that a 1-day 
whitening lifetime of brown carbon matches observations well and substantially decreases the 
warming contribution of biomass burning. Chapter 4 expands the model representation of non-
methane organic gases (NMOGs) from fires and investigates how important fires are for 
atmospheric reactivity. This is the first global estimate of the impact of fire on atmospheric 
reactivity. Chapter 5 focuses on two quantifiable human levers (human-ignited wildfires and 
agricultural fires) on smoke particulate matter under 2.5 microns in the US. We calculate that 
these two human drivers account for over 80% of important health metrics (population-weighted 
exposure and premature mortality) associated with fires, suggesting large mitigation potential of 
smoke impacts. Finally, Chapter 6 summarizes the work completed in this thesis. 
 
Thesis Supervisor: Colette L. Heald 
Title: Professor of Civil and Environmental Engineering and Earth, Atmospheric, and Planetary 
Science 
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Chapter 1 Introduction 
 
Fires have occurred on earth over the last several millennia, increasing and decreasing in 

response to different natural and human factors. Three major factors control fires and their 

extent: ecosystem productivity (fuel), climate (e.g., fire weather or wet vs. dry conditions and 

ignition potential), and humans (colonization; land use; industrial, agricultural, and domestic 

combustion; fire suppression; and fire ignition) (Bowman et al., 2011). The relative importance 

of these drivers has changed over time, and climate, land use, and demography will all impact 

future fires. For example, Kloster et al., (2012) showed that overall global future (2075-2099) 

fire emissions will increase by 17-62% with climate responsible for increases of 22-66%; harvest 

and land use for decreases of 5-20%; human ignition for increases of 20%; and fire management 

(suppression) for decreases of 6%. 

 

Fires (wildfires as well as prescribed and agricultural burns) emit a large suite of both primary 

gas and particle phase chemicals into the atmosphere, including CO, CO2, NOx, volatile organic 

compounds (VOCs), black carbon (BC), and primary organic aerosol (POA). Many of these 

species can then react with each other to form secondary pollutants, ozone (O3) and secondary 

particulate matter under 2.5 microns (PM2.5). The magnitude and properties of many of these 

emitted and formed species remain challenging to fully capture because they depend on 

underlying fuel and fire type. 

 

Smoke (which comprises a complex mixture of these chemicals) impacts air quality, health, 

climate, and beyond (e.g., visibility, the economy, and our ability to use the outdoors). Because 

of their small size and associated ability to lodge deeply in lungs, PM2.5 can have significant 

health impacts (respiratory infections, asthma, cardiovascular disease, and lung cancer) (e.g., 

Pope and Dockery, 2006; Brook et al., 2010), especially the high levels of PM2.5 from fires (Liu 

et al., 2015a; Reid et al., 2016; Williamson et al., 2016). Ozone can cause similar respiratory 

health problems and, in particular, aggravate asthma especially in vulnerable populations (CDC, 

2022). Fire PM2.5 can also impact the climate system via absorbing and scattering radiation 

(Bond et al., 2013); BC deposition on ice lowers the surface albedo; and gases from fires (e.g., 

CO2, CO, and CH4) can lead to warming. 
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However, nearly all components of the fire system in addition to their subsequent impacts are 

uncertain. The modelling of fires themselves is complex, including their prediction, detection, 

and spread (Pham et al., 2020); risks associated with wildfire drivers and impacts (Oliveira et al., 

2021); and interactions with the atmosphere (Bakhshaii and Johnson, 2019). The advent of 

satellites has provided much finer spatial and temporal scale observations of fire activity, burned 

area, and other indirect fire variables globally in the last several decades (van der Werf et al., 

2017). This has enabled the development of global smoke emissions inventories for use 

representing smoke in air quality and climate models. Fires and their smoke are a global problem 

with regional differences and effects, and so this work attempts to bridge scales and provide 

insights that are globally relevant and regionally specific as appropriate.  

 

Both the air quality and climate research communities need to represent fires and the resulting 

smoke accurately. However, uncertainties abound, and most studies do not use observations to 

constrain the model that they then use to inform decision making. Most air quality studies rely on 

only one smoke emissions inventory without considering the implications of their choice. The 

assessment of the radiative forcing impacts of fires relies on the attribution of human vs. natural 

fires, which is complex and challenging to quantify. The Intergovernmental Panel on Climate 

Change reports prior to the most recent, the Sixth Assessment Report (AR6), only used one 

stitched together fire inventory. Using this one fire dataset, the IPCC estimated that the biomass 

burning component of aerosol radiative forcing hovers right around zero but with large 

uncertainty bars (Intergovernmental Panel on Climate Change, 2014). For AR6, a fire modeling 

intercomparison systematically compared a number of models, providing a better representation 

of the uncertainty in emissions (Rabin et al., 2017). In addition, the underlying models used in 

the IPCC generally do not consider that a subset of POA (brown carbon or BrC) can absorb 

incoming radiation, leading to potentially additional warming. Field observations suggest that 

this BrC can photochemically whiten in the atmosphere, but this is poorly understood. While we 

know that fires emit a complex mixture of organics, chemical transport models (CTMs) typically 

include a very limited subset of fire emissions – limited by both knowledge of their emissions 

and their chemical fate in the atmosphere. The limited representation of NMOGs suggests that 

models are likely unable to capture secondary pollutant formation (i.e., O3 and SOA) from fires.   

In this dissertation, we use models (smoke inventories; a global chemical transport model, 



 8 

GEOS-Chem; and a radiative transfer model, RRTMG) and observations across scales (lab 

experiments, surface networks, aircraft and tower campaigns, and satellites) to constrain, inform, 

and improve our representation of smoke (e.g., emissions, chemical and physical processes, and 

optical properties) and its air quality and climate impacts.  

 

This thesis begins in Chapter 2 by quantifying how uncertainty in our fire particle emission 

estimates carries through to air quality and climate impacts and delves into where some of this 

uncertainty comes from. Further, we constrain the model, driven by four different smoke 

inventories, with available observations in North America and show that two inventories 

(GFED4s and GFAS1.2) drive GEOS-Chem closest to observations. A subsequent study showed 

that GFED also drives the ACCESS-UKCA model closest to observations (Desservettaz et al., 

2022). Chapter 3 explores how the magnitude and properties of carbonaceous aerosol (BC and 

OA) differ in two large fire regions (the western US and central Africa), the absorption and 

whitening of brown carbon, and the global implications of what we learn.  

 

In Chapter 4, we explore fire non-methane organic gases (NMOGs) and provide a first estimate 

of the importance of fires for atmospheric reactivity. We update and expand the emissions 

factors and improve the chemistry of NMOGs from fires in the model and constrain these 

updates with available observations from large fire regions (US, boreal Canada, Amazon, and 

Africa). We ultimately show that fires are responsible for a large contribution of surface 

atmospheric reactivity both near source regions (> 75%) and broadly across the globe (~25%). 

 

In Chapter 5, we explore two quantifiable human levers (agricultural fires and human ignited 

wildfires) on smoke PM2.5 in the contiguous US (CONUS). Through this work, we show that 

humans are responsible for a large portion of smoke and its impacts in specific regions and 

across CONUS (>80% of fire-associated population-weighted PM2.5 exposure and premature 

mortality come from these two human levers). Thus, there is a large mitigation potential for 

lessening associated air quality impacts. 

 

Chapter 6 summarizes the conclusions of this work, briefly discusses two studies complementary 

to my thesis, and provides an outlook on future research needs.  
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Chapter 2. How emissions uncertainty influences the distribution 

and radiative impacts of smoke from fires in North America 
 

Adapted from: Carter, T.S., C.L. Heald, J.L. Jimenez, P. Campuzano-Jost, Y. Kondo, N. Moteki, 

J.P. Schwarz, C. Wiedinmyer, A.S. Darmenov, A.M. da Silva, and J.W. Kaiser (2020) How 

emissions uncertainty influences the distribution and radiative impacts of smoke from fires in 

North America, Atmos. Chem. Phys., 20, 2073–2097, https://doi.org/10.5194/acp-20-2073-2020. 

 

2.1 Introduction 

Biomass burning (BB), which includes wildfires in addition to agricultural and other prescribed 

burning, emits a variety of trace gases and aerosols, including carbon dioxide, oxides of nitrogen, 

VOCs, and PM2.5 (Akagi et al., 2011) with large associated air quality and climate impacts. 

Particulate matter from fires (or smoke) is dominated by carbonaceous aerosol (BC and OA) 

(Akagi et al., 2011; Bond et al., 2013). As these emissions are transported through the 

atmosphere, they deteriorate air quality in a variety of ways. Because of their small size and 

associated ability to lodge deeply in lungs, aerosols can have significant health impacts 

(respiratory infections, asthma, and lung cancer) and increase cardiovascular disease (e.g., Brook 

et al., 2010; Pope and Dockery, 2006), especially the high levels of PM from fire events (Liu et 

al., 2015; Reid et al., 2016; Williamson et al., 2016). Deep penetration of the lungs and most 

acute health impacts are generally associated with the fine PM (under 2.5 microns) fraction of 

PM. Biomass burning aerosols (BBA) can also impact the climate system via absorbing and 

scattering radiation (Bond et al., 2013). In an era of increasing wildfire activity in the western US 

(Westerling, 2016; Westerling et al., 2006), there is a pressing need to understand how smoke 

from fires impacts air quality and alters atmospheric radiation.  

 

Globally, BB is responsible for roughly 30% of BC and nearly 90% of primary OA emissions 

(POA), contributing an estimated 34 Tg yr-1 of aerosol to the atmosphere annually (Bond et al., 

2013). In addition, fires may be an important source of secondary organic aerosol (SOA), which 

form from the oxidative aging of gas-phase organics emitted during combustion. Our current 

understanding of SOA formation is incomplete. Recent studies demonstrate that there is no clear 
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consensus on the magnitude of SOA from fires, with estimates that range from virtually none to 

95 Tg yr-1 (Shrivastava et al., 2017; Vakkari et al., 2018). Much of this spread comes from 

diverging results from field versus laboratory studies: the majority of field studies have reported 

no secondary aerosol formation (above dilution-corrected POA concentrations; Hodshire et al., 

2019) or even a decrease in OA (Akagi et al., 2012; Collier et al., 2016; Forrister et al., 2015; 

Garofalo et al., 2019; Jolleys et al., 2014; Liu et al., 2015b; May et al., 2014, 2015), while a few 

field studies observed significant SOA formation from biomass burning emissions (Vakkari et 

al., 2014, 2018; Yokelson et al., 2009). Laboratory studies, to the contrary, almost always report 

substantial SOA formation from fires (Grieshop et al., 2009; Hennigan et al., 2011; Lim et al., 

2019; Ortega et al., 2013; Tkacik et al., 2017). The reasons for the discrepancy across studies are 

not understood (Hodshire et al., 2019; Shrivastava et al., 2017) and should be the focus of further 

research. 

 

Biomass burning aerosols (BC, POA, and SOA) can have major impacts on radiation. Black 

carbon has a strong warming or positive direct radiative effect (DRE) (instantaneous radiative 

impact), both globally and regionally, and some studies suggest its warming direct radiative 

forcing (DRF) (the change in DRE from pre-industrial to present day, not including climate 

feedbacks) (Heald et al., 2014) is second only to CO2 (Bond et al., 2013). Black carbon from BB 

and gas flares also lowers the snow and ice albedo in the Arctic, leading to additional warming 

(Stohl et al., 2013). Organic aerosol, because it scatters radiation, has a negative or cooling DRE 

(Bond et al., 2013). It is therefore the sum of the warming from absorption and the cooling from 

scattering that dictates the climate effect of BBA, leading to uncertainty in even the sign of the 

net radiative effect of fires. Previous estimates of BBA DRE range from -0.01 to 0.13 W/m2 

(Rap et al., 2013; Ward et al., 2012). Furthermore, when quantifying BBA impacts on radiation, 

differentiating anthropogenic and natural fires is central to quantifying the climate forcing, or the 

DRF of fires which reflects human influence (e.g. via ignition, suppression or changes in fuel 

availability).  The uncertainty in fire radiative impacts has not been assessed in detail.  

 

North America, in particular the western US, is one of the few regions in the world where more 

intense and frequent wildfires have been directly tied to climate change impacts (e.g., hotter 

temperatures and less snowpack) (Abatzoglou and Williams, 2016; USGCRP, 2017). In addition 
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to climate change, historical fire suppression efforts in the US have led to increased fuel loads 

for fires (Marlon et al., 2012). Consequently, BBA emissions there are likely to increase in future 

decades (Yue et al., 2013). Already, boreal forest fires are responsible for only 2.5% global 

burned area but 9% of global BBA emissions (van der Werf et al., 2017). Biomass burning in 

Alaska has also accelerated in the last decade through increases in both burned area and fire 

frequency leading to increases in carbon loss associated with late-season burning (Turetsky et al., 

2011). Both relative and total impacts of BB on air quality and climate forcing are expected to 

increase as controls continue to reduce fossil fuel emissions and a changing climate potentially 

leads to more fires (Fuzzi et al., 2015; Val Martin et al., 2015). It is, therefore, becoming 

increasingly important to have models and emission inventories that can accurately characterize 

the impact that current and future fires and their emitted aerosols have on the environment, 

climate, and human health. Several recent laboratory studies (e.g., Jolleys et al., 2014; Levin et 

al., 2010; McMeeking et al., 2009), including the recent NOAA Fire Lab 2016 experiments in 

Missoula, MT (e.g., Jen et al., 2018; Koss et al., 2018; Selimovic et al., 2018), have explored the 

BB of North American fuels, providing key constraints on smoke emissions, aging, and 

properties. 

 

Because BBA emissions cannot routinely be measured directly, a variety of global fire emission 

inventories have been developed over the last decade(s) based on satellite observations. These 

inventories use different empirical approaches and underlying data to represent gas and aerosol 

emissions from fires - each with inherent uncertainties. Aerosol emissions from these inventories 

often vary by large factors depending on the region, do not agree spatially, and sometimes do not 

reflect observations of concentrations and AOD well either when integrated into a model 

(Petrenko et al., 2012; Reddington et al., 2016, 2019). In this analysis, we focus on four 

commonly used, but theoretically distinct inventories: the Global Fire Emissions Database 

version 4 (GFED4s) (van der Werf et al., 2017) with small fires, the Fire INventory from NCAR 

version 1.5 (FINN1.5) (Wiedinmyer et al., 2011), the Quick Fire Emissions Database version 2.4 

(QFED2.4) (The Quick Fire Emissions Dataset (QFED) – Documentation of versions 2.1, 2.2 

and 2.4, NASA Technical Report Series on Global Modeling and Data Assimilation, NASA TM-

2013-104606, 2020), and the Global Fire Assimilation System version 1.2 (GFAS1.2) (Kaiser et 

al., 2012). The two main approaches are a fire detection/burned area (FD/BA) method that relies 
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upon burned area, which GFED4s uses, or active fire counts, which FINN1.5 uses, and the fire 

radiative power (FRP) approach, which relies upon fire radiative energy observations, an 

approach which both QFED2.4 and GFAS1.2 use. Comparisons among these different types of 

inventories suggest that there is significant variability in the amount of dry matter burned 

associated with an individual active fire detection, which is one explanation for why FD/BA and 

FRP inventories do not align (van der Werf et al., 2017 and references therein). Studies using 

AOD to interrogate BB emission inventories give varied results but suggest that FD/BA BBA 

estimates are roughly a factor of 3 too low in large BB regions (e.g., boreal North America, 

South America, southern Africa, and equatorial Asia) and globally (Johnston et al., 2012; Kaiser 

et al., 2012; Petrenko et al., 2012; Tosca et al., 2013). In this study we will refer to the spread 

across these inventories as the “uncertainty” in emissions; however, we note that additional 

factors, not represented by any of these inventories, may increase the true uncertainty in the 

estimated emissions.      

 

Here we use the GEOS-Chem chemical transport model and a suite of fire emission inventories 

to investigate the emissions uncertainties associated with impacts of BBA on air quality and 

radiation. We explore the interannual and geographic variability of fire emissions and dry matter 

(DM) consumed from 2004-2016 across inventories and discuss how the uncertainty in 

emissions carries forward to concentrations, exposure, aerosol optical depth (AOD), and DRE 

with a focus on 2012 - 2014. We also explore the impact of a new model parameterization for 

SOA from fires. 

 

2.2 Model and observations descriptions   

2.2.1 The GEOS-Chem model 

We use GEOS-Chem (www.geos-chem.org), a global chemical transport model, coupled with 

the rapid radiative transfer model for global circulation models (RRTMG, Iacono et al., 2008), a 

configuration known as GC-RT (Heald et al., 2014), to explore the air quality and climate 

impacts of BBA. GEOS-Chem is driven by assimilated meteorology from the Modern-Era 

Retrospective analysis for Research and Applications, Version 2 (MERRA-2) at the NASA 

Global Modeling and Assimilation Office (GMAO). We run version 12.0.0 of GEOS-Chem 

(https://doi.org/10.5281/zenodo.1343547) with a horizontal resolution of 2x2.5° and 47 vertical 
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levels with a chemical timestep of 20 minutes and a transport timestep of 10 minutes and with 

six month spin up simulations prior to the time periods of interest, 2012-2014 and June-July 

2008. We also perform nested simulations over North America at 0.5x0.625° (with boundary 

conditions from the global simulation) for comparison against observations (IMPROVE and 

aircraft campaigns, see Sect. 2.3) with transport and chemistry timesteps of 5 and 10 minutes, 

respectively. 

 

GEOS-Chem employs SO42-–NO3-–NH4+ thermodynamics (Fountoukis and Nenes, 2007) 

coupled to an ozone–VOC–NOx–oxidant chemical mechanism (Chan Miller et al., 2017; Mao et 

al., 2013; Travis et al., 2016) with integrated Cl-Br-I chemistry (Sherwen et al., 2016). The 

model includes schemes for fine and coarse sea salt aerosols (Jaeglé et al., 2011) and mineral 

dust in four size bins (Fairlie et al., 2007; Ridley et al., 2012). The standard simulation of BC in 

GEOS-Chem is described in Park et al., (2003). We update this simulation per Wang et al. 

(2014), as follows: we update the initial hydrophilic fraction from BB to 70% based on field 

observations (Wang et al., 2014 and references therein). Fossil-BC is aged from hydrophobic to 

hydrophilic using the Liu et al. (2011) BC aging scheme with dynamic [OH] and [SO2] per 

Wang et al. (2014), and biofuel/biomass-BC is aged with an e-folding time of 4 hours. For 

hydrophilic BC, we use an absorption enhancement from coating of BC of 1.1 for fossil-BC and 

1.5 for biofuel/biomass-BC. We also update the BC properties for optical calculations per Wang 

et al. (2014). 

 

The standard POA simulation emits 50% of POA as hydrophilic and ages hydrophobic POA to 

hydrophilic POA with an atmospheric lifetime of 1.15 days (Chin et al., 2002; Cooke et al., 

1999). We use an organic matter (OM) to OC ratio of 1.4 for hydrophobic OC and 2.1 for 

hydrophilic. The baseline model formation of SOA from BB follows the simple scheme 

implemented by Kim et al. (2015) based on field results from six large campaigns summarized 

by Cubison et al. (2011). This emits 0.013g SOA precursor (SOAP) per g CO emitted, which 

then forms non-volatile SOA on a fixed timescale of one day. SOAP is not lost by dry or wet 

deposition. Recent laboratory results from the NOAA Fire Lab 2016 campaign suggest much 

greater SOA formation from the burning of North American fuels (Lim et al., 2019); however, 

we note that, as previously discussed, uncertainties surrounding this source of SOA remain large. 
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Based on this study, we perform a sensitivity analysis for a new parameterization for SOA 

production from fires, where SOAP is estimated as POA fire emissions scaled by a factor of 

2.48. We note that this is 13 times larger than the field-based estimate of Cubison et al. (2011), 

which combines the effects of POA evaporation and SOA formation (see Sect. 5 for further 

details).    

 

Anthropogenic emissions (including fossil and biofuel sources) of both BC and POA follow the 

CEDS global inventory (Hoesly et al., 2018) with regional inventories used when available, 

including NEI2011v1 over the US (Air Pollutant Emissions Trends Data, 2020), APEI over 

Canada, and DICE-Africa over Africa (Marais and Wiedinmyer, 2016). Trash burning emissions 

are from Wiedinmyer et al. (2014). Aircraft emissions are from the AEIC inventory (Simone et 

al., 2013; Stettler et al., 2011). Global annual anthropogenic emissions are 4.5 Tg yr-1 of BC and 

8.7 Tg yr-1 of POA in 2012. Biogenic emissions are calculated online from the MEGANv2.1 

emissions framework (Guenther et al., 2012).  

 

Fire emission inventories (GFED4s, FINN1.5, QFED2.4, and GFAS1.2) are specified on a daily 

timescale, the frequency at which all four inventories were available. The standard version of 

GEOS-Chem, which we use, emits all fire emissions from the surface into the boundary layer. 

Diurnal scale factors from the Western Regional Air Partnership (WRAP, 2005) were applied to 

all inventories per Kim et al. (2015). Additional information on each fire inventory is provided in 

Sect. 2.2. 

 

We quantify simulated AOD at 550 nm, assuming that aerosols are externally mixed with a fixed 

lognormal size distribution for each species and that AOD is a function of relative humidity to 

account for hygroscopic growth, which also varies by species (Martin et al., 2003). Aerosol 

optical properties are from the Global Aerosol Data Set (GADS) database (Köpke et al., 1997) 

with updates from Drury et al. (2010) and Wang et al. (2014). RRTMG calculates both longwave 

and shortwave atmospheric radiative fluxes. When coupled to GEOS-Chem, this calculation is 

performed every 3 hours. Long and shortwave DRE at the top of the atmosphere are summed and 

reported as total DRE.  
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2.2.2 Description of fire emission inventories 

Here we describe the differences and similarities of the four fire emission inventories 

investigated in this study: two FD/BA approaches (GFED4s and FINN1.5) and two FRP-based 

(QFED2.4 and GFAS1.2). GFED4s is the most widely used of fire emission inventories (other 

inventories are sometimes scaled to it), and it employs a FD/BA approach based on the Moderate 

Resolution Imaging Spectroradiometer (MODIS)-observed burned area complemented by the 

Carnegie–Ames–Stanford Approach (CASA) biogeochemical model. CASA provides estimated 

biomass factors (i.e., combustion completeness and fuel load) in a variety of carbon pools (e.g. 

leaves, grasses, litter, etc.), depending on pool-specific and environmental conditions, which are 

combined with emission factors (EFs) and MODIS burned area to produce emissions (van der 

Werf et al., 2017). GFED4s therefore estimates emissions as: 

 

𝑀! = 𝐴	𝑥	𝜌	𝑥	𝛾	𝑥	𝐸𝐹!,                                                                           (1) 

 

where MS is the mass of the species of interest (g), A is burned area (m2), γ is combustion 

completeness (%), ρ is fuel load (kg DM/m2), and EFS is the species-specific emission factor (g 

species/kg DM). 

 

The fourth and most recent version of GFED (GFED4s) provides emissions at a 0.25° resolution 

from 1997 in near real time, and boosts emissions to include small fires (Randerson et al., 2012). 

Burned area estimates from 2000 onwards are from the MODIS MCD64A1 500m burned area 

maps aggregated at 0.25° resolution and a monthly time step (Giglio et al., 2013). Because of 

measurement limitations, EFs, in general, are very uncertain (see Sect. 3), but GFED4s employs 

a recent compilation of EFs (Akagi et al., 2011) with some updates, such as for the temperate 

forest biome. GFED4s emissions are available monthly with scalars also available to distribute 

emissions over daily or three-hour intervals. These scalars are only available from 2003 onwards. 

 

FINN1.5 follows the same FD/BA approach as GFED4s but with some differences, including: 

burned area is estimated from active fire detection identified with the MODIS Thermal 

Anomalies Product (Giglio et al., 2006), EFs are based on the 2015 updates from Akagi et al. 

(2011) (http://bai.acom.ucar.edu/Data/fire/), and different land cover maps are used. FINN1.5 



 16 

emissions uncertainty comes from the use of fire hot spots, assumed area burned (each fire hot 

spot is equivalent to 1km2 burned area except grasslands, which are 0.75 km2), land cover maps, 

biomass consumption estimates, and EFs (Wiedinmyer et al., 2011). The original emission 

estimates are available at 1 km2 spatial resolution and from 2002 – 2016 at both daily and 

monthly mean temporal resolution. Within the GEOS-Chem model, FINN1.5 input files are 

available at 0.25°, and CO2 emissions are produced with FINN1.5 and then other emitted species 

are scaled based on emission factors and land cover type.  

  

QFED2.4 and GFAS1.2 employ an FRP-based method, which estimates emissions using satellite 

observations of fire radiative power (FRP), relying upon the following theoretical approach:   

 

 𝑀! = 	𝛼	𝑥	𝐸𝐹!	𝑥	𝐹𝑅𝐸 = 	𝛼	𝑥	𝐸𝐹!	𝑥	 ∫ 𝐹𝑅𝑃(𝑡)𝑑𝑡,"!
""

	                      (2) 

where α is the emission coefficient (kg DM J-1), EFS is the species-specific emission factor (g 

species/kg DM), and FRE in joules (is fire radiative energy or the integral of fire radiative power 

(FRP in J s-1) over time. 

  

This FRP-based approach takes advantage of an empirically derived linear relationship between 

the energy released as thermal radiation (FRE) and the mass of fuel or DM consumed during 

combustion (Ichoku and Kaufman, 2005; Wooster, 2002; Wooster et al., 2005). This basic 

relationship is supported by the fact that the energy released by burning the same amount of a 

fuel is similar regardless of vegetation type (Wooster et al., 2005). The energy from combustion 

processes not transferred into the environment (through conductive, evaporative, and convective 

processes) is released as infrared radiation, which is then assumed to be proportional to the total 

energy produced during combustion. One can then relate the amount of fuel burned with the 

time-integrated FRE using an emission coefficient (α). In laboratory studies, the coefficient 

appears to be universal, i.e. independent of fuel type (Wooster et al., 2005). For satellite-

observed FRE, however, different values are associated with different broad classes of fire types 

(Kaiser et al., 2012). 

 

QFED2.4 uses the MODIS Active Fire Level 2 product (MOD14 and MYD14) and the MODIS 

Geolocation product (MOD03 and MYD03) for FRP and the location of fires. A linear 
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regression between the QFED2.4 dataset, starting with an emission coefficient (α0) from Kaiser 

et al. (2009), and version 2 of GFED was used to calculate the α used in QFED2.4. The location 

of the fire in addition to a vegetation land type mask was used to assign the FRP to a QFED2.4 

vegetation type, which was based on an aggregated version of the International Geosphere-

Biosphere Programme (IGBP) vegetation mask with four basic classes: tropical forest, 

extratropical forest, savanna, and grassland. GFAS1.2 also uses the MOD14 fire product. 

GFAS1.2 utilizes land cover maps based on the dominant vegetation type from GFED3 and 

additional organic soil and peat maps (Kaiser et al., 2012). GFAS1.2 also derives conversion 

factors linking FRP and the GFEDv3.1 dry matter combustion rates based on linear regressions 

between the two. 

 

QFED2.4 and GFAS1.2 utilize EFs from Andreae and Merlet (2001). An update to this EF 

compilation is now available (Andreae, 2019) but is not yet used in these inventories. QFED2.4 

scales its aerosol emissions to better represent MODIS-observed AOD, using biome-dependent 

strength factors. It should be noted that these enhancement factors were based on the GEOS 

model, and depend on the underlying model configuration, most importantly, the single assumed 

OM:OC ratio of 1.4, but also the specific anthropogenic emissions and the radiative properties of 

aerosols in the model. Thus, these enhancement factors that scale to AOD could differ 

substantially in a model that treats these factors differently. To our knowledge, these differences 

have not been accounted for in previous model studies that have used QFED (e.g., Kim et al., 

2015; Lu et al., 2015; Marais et al., 2016; Saide et al., 2016; Zhang et al., 2014). We make no 

effort to re-derive the biome-specific enhancement factors for GEOS-Chem. In an effort to 

ensure that global totals of emitted BC and OA are consistent with those reported by QFED2.4, 

we scale down emissions by a uniform factor of 0.69 (1.4/average OM:OC ratio in GEOS-Chem 

in 2012). QFEDv2.4 provides daily mean emissions and is available at 0.1° resolution from 2003 

– 2016. GFAS1.2 provides daily mean emissions and is available from 2003 – 2019 at 0.1° 

resolution.  

 

Some advantages of QFED2.4, GFAS1.2, and other FRP-based inventories are that the uncertain 

factors used in FD/BA inventories to convert burned area to DM consumed (fuel load and 

combustion completeness) can be bypassed, and that FRP observations are more sensitive to 
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small fires than burned area observations (MODIS has detection limits of ~5MW and 50m2, 

respectively). However, FRP-based approaches face significant challenges associated with the 

sparse temporal coverage of the underlying polar-orbiting MODIS observations of FRP. The 

daytime overpass of Terra and Aqua (10:30 LT and 13:30LT, respectively), generally miss the 

period of peak fire activity in the western US and Canada. In addition, active fire observations 

(both active fire counts and FRP) can only detect fires during the burning phase, while the 

accumulated burned area can be detected for an extended period of time after the burning phase. 

FRP-based emission estimates therefore contain errors due to assumptions on undetectable fire 

activity under cloud cover and between satellite overpasses (for low-earth orbiting instruments 

like MODIS). Smouldering and peat fires are difficult to quantify with both methods: FRP-based 

approaches suffer from weak thermal signatures and uncertain emission coefficients (Darmenov 

and da Silva, 2013), and FD/BA-based approaches suffer from missing information on burn 

depth and thus combustion completeness. 

 

2.2.3 In-situ observations 

The ARCTAS (Arctic Research of the Composition of the Troposphere from Aircraft and 

Satellites) summer airborne campaign surveyed large swaths of the Arctic with an emphasis on 

probing forest fire smoke plumes using the NASA DC-8 aircraft from June 18 to July 13, 2008 

(Jacob et al., 2010) (see Fig. 2.1 for flight tracks). Black carbon mass concentrations were 

measured with a single particle soot photometer (SP-2, Schwarz et al., 2008). For ARCTAS, the 

SP-2 detection range for particle diameter is 80-860nm, and the uncertainty is estimated to be 

10% (Kondo et al., 2011). Organic aerosol was measured using a high-resolution time-of-flight 

aerosol mass spectrometer (CU-Boulder Aerodyne HR-ToF-AMS, Canagaratna et al., 2007; 

Cubison et al., 2011; DeCarlo et al., 2006) with a 2s estimated uncertainty of 38% for OA 

(Bahreini et al., 2009) and a size detection limit extending down to 35nm vacuum aerodynamic 

(about 25 nm geometric diameter for typical BBOA densities) (DeCarlo et al., 2006, 2008). 

Concentration detection limits for OA for 1 min. data are ~0.16 µg m-3 (DeCarlo et al., 2006; 

Dunlea et al., 2009), several orders-of-magnitude lower than typical field BBOA concentrations 

(>= 10 µg m-3). The model structural and emission uncertainties for fire OA likely far outweigh 

measurement uncertainties, and thus, these measurement uncertainties are not germane to the 

analysis presented here.  Acetonitrile, a useful tracer for BB, was measured using a Proton-
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Transfer-Reaction Mass-Spectrometer (PTR-MS, Hansel et al., 1995; Wisthaler et al., 2002) and 

used as a filter to help isolate BB influence. 

 

 
Figure 2.1 Flight tracks of the ARCTAS and DC3 aircraft campaigns. The red box indicates the 

boreal region of the ARCTAS flights used here. 

 

Observations from the Deep Convective Clouds and Chemistry (DC3) campaign are also 

included in our analyses. DC3 focused on thunderstorms and their impact on the chemical 

composition of the troposphere and documented BB plumes and their interactions with deep 

convection in the Southern Great Plains, the Colorado Front Range, and the southeastern US. 

Flights occurred from May 18 to June 22, 2012 (Barth et al., 2015) (Fig. 2.1). As in ARCTAS, 

BC was measured using the SP-2, and OA was measured using an HR-ToF-AMS. The detection 

range for BC mass from the SP-2 corresponds to 90-550 nm volume equivalent diameter, 

assuming 1.8 g cm-3 density, with ± 30% total uncertainty in the accumulation mode BC mass 

mixing ratio (Schwarz et al., 2013). Acetonitrile was again measured using a PTR-MS (Hansel et 

al. 1995; Wisthaler et al. 2002). For comparison with airborne measurements, the model was 

sampled to the nearest grid box both temporally and spatially to each flight track using 1-minute 

aircraft data. We then average both the model and the observations to the model grid box. 

 

As the spatial and temporal coverage of aircraft campaigns is limited, we also include surface 

observations from 168 sites in the contiguous United States (CONUS) that are part of the 
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IMPROVE aerosol network (Interagency Monitoring of Protected Visual Environments, 

http://vista.cira.colostate.edu/improve/) from 2012 and compare against 24-hour averaged model 

results. Black carbon and OC are measured using a PM2.5 size-selective filter-based thermal 

method in this network (Chow et al., 2007). We use a conversion factor of 1.8 from OC to OA 

mass (Malm and Hand, 2007), which is the average of fresh and more aged OA in the model, to 

represent average surface conditions (note that the same OM:OC is applied to the model 

simulation when compared against IMPROVE).  

 

2.2.4 MODIS AOD observations 

Aerosol optical depth (AOD), the column total aerosol extinction, is directly proportional to the 

total mass concentration of aerosol in an atmospheric column (Levy et al., 2007, 2010) and is 

commonly measured by satellites. AOD measurements capture all aerosol contributions and, 

therefore, do not provide a unique quantitative constraint on BBA, but they can be a used to 

understand spatial and interannual BB patterns. 

 

We use the MODIS Collection 6 level 3 daily product of satellite AOD retrievals at 550nm and 

10km resolution (Levy et al., 2013; Sayer et al., 2014) from the Aqua platform and re-grid 

MODIS AOD from 1x1° to the model grid of 2x2.5° for further comparison with GEOS-Chem 

AOD. AOD retrievals from Aqua are used because the cross-over time of Aqua (early afternoon) 

typically coincides with peak burning activity and a well-mixed boundary layer. We use a 

merged AOD product (Dark Target-Deep Blue Combined Mean) from the Collection 6 MODIS 

data that combines ocean and vegetated land surface retrievals (Dark Target) and bright land 

surface retrievals (Deep Blue) to maximize coverage. Retrieved AOD (t) is estimated to be 

accurate to ±0.03 ± 0.05t over the ocean (Remer et al., 2005), to ±0.05 ± 0.15t over dark land 

surfaces (Levy et al., 2010), and to ±0.05 ± 0.20t over bright surfaces (Hsu et al., 2006; Sayer et 

al., 2014). The model was sampled at the satellite overpass time (1330 local time). In addition, 

we filter out AOD values from both MODIS and the model for which the cloud fraction from 

MODIS is greater than 80% to eliminate potential cloud contamination. 

 

2.3 Underlying emissions and dry matter uncertainty 



 21 

Figure 2.2 demonstrates the large differences in total annual BBA emissions estimated by the 

four different fire emission inventories from 2004-2016 for boreal North America (BONA, 

Canada and Alaska), the contiguous US (CONUS), and the globe. Emission totals over other 

large BB regions that are not the focus of this study (Amazon, Africa, and Asia) are shown in 

Fig. 2.S1. We focus on BC and OC (note that inventories provide OC, not OA) emissions in our 

analysis, but also provide a summary of CO for context, which generally follows the trends 

observed for OC (as does NOx, not shown). Globally, emissions of BC and OC are highest in 

QFED2.4 (3.1Tg yr-1 and 28.3Tg yr-1, respectively), but emissions are also most variable in this 

inventory (i.e., more variability from 2004-2016 as evidenced by the wider range between the 

25th and 75th percentiles) (Fig. 2.2). Average global annual emissions are smallest in GFED4s for 

BC, and, for OC and CO, FINN1.5 emissions are smallest – though very similar to GFED4s for 

OC and similar to QFED for CO. Global mean total annual BC emissions differ by roughly a 

factor of 2.3 across the inventories while mean total annual OC emissions differ by less (~ a 

factor of 1.7). The inventories show a smaller range in mean total annual CO emissions (~ a 

factor of 1.1): from GFAS1.2 (360Tg yr-1) to FINN1.5 (327Tg yr-1).  
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Figure 2.2 Boxplot summaries of each inventory's total annual emissions of BC, OC, and 

CO globally and for boreal North America and CONUS from 2004 to 2016. Diamonds indicate 

means. The horizontal bar is the median. The box shows the 25th to the 75th percentile, and the 

whiskers show 1.5 times the interquartile range. Points outside 1.5 times the interquartile range 

are shown as dots. GFED4s emissions are in red, FINN1.5 emissions are in orange, QFED2.4 

emissions are in light blue, and GFAS1.2 emissions are in dark blue. 
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The spread in BBA emissions across North America is larger than that seen globally. In BONA, 

mean annual BC and OC emissions show a factor of roughly five and four range, respectively, 

from the smallest, FINN1.5 (0.02Tg yr-1 and 0.4Tg yr-1, respectively), to the largest, GFAS1.2 

(0.1Tg yr-1 and 1.7Tg yr-1, respectively). The relative magnitudes of the four inventories are 

consistent across species for CONUS with QFED2.4 largest (0.09Tg yr-1 and 1.3Tg yr-1, for BC 

and OC respectively), followed by GFAS1.2 (0.04Tg yr-1 and 0.5Tg yr-1, for BC and OC 

respectively), and then FINN1.5 (0.03Tg yr-1 and 0.2Tg yr-1, for BC and OC respectively) and 

GFED4s (0.01Tg yr-1 and 0.3Tg yr-1, for BC and OC respectively) – where the exception is that 

the mean OC emissions from GFED4s are slightly larger than those of FINN1.5. The range of 

values is very similar for BC and OC in CONUS (a factor of ~7 for BC and ~6 for OC). For 

CONUS, GFED4s, GFAS1.2, and QFED2.4 show similar spatial patterns; FINN1.5 continues to 

show very little fire influence. 
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Figure 2.3 Emissions factors in g species per kg DM (shown only for vegetated land) for each 

inventory over North America; BC is shown on the left, and OC is shown on the right. 
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Table 2.1 Emissions factors used in each inventory. Superscripted AM is from Andreae and 

Merlet (2001), Ak is from Akagi et al. (2011), An is Andreae and Rosenfeld (2008), and Mc is 

McMeeking et al. (2009). Note that QFED2.4 and GFAS1.2 EFs shown here for BC and OC are 

entirely from Andreae and Merlet (2001). * The first QFED2.4 column shows the underlying EFs 

(shown in the second QFED2.4 column) multiplied by their biome-specific enhancement factor. 

We also adjust this factor down by the ratio of 1.4 (the OM : OC ratio used in the GEOS model) 

to the average OM : OC ratio used in GEOS-Chem in 2012 (see Sect. 2.2 for details). 

 

Multiple studies (e.g., Akagi et al., 2011; Alvarado et al., 2010; Urbanski et al., 2011) have 

identified uncertainties in EFs as a large source of uncertainty in BB emissions. Table 2.1 

confirms that there are large differences in the EFs used in the four inventories explored here in 

North America, particularly in boreal and agricultural regions. For example, OC boreal forest 

EFs range from 7.8 to 9.6 g/kg DM and BC from 0.2 to 0.56g/kg DM. The EFs used in each 

inventory are shown spatially over North America in Fig. 2.3. Updated EFs have also become 

recently available – from a large recent EF compilation (Andreae, 2019) to multiple studies 

focused on western fuels because of recent field intensives there. Some of this work has 

suggested that the PM EFs for western US fuels may be higher than those used in the inventories 

explored in this work (Liu et al., 2017). For example, the OA EFs measured by Liu et al. 2017 

are roughly a factor of 1.5 to 4 larger than those used by the four inventories in this work. The 

uncertainty in EFs is associated with: measurement technique, variation in the experimental 

conditions used to measure species’ EFs in a laboratory, post-processing and aging that can 

change smoke composition rapidly but is likely not yet fully mechanistically understood, and 

poorly characterized combustion and fire types (Akagi et al., 2011). Measured EFs vary 

considerable from different fuels (Jolleys et al., 2014; McMeeking et al., 2009); however, only 

coarse vegetation types (e.g., boreal forests) are typically delineated in emission inventories, 

making it difficult to apply laboratory-measured EFs. Of relevance to this study, relatively few 

measurements of BB have been made in temperate regions, such as large portions of the US, 

where much of the BB is prescribed for land management but controlled to protect air 

quality(Akagi et al., 2011), conditions which may lead to substantially lower BBA emissions(Liu 

et al., 2017). Another potential source of uncertainty in EFs is that experimentally-derived OC 

EFs may represent SOA as well as POA; EFs presented in compilations (Akagi et al., 2011; 
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Andreae and Merlet, 2001) are generally calculated from fresh smoke where the quantity of SOA 

production is not well constrained.  

 

 
Figure 2.4 Boxplot summary of each inventory's underlying total annual dry matter (DM) 

globally and for boreal North America and CONUS. The conventions of this boxplot are 

described in Fig. 2.2. GFED4s DM emissions are in red, FINN1.5 emissions in orange, QFED2.4 

effective DM emissions in light blue, and GFAS1.2 effective DM emissions in dark blue. 

 

We quantify how the range in EFs contributes to the overall spread in BBA emissions.  First, we 

divide emissions by the applied EFs to estimate the underlying dry matter (DM) consumed 

across inventories in the same regions and years as our emissions analysis (Fig. 2.4) to isolate the 

importance of EFs. We note that the two-FD/BA inventories (GFED4s and FINN1.5) quantify 

DM consumption in the construction of the inventory; however, for the FRP-based inventories 

(QFED2.4 and GFAS1.2) this division results in an effective DM consumed (FRE multiplied by 

an emission coefficient). We show DM calculated from BC emissions except for QFED2.4, 

where we use the effective DM calculated from the CO emissions so as to avoid any 

confounding issues with the aerosol strength scaling factors discussed briefly in Sect. 2.2.2. 

Across all regions, the range in DM tracks very closely the range observed across emissions, 

suggesting that the uncertainty in the underlying DM, not EFs, is the predominant factor in 

emissions uncertainty. We note that the large range in the DM consumed globally alongside the 
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similar global CO emissions indicates that large differences in the EFs of CO and different 

vegetation classifications offset the DM differences for this species. 

 

To further illustrate the role of EFs, Fig. 2.5 shows the time series of total annual emissions from 

2004-2016 for GFED4s, alongside the estimated emissions obtained by applying the GFED4s 

EFs to the estimated DM for the other three original inventories (applied using each inventories’ 

respective vegetation mask). We then compare total annual emissions from the original 

inventories (dashed lines) with their GFED4s-EF counterparts (solid lines) and with the original 

GFED4s inventory from 2004-2016 (Fig. 2.5). While eliminating the variation in assumed EFs 

does constrict the range in emissions across the inventories across North America and globally, 

there remain substantial differences. This suggests that EFs are important but that underlying 

DM burned is the largest source of fire emissions uncertainty – consistent with previous work 

(Van Leeuwen et al., 2014). One reason for this is that substantial uncertainties are associated 

with using biome-averaged values to represent DM consumed for whole biomes (Van Leeuwen 

et al., 2014; Veraverbeke et al., 2015) and that satellite products and assumptions used to capture 

fuel burned vary significantly (van der Werf et al. 2017 and references therein).  
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Figure 2.5 Annual emissions scaled to GFED4s emissions factors from 2004 to 2016. The 

original inventory emissions from FINN1.5 (orange), QFED2.4 (light blue), and GFAS1.2 (dark 

blue) are shown as dashed lines, while their annual values using GFED4s (red) emissions factors 

are shown as solid lines. The year 2012 is marked with a gray rectangle. 

 

Furthermore, assuming that the EFs used in the four inventories are all equally reasonable values, 

we can estimate a much larger range in plausible fire emissions by multiplying the minimum and 

the maximum DM consumed across the inventories by the smallest and largest EFs (Table 2.1) 

using the GFED4s vegetation mask. Globally, this calculation suggests a plausible range that 
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spans a factor of 24 for BC and 18 for OC compared to the inventory spread of 2.3 and 1.7, 

respectively. This suggests that using the range across these four inventories may be a modest 

estimate of the uncertainty in fire emissions.  

 

Interannual differences, especially in North America, are fairly consistent across the inventories 

except for 2014 (Fig. 2.5) where QFED2.4 trends down while the other three increase. It should 

be noted that an updated version of QFED (v2.5r1) does not show this decreasing trend in 2014. 

Globally and in CONUS, GFED4s, GFAS1.2, and QFED2.4 show similar interannual 

differences while FINN1.5 shows the greatest interannual variability and different maximum and 

minimum years. We note that 2012 is a fairly typical fire year (see Fig. 2.5), and much of the 

following analysis will focus on this year. 

 

 
Figure 2.6 Seasonal mean BC and OC emissions from 2004 to 2016 for boreal North America, 

CONUS, and the globe. GFED4s emissions are in red, FINN1.5 emissions are in orange, 

QFED2.4 emissions are in light blue, and GFAS1.2 emissions are in dark blue. 

 

We also explore the seasonality of BC and OC emissions represented in the inventories for 

BONA, CONUS, and globally across the same 13 years (Fig. 2.6). The seasonality, including 

relative magnitude, is generally consistent across regions and species. Some seasonal features 

(e.g., the October-November enhancement in BONA and the springtime enhancement in 

CONUS) are only visible in the three inventories that rely on active fire counts or FRP – 
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FINN1.5, QFED2.4, and GFAS1.2 – which is consistent with work suggesting that these 

methodologies pick up small fires better than GFED4s (Kaiser et al. 2012). The fall peak in the 

boreal region is driven by fires in eastern British Columbia. The seasonal CONUS springtime 

peak is primarily associated with small fires (as identified in GFED4s), likely linked to 

agricultural and prescribed burns in the southeastern US. 

 

2.4 How emissions uncertainty impacts mass concentrations and AOD 

Given the large range in fire emissions, we use observations to try to assess which, if any, 

inventory is most realistic. We use IMPROVE surface observations and two airborne campaigns 

to compare with model simulations driven by each inventory. As another constraint on aerosol 

abundance, we also compare model AOD with MODIS-observed AOD in North America. 
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Figure 2.7 The 2012 monthly comparison of simulated and observed median surface 

concentrations at IMPROVE sites in CONUS split between east and west at −104∘ W longitude. 

Observations in black are compared with concentrations simulated using GFED4s in red, 

FINN1.5 in orange, QFED2.4 in light blue, GFAS1.2 in dark blue, and a simulation with no 

biomass burning (noBB) in gray. Error bars show the 25th to 75th percentile range of 

observations. Note the different scales among panels. 

 

We test the model against IMPROVE observations of surface concentrations across the US and 

find significant variation in model skill across the inventories with QFED2.4 generally biased 

high and FINN1.5 low (Fig. 2.7 & 2.8). Seasonal comparisons of IMPROVE surface 
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concentrations with simulated concentrations driven by the four different inventories show 

similar patterns across aerosol species but significant differences between the western and 

eastern US (Fig. 2.7). This is likely related to how well the inventories capture the differences in 

burning regimes in the western (predominantly wildfires) and eastern (mostly prescribed and 

agricultural burns) US (Brey et al., 2018a). The southeastern US, in particular, is of interest to 

the public health and policy communities because a prevalence of agricultural and prescribed 

burning there, which dominates burned surface area (Nowell et al., 2018), may have a stronger 

impact on low altitude air quality in a relative sense than large wildfires that inject higher into 

the air. We also analyse the western and eastern US separately because, in the east, the 

magnitude of fire emissions is lower and BC, in particular, is dominated by anthropogenic 

sources. In the western US, GFED4s and GFAS1.2-driven concentrations of both BC and OA 

match the seasonality and magnitude of IMPROVE observations well. QFED2.4 is biased high, 

particularly during the peak in the wildfire season (August-September). FINN1.5-based 

concentrations are biased low and are virtually indistinguishable from simulations with no BB. In 

the eastern US, because fire is a smaller relative source of carbonaceous aerosol, there is less of a 

spread between the simulations. All inventories other than QFED2.4 do a reasonable job 

capturing observations with a general tendency for simulated BC and OA to be a bit too high, 

suggesting an overestimate in anthropogenic emissions in the eastern US. However, the 25th to 

75th percentile bars on the observations show that across the US for BC and in the west for OA, 

virtually all the simulations fall within this range of the measurements. QFED2.4 overestimates 

OA well beyond the 25th to 75th percentile range in the eastern US, starting with the northern 

hemispheric wildfire season in May and continuing the overestimate through the end of the 

calendar year.  
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Figure 2.8 Fire season (May–September) 2012 mean surface BC and OA concentrations in 

CONUS with the model driven by each inventory. The circles show the mean observed surface 

concentrations at IMPROVE sites. 

 

Figure 2.8 illustrates the ability of these simulations to capture the spatial distribution of 

observed surface concentrations during the fire season (May-September). Similar skill is seen 

across both aerosol species for GFED4s and GFAS1.2 (R2 for BC, 0.25 and 0.24, respectively, 



 34 

and, for OA, 0.36 and 0.29, respectively), but FINN1.5 matches observed BC somewhat better 

than OA (R2 of 0.23 and 0.034, respectively) and QFED2.4 matches OA somewhat better than 

BC (R2 of 0.46 versus 0.20). Consistent with the seasonal IMPROVE analysis, simulations 

driven by GFED4s, QFED2.4, and GFAS1.2 have greater skill in the western US than the eastern 

US while the FINN1.5-driven simulation performs better in the east. QFED2.4 is generally 

biased high, especially in the Pacific Northwest and, to some extent, in the southeastern US. 

However, QFED2.4 also has the highest skill in reproducing the spatial patterns of the highest 

concentrations when compared against the 95th percentile of observed concentrations (not 

shown).  
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Figure 2.9 The median vertical profiles of BC and OA mass concentrations (shown in 0.5 km 

bins) from the DC3 campaign. Observations (black) are compared with simulations using the 

four fire inventories – GFED4s (red), FINN1.5 (orange), QFED2.4 (light blue), and GFAS1.2 

(dark blue) – and a simulation with no fire emissions (noBB) in gray. Error bars show the 25th–

75th percentile range of measurements averaged in each vertical bin. The number of observations 

in each bin is given on the right side of each panel. Panels (a, c) show total results for the 

campaign. Panels (b, d) show results filtered for the top 25th percentile of observed acetonitrile. 

Note the different scale between BC panels. 
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The ability of models to accurately represent aerosol concentrations aloft is also important for 

both air quality and climate, and we use two fire-influenced aircraft campaigns, DC3 and 

ARCTAS, to explore the model skill in this dimension. These campaigns provide observations 

from two very different fire regimes across North America (See Sect. 2.2.3) – DC3 in the 

central/southeastern US and a subset of ARCTAS focusing on boreal Canada. In addition to 

median vertical profiles for both BC and OA for each campaign, we also show median vertical 

profiles filtered by the top 25th percentile of acetonitrile (equivalent to a concentration cut off of 

167 ppt for DC3 and 213 ppt for boreal ARCTAS), a useful BB tracer that allows us to 

investigate the most BB-influenced data.  
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Figure 2.10 The median vertical profiles of BC and OA mass concentrations (shown in 0.5 km 

bins) from the boreal part of the ARCTAS campaign. Observations (black) are compared with 

simulations using the four fire inventories – GFED4s (red), FINN1.5 (orange), QFED2.4 (light 

blue), and GFAS1.2 (dark blue) – and a simulation with no fire emissions (noBB) in gray. Error 

bars show the 25th–75th percentile range of measurements averaged in each vertical bin. The 

number of observations in each bin is given on the right side of each panel. Panels (a, c) show 

total results for the campaign. Panels (b, d) show results filtered for the top 25th percentile of 

observed acetonitrile. Note the different scale among panels. 
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We find that concentrations driven by the various inventories perform somewhat differently 

against each of the campaigns (Fig. 2.9 & 2.10). Across both campaigns, QFED2.4-driven 

modelled concentrations are generally biased high, particularly towards the surface, while 

FINN1.5 simulations are nearly always biased low (Fig. 2.9 & 2.10). QFED2.4 has been 

constrained to observed AOD, so one could assume that it would perform best. We find that after 

adjusting the QFED2.4 emissions downward to account for our different OM:OC ratio, QFED2.4 

simulations of OA do match observed concentrations fairly well; however, BC concentrations 

remain much too high. This suggests that the QFED2.4 biome-specific adjustment factors should 

not be applied to BC and that the scaling factor applied in this inventory to match AOD 

constraints may be accounting for errors in other properties (i.e. optical properties or background 

aerosol), not fire emissions. This is consistent with recent work showing that even when 

observed and modelled concentrations agree in the Amazon, observed and modelled AOD 

sometimes do not (Reddington et al., 2019). Over the continental US (Fig. 2.9) QFED2.4 

emissions result in the highest concentrations of OA and BC; however, in the boreal region (Fig. 

2.10), simulations driven by GFAS1.2 (as well as GFED4s to a lesser extent) produce more 

smoke than QFED2.4, consistent with the relative emissions magnitudes shown for these regions 

in Figures 2.2 & 2.5. As a result, both GFAS1.2 and GFED4s significantly overestimate both BC 

and OA concentrations towards the surface in the boreal region.  

 

In DC3, all four inventories, and even the noBB run, overestimate the BC median vertical 

profile, suggesting that anthropogenic emissions are overestimated in the southeastern US, 

consistent with the IMPROVE analysis. This is reinforced by the DC3 BC vertical profile 

filtered for fire influence where three of the inventories (GFED4s, FINN1.5, and GFAS1.2 to a 

lesser extent) match observations quite well. Similarly, in boreal ARCTAS, all the inventories 

but FINN1.5 overestimate BC concentrations, especially towards the surface.  

 

This analysis suggests that anthropogenic emissions of BC may be overestimated throughout the 

U.S., that the two FRP-based inventories and GFED4s, to some extent, may overestimate boreal 

emissions, and that FINN1.5 emissions are too low throughout, but particularly in boreal regions. 

In concert with the analysis at IMPROVE sites, this indicates that GFED4s-driven simulations 
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generally provide the best match to observations, but with substantial under/over-estimates in 

some regions and species.  

 

Our comparisons with in situ mass concentrations, both at the surface and aloft, consistently 

suggest that the FINN1.5 inventory substantially underestimates fires over North America. 

Scaling relationships between fire activity and dry matter consumed should be re-visited for this 

inventory for North American fuels. One likely cause of the underestimation of North American 

fires by FINN1.5 is that the MODIS Land Cover Type (LCT) data used to define burned 

ecosystems assigns shrubs where other classifications assign forest, leading to lower fuel burned 

estimates. A second likely contributor to this underestimate is that the way in which burned area 

is calculated from active fire counts underestimates large wildfires, which is particularly relevant 

for the western US. This underestimation was also seen in earlier work by Pfister et al. (2011), 

using FINN1.5 to explore CO from fires in California. 

 

Some of the disagreement aloft with the baseline model across inventories may be related to the 

model failure to capture injection heights for some fires which loft aerosols above the boundary 

layer. This is not represented in the simulations shown here, but typical approaches put too much 

aerosol at the top of boundary layer (~2km) (Zhu et al., 2018) (See Fig. 2.S3 for an injection 

height sensitivity test). It is also worth noting that sampling in the DC3 campaign was biased 

towards convective outflow given campaign goals, and it is possible that the model may also 

have errors in convection and convective removal. 
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Figure 2.11 The mean Northern Hemispheric fire season (May–September) simulated AOD at 

550 nm sampled to and compared with daily MODIS-observed AOD from the Aqua satellite for 

2012 and 2014. 
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Figure 2.11 shows the spatial distribution of average AOD over North America during the 

northern hemispheric fire season (May – September) in both 2012 and 2014 compared to 

MODIS-observed AOD. In general, the model simulation underestimates observed AOD, which 

may result from a combination of errors in model optics, background aerosol, or cloud 

contamination in the MODIS product. We note that Reddington et al. (2019) similarly show that 

their model underestimates AOD, even when it captures the observed mass concentrations of PM 

over the Amazon. Here we focus on the fire-driven AOD features.  Across both years, FINN1.5 

AOD is low compared to MODIS in CONUS and does not capture the fires in BONA. GFED4s 

and GFAS1.2-driven AOD look quite similar to each other across years and include the large fire 

signatures in BONA that MODIS observes. AOD driven by QFED2.4 identifies the boreal, and 

potentially Pacific Northwest, fire signatures in 2012 but misses the large boreal hot spot in 2014 

that is evident in both MODIS-observed and GFED4s and GFAS1.2 AOD.  

 

2.5 Secondary organic aerosol from biomass burning and its implications 

Previous simulations in Sect. 2.4 included the GEOS-Chem default minor source of SOA from 

fires. The recent NOAA Fire Lab 2016 experiment (Lim et al., 2019) reported large increases in 

OA mass when fire emissions were oxidatively aged, as have many other laboratory studies; 

though, this has not been observed in the majority of field campaigns (see Sect. 2.2.1). While 

uncertainties on this potential source of additional OA mass are large, we test the sensitivity of 

our results to this additional source.  The default scheme ((0.013 times CO emissions) (Cubison 

et al., 2011; Kim et al., 2015)) results in a mean annual global source of BB SOA (~5 Tg yr-1) 

from GFED4s, which is at the lower range of potential annual global fire SOA source amounts 

reported in Shrivastava et al. (2017). We implement a new parameterization from the NOAA 

Fire Lab 2016 lab studies for SOA production from BB based on Lim et al. (2019) (2.48 times 

POA emissions). This new scheme produces a mean annual global GFED4s source of BB SOA 

of ~41 Tg yr-1, which is roughly in the middle of estimates reported in Shrivastava et al. 2017. In 

principle, such a large additional source of OA should be distinguishable from observations. 

However, our previous analysis using the default scheme demonstrates that the range in 

estimated POA is so large that it is challenging to say how much additional OA mass from SOA 

from BB would be consistent with the observations. In particular, even with negligible SOA the 
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model already matches observed OA with at least one inventory (QFED2.4). With this new 

parameterization, we show a roughly order of magnitude increase in the BB SOA burden (and 

thus more than a doubling of total OA) from GFED4s in 2012 with similar increases across the 

other inventories. Figure 2.12 shows how this new SOA impacts model-observation agreement 

with the DC3 and ARCTAS campaigns. The QFED2.4 simulations now overestimate OA across 

campaigns while FINN1.5 simulations improve against observations modestly, consistent with 

its smaller BB OA burdens to start with. It is possible that the AOD-based scaling of QFED2.4 

emissions previously compensated for underestimated SOA. With the new SOA parametrization, 

GFED4s and GFAS1.2 simulations are better able to capture the magnitude of the mean 

concentrations observed during DC3.  However, for boreal ARCTAS, GFED4s and GFAS1.2-

driven simulations with the default scheme captured observed OA concentrations and indeed 

overestimated (Fig. 2.10); thus, this new large source of fire SOA exacerbates this overestimate.  

 
Figure 2.12 Bar plots of mean OA mass concentrations from the DC3 (a) and boreal 

ARCTAS (b) campaigns. Observations (black) are compared with simulations using the four fire 

inventories: GFED4s (red), FINN1.5 (orange), QFED2.4 (light blue), and GFAS1.2 (dark blue). 

The hatched version of each inventory denotes OA mass concentrations using the baseline fire 

SOA scheme while the full color of each shows OA with the new SOA from fire 

parameterization. 

 

Our analysis of observations over North America can neither preclude nor confirm the presence 

of a large source of SOA from fires, given the uncertainty in POA emissions over the region. 
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This additional SOA source is not included in the assessment of air quality and radiative impacts 

of fires in Sections 2.6 and 2.7. 

 

2.6 How emissions uncertainty translates to air quality and fire PM exposure 

We next explore how uncertainty in fire emissions affects estimates of air quality impacts. We 

show the differences in fire PM2.5 (calculated as the sum of the BB-only BC and OA mass 

fractions for aerosol under 2.5 microns) exposure spatially (Fig. 2.S5) and quantify the range in 

population-weighted fire PM2.5 exposure in 2012 across North America (Canada and CONUS 

only) given by the four inventories. We calculate fire PM2.5 exposure by averaging surface 

concentrations of the sum of BC and OA from BB across North America in 2012. We then 

calculate population-weighted annual fire PM2.5 for each inventory by using population data from 

the Gridded Population of the World, Version 4 (GPWv4), created by the Center for 

International Earth Science Information Network (CIESIN) and available from the 

Socioeconomic Data and Applications Center (SEDAC) (Accessed 6 February 2019). We 

linearly interpolate the gridded UN-adjusted population count dataset, which has a native 

resolution of 30 arc-seconds and provides population estimates for 2000, 2005, 2010, 2015, and 

2020, to 2012 and grid the data to the GEOS-Chem nested grid (0.5x0.625°). Figure 2.13 shows 

that the range in BBA emissions carries forward to uncertainty in 2012 North America fire 

annual mean PM2.5 exposure with a range of 0.5 – 1.6µg m-3. The World Health Organization 

(WHO) air quality guidelines for annual mean PM2.5 are 10 µg m-3, and the US EPA annual 

standard for PM2.5 is 12 µg m-3. Thus, the range in fire PM2.5 exposure across the inventories in 

North America is equivalent to roughly 10% of these air quality standards. The population-

weighted mean PM2.5 exposure due to fires in North America varies by about a factor of two 

between different years, reflecting the location and intensity of different fire events (see Fig. 

2.S6 and 2.S7 for an analysis of 2012 – 2014 at 2x2.5º).  
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Figure 2.13 Bar plots of the 2012 annual mean population-weighted fire PM2.5 exposure across 

the four inventories (GFED4s in red, FINN1.5 in orange, QFED2.4 in light blue, and GFAS1.2 

in dark blue) across North America (Canada and CONUS only) at nested resolution. See Figure 

2.S6 for an analysis from 2012 to 2014 and for bar plots split out for Canada and the US 

at 2×2.5∘. 

 

Because the 24-hour average PM2.5 reflects acute exposure, we also looked at the differences in 

this metric when driven by each inventory. Over the United States, the simulated daily PM2.5 

from fires in 2012 ranges up to 1778 µg m-3 as simulated by QFED2.4 while FINN1.5-driven 

simulations show the smallest maximum BBA concentration at 55 µg m-3. A number of regions 

experience well over the PM2.5 daily standard (35 µg m-3) due to fires alone for more than ten 

days a year, and in some locations for several weeks (see Fig. 2.S8), highlighting smoke as a 

major cause for air quality degradation in the United States. These regions and the magnitudes of 

daily fire influence are highly variable year to year. 

 

2.7 Impacts on the direct radiative effect 

Across North America and globally, we compare the mean annual top-of-atmosphere (TOA) all-

sky DRE of BB-only BC and OA driven by each of the inventories with the OA DRF reported in 

the Fifth Assessment Report (AR5) of the Intergovernmental Panel on Climate Change (IPCC). 

We quantify the annual mean BBA DRE in 2012 (Fig. 2.14) and the Northern Hemispheric fire 

season (May – September) average DRE in each year from 2012 to 2014 (Fig. 2.S9) to 

investigate interannual variability. The differences across inventories seen in the sections above 
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translate to the large ranges in DRE estimated for BONA and CONUS with smaller, but still 

significant, ranges seen globally.  

 

For 2012, GFAS1.2-driven global DRE is largest in absolute magnitude for BBA (-0.11 W/m2) 

with FINN1.5 smallest (-0.048 W/m2) (See Table 2.S1 for underlying values). These values are 

significantly more negative than previous estimates of BBA DRE, which ranged from -0.01 to 

0.13 W/m2 (Rap et al., 2013; Ward et al., 2012). Previous work suggests that the whitening of 

fire-generated brown carbon (BrC) may limit the global absorption from BrC (Forrister et al., 

2015; Wang et al., 2016). Wang et al. (2018) estimate a modest global mean DRE of BrC of 

+0.048 Wm-2 when accounting for this whitening; however, uncertainties on the magnitude and 

the evolution of absorption of BrC remain large. We treat OA as scattering here, which may lead 

to a positive bias in the total DRE of carbonaceous aerosol from smoke; thus we focus on the 

range in values associated with the use of various fire inventories rather than the absolute 

magnitude of the DRE. The range across the 2012 annual global mean inventory-driven BBA 

DRE is -0.062 W/m2, which is comparable to the magnitude of the direct radiative forcing of OA 

(-0.09 W m-2) reported in the in AR5 (Intergovernmental Panel on Climate Change, 2014). Only 

some fires contribute to the DRF, but we have shown here that the uncertainty in BBA DRE as 

represented by the spread in values driven by different inventories is on a comparable scale to the 

anthropogenic influence on OA forcing. While we have not assessed the annual global mean 

BBA DRE across other years, we have quantified the northern hemispheric fire season BBA 

DRE from 2012-2014, which show generally similar trends across years with some variability; 

larger boreal fire years generally affect the DRE driven by GFED4s and GFAS1.2 the most (see 

2014 in Fig. 2.S9). 2014 also appears to be an outlier year where GFED4s and GFAS1.2-driven 

OA DRE is larger than QFED2.4-driven DRE across both BONA and CONUS and also globally, 

consistent with our emissions analysis (See Fig. 2.5).The IPCC estimate of aerosols’ 

contributions to the DRF only includes one set of historical fire emissions and one for each RCP 

– this choice allows for better intermodal comparisons but masks underlying uncertainty from 

fire emissions, which we have shown here to be important.  
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Figure 2.14 Top-of-atmosphere all-sky direct radiative effect of BB-only BC (a–c) and OA (d–f) 

averaged over 2012 in BONA, CONUS, and globally. GFED4s is shown in red, FINN1.5 is 

orange, QFED2.4 is light blue, and GFAS1.2 is dark blue (the size of BC versus OA panels is not 

to scale). 

 

2.8 Conclusions 

Most models do not test basic uncertainty associated with fire emissions both in air quality and 

climate studies – our work suggests that this uncertainty is large and may substantially impact 

our understanding of fire impacts. We note that, while we refer to the spread across these 

inventories as the “uncertainty” in emissions, additional factors, not represented by any of these 
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inventories, may increase the true uncertainty in the estimated emissions beyond what we have 

shown in this work. We provide an evaluation of this uncertainty by comparing multiple, 

commonly-used fire emission inventories (GFED4s, FINN1.5, QFED2.4, and GFAS1.2) that 

have become available in the last five to ten years. We show that the four inventories perform 

differently depending on species, location, and season. We also calculate that average BC and 

OC emissions differ by roughly a factor of five and four, respectively, across the inventories in 

BONA. The range in BC and OC emissions in CONUS is even larger (a factor of ~7 and 6, 

respectively). Global ranges in BC emissions are smaller than those in North America (~2.3) 

with a somewhat more modest spread (~1.7) in OC emissions, possibly because of emission 

factor differences. We also show that dry matter, not emission factor, differences are the driving 

force for emissions variation across inventories.  

 

With such large differences in emissions, we test which of these inventories drives model 

simulations closest to observations over North America. We show that modeled concentrations 

both at the surface and aloft show variable skill across inventories when compared to in situ 

observations (IMPROVE, DC3 and ARCTAS campaigns) with FINN1.5 biased low for BC and 

OA and QFED2.4 biased high against observed BC. GFED4s and GFAS1.2-driven AOD also do 

a better job matching MODIS-observed AOD over the regions, in general and with specific 

features, than FINN1.5 and QFED2.4. QFED2.4 emissions may be biased high because they 

were scaled up to ensure that the GEOS model AOD simulation matches satellite-observed 

AOD, potentially mis-attributing biases in aerosol extinction efficiency and SOA formation in 

the GEOS model to emission; MODIS AOD has also been shown to be high in some 

environments (Lapina et al., 2011). That these enhancement factors are too high is further 

reinforced by the fact that, after adjusting the QFED2.4 emissions downward to account for our 

different OM:OC ratio, QFED2.4 simulations of OA match observed concentrations fairly well 

across campaigns – while BC concentrations remain much too high. The assumptions that 

FINN1.5 uses to compute burned area from active fire counts likely contribute to its low bias and 

should be revisited, especially for regions with large wildfires (e.g., boreal Canada and the 

western US). We also show that a laboratory-based parameterization for fire SOA, scaled from 

fire POA emissions, does improve model agreement with observations in some regions. 
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However, from our comparisons, the range in POA emissions makes it challenging to discern 

whether SOA from fires is significant. 

 

This range in fire emissions also carries through to uncertainties in the air quality and radiation 

impacts of fires, which we have shown to be large and significant. Over North America 

depending on the inventory used, large differences in both the spatial extent and magnitude of 

BBA-only annual and daily surface concentrations and also in population-weighted annual fire 

PM2.5 exposure (0.5 - 1.6 µg m-3 for 2012) arise. We have also shown that fire emissions 

uncertainty produces a considerable envelope in global BBA DRE (-0.062 W m-2), roughly 

comparable to the direct radiative forcing of OA (-0.09 W m-2) reported in AR5.  

 

Additional evaluation of satellite-based fire emission inventories, particularly in other large BB 

source regions, would help to provide insight into fire emissions uncertainty. Observations at all 

scales (surface, aloft, and satellite) are needed to better constrain our understanding of fire 

emissions and processing. To bridge fire emissions and subsequent impacts, additional 

investigation of uncertainties in fire aerosol aging and processing (e.g., injection heights, mixing 

state, SOA formation, etc.) is needed. Our work suggests that emissions uncertainty is a major 

factor in our ability to model the air quality and climate impacts of fires and should be 

incorporated into modeling studies of both. 
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Chapter 3. Investigating Carbonaceous Aerosol and its Absorption 

Properties from Fires in the western US (WE-CAN) and southern 

Africa (ORACLES and CLARIFY)  
 

Adapted from: Carter, T.S., C.L. Heald, C. D. Cappa, J. H. Kroll, T. L. Campos, H. Coe, M. I. 

Cotterell, N. W. Davies, D. K. Farmer, C. Fox, L. A. Garofalo, L. Hu, J. M. Langridge, E. J.T. 

Levin, S. M. Murphy, R. P. Pokhrel, Y. Shen, K. Szpek, J. W. Taylor, H. Wu (2021), Investigating 

Carbonaceous Aerosol and its Absorption Properties from Fires in the western US (WE-CAN) 

and southern Africa (ORACLES and CLARIFY), J. Geophys. Res.,126, e2021JD034984. 

 

3.1 Introduction 

Biomass burning (BB), both wildfires and prescribed burns, emits large quantities of PM2.5 

globally (Akagi et al., 2011) with air quality and climate impacts across regional to global scales. 

Air quality degradation from smoke impairs visibility and is detrimental to human health 

(Johnston et al. 2012; Liu et al. 2015; O’Dell et al. 2020; Reid et al. 2016; Williamson et al. 

2016) with substantial associated economic costs (e.g., Jones, 2017). Climate impacts of BB 

emissions include heating and cooling of Earth’s atmosphere and surface caused by aerosol-

radiation and aerosol-cloud interactions, as well as a decrease in planetary albedo associated with 

BC deposition on snow (Bond et al. 2013). These impacts remain uncertain and poorly 

constrained – in large part because the magnitudes and characteristics of different BB aerosol 

(BBA) species from varied fire and fuel types are not well understood.  

 

Particulate matter from BB is dominated by carbonaceous aerosol; previous work has estimated 

that BB adds between ~16 – 34 Tg yr-1 of aerosol to the atmosphere (Akagi et al., 2011; Bond et 

al., 2013; Carter et al., 2020). Globally, BB is responsible for roughly one third of all BC 

emissions and between 65 – 90% of OA emissions (Bond et al., 2013; Carter et al., 2020). 

However, uncertainties on these emissions are high; for example, estimates of BBA from the 

four most commonly used fire emissions inventories differ by roughly a factor of two globally 

with larger differences regionally (Carter et al., 2020). Important BB source regions can have 

both very different dominant combustion types and also fuel types - both of which are difficult to 
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globally characterize, and thus are not adequately captured by emission inventories, particularly 

at high spatial and temporal resolution. 

 

Biomass burning aerosol has three major carbonaceous constituents, which interact directly with 

radiation in different ways: BC, which is largely absorbing; POA, which generally scatters but 

which may also absorb, and which is then referred to as brown carbon (BrC); and SOA, which 

has been shown to mostly scatter (Laskin et al., 2015). Inorganic, non-carbonaceous components 

are also present in BBA, but in relatively small quantities (typically <15% of total submicron 

aerosol in fresh wildfire emissions) (Garofalo et al. 2019). Unlike BC, which is also emitted in 

low quantities (typically ~2 – 10 % of submicron mass) (Garofalo et al., 2019), these non-

carbonaceous components play a minor role in radiative effects beyond direct light scattering and 

are not considered here. The net radiative impact of smoke is thus a complex combination of the 

different abundance and properties of BBA species. Previous work has reported a large spread 

with uncertainty in even the sign of the possible direct radiative effect (DRE or the instantaneous 

radiative impact) (Heald et al., 2014) of BBA from −0.01 to +0.13 W m−2 (Rap et al., 2013; 

Ward et al., 2012). The IPCC Fifth Assessment report concludes that the absorption and 

scattering from fires effectively offset each other, but the underlying models used do not 

generally have an explicit representation of BrC (IPCC, 2014). 

 

Recent work on BBA absorption properties has provided key insights, but further work is needed 

to better constrain the DRE of BBA. The ability of a species to absorb light is commonly 

represented by the mass absorption coefficient (MAC, the absorption cross-section per unit mass 

with a unit of m2 g-1), which depends on the molecular form ( Liu et al., 2020) of the absorbing 

species as well as aerosol shape and size. Bond & Bergstrom (2006) determined that the MAC of 

BC from combustion sources is 7.5 m2 g-1 at a wavelength of 550 nm for uncoated particles 

based on an average of ~20 measurements. This translates to a MAC of 6 m2 g-1 at a wavelength 

of 660 nm, assuming an absorption Ångstrom exponent (AAE) of 1. Wang et al. (2014) showed 

that the direct radiative forcing (DRF) of BC had been previously overestimated due to an 

overestimate of the BC lifetime and an incorrect attribution of BrC absorption to BC. Wang et al. 

(2018) discussed how representing BBA as externally mixed (i.e., that the majority of OA is 

externally mixed with BC) is reasonable considering the low BC:OA emission ratio from BB and 
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biofuel and typical coating thickness (Moffet & Prather, 2009; Perring et al., 2017; Schwarz et 

al., 2008b). Based on several field studies (Cappa et al., 2012; Lack et al., 2012; Moffet & 

Prather, 2009; Schwarz et al., 2008a; Schwarz et al., 2008b), Wang et al. (2014) showed that 

applying different absorption enhancement (AE, i.e., the MAC of the internally mixed BC with 

coating species such as OA and inorganics, relative to the MAC of the corresponding uncoated 

BC) factors for the hydrophilic components of BB-emitted BC (1.5) and fossil fuel (FF)-derived 

BC (1.1) could help approximate the mixing state of BC and OA and thus lensing effects, and 

improve agreement with observations. The so-called lensing effect is when a coated BC particle 

with a non- or weakly-absorbing shell (in fire emissions, this shell is generally composed of OA) 

absorbs more than the BC core alone (Bond et al., 2006; Fuller et al., 1999; Jacobson, 2000). The 

AE is assumed to result from coatings on BC, distinct from absorption by BrC. Other recent 

work that focused on combustion of fuels native to the western US and primary particles emitted 

found AE factors of 1.2 to 1.5 for BB BC (McMeeking et al., 2014) and no larger than 1.19 

(McClure et al., 2020), suggesting that the assumption of Wang et al. (2014) (used in this work) 

is at the high end of the estimated range. However, given that the studies cited here are mostly 

focused on North and central America, it is possible that the AE for smoke from Africa (where 

BC:OA is higher) may differ from that in the western US. A recent study of observations 

downwind of Africa reported AE factors as high as 1.85 (Taylor et al. 2020). 

 

Substantial uncertainties exist around the emission, production, and absorption properties of BrC. 

Biomass burning POA has been shown to be the dominant source of BrC globally. Laboratory 

work has shown that some SOA can also absorb (Laskin et al., 2015). Palm et al. (2020) showed, 

with a combination of lab and field data, that the contribution of nitroaromatics, specifically 

nitrocatechol, to aerosol absorption is outsized compared to its mass. However, in general, SOA 

has been found to be considerably less absorbing than BB POA (see for example Figure 1 in 

Wang et al. (2014)). Some work has suggested that BrC absorption may constitute up to ~40% of 

total absorption of carbonaceous aerosol, but there is a large range for this value and that of BrC 

DRE (+0.03 to +0.6 W m-2) in the literature (Feng et al., 2013; Lin et al., 2014; Wang et al., 

2014; Wang et al., 2018). The MAC of OA is smaller than that of BC (e.g., OA MAC at 550 nm 

is estimated to be 0.35 m2 g-1 versus 7.5 m2 g-1 for uncoated BC discussed above (Bond & 

Bergstrom, 2006; Wang et al., 2018)). However, BrC absorption has a strong wavelength 
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dependence with increasing absorption in the UV; studies show a range in OA MAC from 0.65 

to 5.01 m2 g-1 at 365 nm (Jo et al., 2016; Wang et al., 2018). Brown carbon may also undergo 

whitening (a decrease in absorptivity over time); limited field work to date suggests that this 

occurs with an e-folding time of ~ 1 day (Forrister et al., 2015; Wang et al., 2016).  

 

Biomass burning aerosol emitted from fires with various fuel and combustion types has been 

shown to have different absorption characteristics (e.g., more flaming fires may lead to more 

absorbing BrC (McClure et al., 2020; Saleh et al., 2014)). However, global modeling studies 

have typically assumed globally uniform properties independent of combustion phase (Chung et 

al., 2012; Feng et al., 2013; Jo et al., 2016; Park et al., 2010; Wang et al., 2014). In addition, very 

little work has been done to validate model simulations of aerosol absorption, particularly from 

BrC (Liu et al., 2020). Challenges exist with the measurement techniques used for BBA 

absorption that would subsequently be used to constrain models (Liu et al., 2020). Filter-based 

techniques like aethalometers (Hansen et al., 1983), particle soot absorption photometers 

(PSAPs) (Bond et al., 1999), and continuous light absorption photometers (CLAPs) (Ogren et al., 

2017) are commonly used measurement techniques but are susceptible to a variety of biases 

(Davies et al., 2019; Lack et al., 2008), including multiple scattering within the filter and 

loadings on saturated filters leading to nonlinear responses and backscatter variability due to 

particle size distributions (Foster et al., 2019 and references therein). An alternative approach to 

measuring absorption is to take the difference between extinction and scattering, as done by the 

cavity-attenuated phase shift PM single-scattering albedo (CAPS PMSSA) instrument. The CAPS 

PMSSA has high accuracy and precision but only when measured aerosol has a low single 

scattering albedo (Foster et al., 2019). Alternatively, photoacoustic spectroscopy (PAS), has been 

shown to be an unbiased and sensitive approach to measuring the absorption of dry aerosol but 

requires a more complex calibration (Cotterell et al. 2020, 2021; Davies et al. 2018; Foster et al. 

2019 and references therein).   

 

In the last few decades, burned area has decreased globally by 25%, but increased in some 

important BBA source regions like southern Africa and the western US (Andela et al., 2017). 

Previous work has suggested that future trajectories in fire impacts will vary across regions (e.g., 

Ford et al., 2018; Val Martin et al., 2015; Yue et al., 2013). Thus, with different fire and fuel 
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properties leading to varying smoke absorption properties and with BB regions already 

experiencing a range of fire trends, it is essential that we better understand the quantity of BBA 

and its absorption properties globally, with at least regional granularity.  

 

In this study, we use the GEOS-Chem chemical transport model, satellite observations, and data 

from three aircraft campaigns that surveyed very different fire regimes (western US and southern 

Africa) to contrast the abundance and properties of carbonaceous aerosol from fires in two 

important BB source regions and to test the model representation of these properties. 

 

3.2 Model and Observation Descriptions 

3.2.1 The GEOS-Chem model 

We use GEOS-Chem (https://geos-chem.org, last access: April 24, 2019), a global chemical 

transport model, coupled with the rapid radiative transfer model for global circulation models 

(RRTMG, Iacono et al., 2008), a configuration known as GC-RT (Heald et al., 2014), to explore 

BBA and its absorption properties in the western US and off the coast of southern Africa. GEOS-

Chem is driven by assimilated meteorology from the Modern-Era Retrospective analysis for 

Research and Applications, Version 2 (MERRA-2), at the NASA Global Modeling and 

Assimilation Office (GMAO). We run version 12.3.0 of GEOS-Chem 

(https://doi.org/10.5281/zenodo. 2620535) with a horizontal resolution of 2∘×2.5∘ and 47 vertical 

levels with a chemical time step of 20 min and a transport time step of 10 min as recommended 

by Philip et al. (2016). We perform 6-month spin-up simulations prior to the time periods of 

interest, July-August 2016, August-September 2017, and July-September 2018. We also perform 

nested simulations over North America at 0.5∘×0.625∘ (with boundary conditions from the global 

simulation) for comparison against WE-CAN observations (see Sect. 3.2.2) with transport and 

chemistry time steps of 5 and 10 min, respectively.  

 

GEOS-Chem includes SO42–/NO3–/NH4+ thermodynamics (Fountoukis and Nenes, 2007) coupled 

to an O3–VOC–NOx–oxidant chemical mechanism (Chan Miller et al., 2017; Mao et al., 2013; 

Travis et al., 2016) with integrated Cl-Br-I chemistry (Sherwen et al., 2016). Aerosols are 

modeled as fixed log-normal size distributions. Aerosol optical properties are generally from the 

Global Aerosol Data Set (GADS) database (Köpke et al., 1997) with updates from Drury et al. 
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(2010) and Wang et al. (2014; 2018), which are detailed below. RRTMG calculates both 

longwave and shortwave atmospheric radiative fluxes. When coupled to GEOS-Chem, this 

calculation is performed every 3 h. Longwave and shortwave DRE at the top of the atmosphere 

are summed and reported as total DRE. 

 

The standard simulation of BC in GEOS-Chem is described in Park et al. (2003). We update this 

simulation as described by Wang et al. (2014), including the following: the initial hydrophilic 

fraction for BC is set to 20% for FF/biofuel (BF) and to 70% for BB; FF BC aging is 

proportional to the concentration of SO2 and OH; BB/BF BC aging is specified with a 4h e-

folding time; and the BC size (log-normal distribution) for FF BC is set to a geometric mean 

diameter (GMD) = 60 nm and standard deviation (d) = 1.6 and for BF/BB BC to GMD = 140 nm 

and d = 1.4. To account for differences in mixing state, we apply an AE from coating of BC of 

1.1 for FF BC and of 1.5 for BF/BB BC. With these updates, including the AE, and using Mie 

Theory with input from the Global Aerosol Data Set (GADS, 

http://opac.userweb.mwn.de/radaer/gads.html)(Köpke et al., 1997), Wang et al. (2014) estimate 

the “best” dry MAC at 550 nm for FF BC of 7.0 m2 g-1 and for BB BC of 9.5 m2 g-1 

(corresponding to uncoated MAC values of 6.3 m2 g-1 without the AE, which is substantially 

lower than the “best” estimate from Bond & Bergstrom 2006 and smaller than McClure et al. 

2020). The wavelength dependence of the refractive index of BB BC that we use is based on the 

GADS (http://opac.userweb.mwn.de/radaer/gads.html)(Köpke et al., 1997), a database used by 

many global models because it covers wavelengths from near-UV to IR. Table 3.1 provides more 

details on the MAC values for BB BC and BrC used in this work. We note that the associated 

AAE of BC decreases with wavelength, and is well below 1 for all visible wavelengths 

(referenced to 405 nm); this may underestimate the BC MAC at shorter wavelengths as discussed 

in Sections 3.3.2 and 3.4.  

 

Intrinsi

c 
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Saleh parameterization 

MACOA (m2 g-1) for BrC 

FIREX parameterization 

MACOA (m2 g-1) for BrC 
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l 

(nm

) 

MACBC 

(m2 g-1) 

times 

absorption 

enhancement 

(1.5) (m2 g-1) 

MACOA 

(m2 g-1) 

for BrC 

WE-

CAN 

ORACLES

-2016 

CLARIF

Y 

WE-

CAN 

ORAC

LES-

2016 

CLARIF

Y 

660 5.3 8.0 0.13 0.11 0.11 0.11 0.06 0.14 0.15 

470 6.6 10.0 0.74 0.61 0.85 0.90 0.64 0.76 0.80 

405 6.9 10.4 0.95 1.1 1.5 1.6 0.90 1.2 1.3 

Table 3.1. BB carbonaceous aerosol mass absorption coefficient (MAC) values used in the 

GEOS-Chem model at wavelengths relevant to comparison with observations from the three 

aircraft campaigns investigated in this study. 

 

The standard POA simulation, used here, emits 50 % of POA as hydrophobic and ages 

hydrophobic POA to hydrophilic POA with an atmospheric lifetime of 1.15 d (Chin et al., 2002; 

Cooke et al., 1999). We use OA to OC (organic carbon) ratios of 1.4 and 2.1 for 

hydrophobic and hydrophilic OC, respectively. The model formation of SOA follows the simple 

scheme described in Pai et al. (2020); SOA precursor gases from fires are emitted at 0.013 g per 

g CO emitted. The SOA precursor gases are then aged to SOA based on a first-order rate 

constant (lifetime of 1 d). We use the optical properties for “white” carbon as described in Wang 

et al. (2018) for SOA and FF POA. We simulate BrC by assuming that emitted BB POA is BrC, 

using optical properties for absorbing OA as described in Wang et al. (2018): for a dry BB POA, 

the MAC equals 1.33 m2 g-1 at 365 nm, 0.35 m2 g-1 at 550 nm, and 0.13 m2 g-1 at 660 nm, which 

decreases with aging. The wavelength dependence of BrC is also based on Wang et al. (2018), 

which used the Saleh parameterization and one average BC:OA ratio globally. See Table 3.1 for 

these baseline values of MACOA at wavelengths relevant to our model-observation comparisons. 

We implement the whitening parametrization from Wang et al. (2018) that assumes the 

absorptivity of OA decreases at a rate related to the concentration of OH (with a rate constant 

corresponding to a 1-day whitening e-folding time when assuming [OH] equal to 5 x 105 molec 
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cm-3) and that absorptivity does not drop below 25% of the starting value. Alternative 

parameterizations for the properties of BrC are considered in Section 3.4.  

 

Anthropogenic emissions (including fossil and biofuel sources) of both BC and POA follow the 

CEDS global inventory (Hoesly et al., 2018) with regional inventories used instead when 

available, including NEI2011v1 over the US (Air Pollutant Emissions Trends Data, 2020) scaled 

to 2013 (scale factors were not available beyond 2013), APEI over Canada, and DICE-Africa 

over Africa (Marais and Wiedinmyer, 2016). Trash burning emissions are from Wiedinmyer et 

al. (2014). Aircraft emissions are from the AEIC inventory (Simone et al., 2013; Stettler et al., 

2011). Biogenic emissions are calculated online from the MEGANv2.1 emissions framework 

(Guenther et al., 2012). Fire emissions, emitted into the boundary layer, are from the GFED4s 

inventory (Giglio et al., 2018; van der Werf et al., 2017), specified on a daily timescale. GFED4s 

was selected because previous work has shown that it generally matches observations well and is 

typically in the middle of the range of emission estimates across inventories (Carter et al., 2020). 

Global total emissions of BC are 9.0 Tg and of OC are 32.5 Tg in 2018 in our simulations, but it 

is important to note that emissions vary year to year. 

 

3.2.2 In situ observations 

The WE-CAN (Western Wildfire Experiment for Cloud Chemistry, Aerosol Absorption, and 

Nitrogen) summer campaign used the NSF/NCAR C-130 aircraft to survey wildfires (mostly 

forest fires) in the western US from July 24 to September 13 2018 (see Fig. 3.1 for flight tracks). 

Several of the large fires in California and Oregon in the summer of 2018 are visible in the 

smoke emissions shown in Fig. 3.1, including the Mendocino Complex, Carr, and Ferguson 

Fires. WE-CAN targeted smoke in the near-field (<6 hours since emission) by sampling close to 

the fire and systematically sampling downwind to intercept the same parcel of air multiple times 

to track evolution of smoke over time. Black carbon mass concentrations were measured using a 

single-particle soot photometer (SP2; DMT; Schwarz et al., 2008a). For WE-CAN, the SP2 

detection range for BC mass equivalent diameters is ~90 – 500 nm, and the calibration 

uncertainty is estimated to be 30%. BC mass outside the SP2 detection range was not estimated 

for the WE-CAN data set. However, based on observations of BC size distributions from 

biomass burning (Schwarz et al. 2008a), it is expected that the SP2 measurements captured the 
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majority of the BC mass; this is similarly true for the ORACLES and CLARIFY campaigns. 

When sampling in plumes, the SP2 sample line was diluted with HEPA-filtered, ambient air to 

prevent signal saturation. Organic aerosol mass concentrations were measured using a high-

resolution time-of-flight aerosol mass spectrometer (HR-AMS; Aerodyne Inc.) with a detection 

range for vacuum aerodynamic particle diameter of 70 – ~1000 nm and an estimated uncertainty 

of 35% (Garofalo et al., 2019). Carbon monoxide (CO) was measured using two instruments: a 

quantum cascade laser instrument (QCL; CS-108 miniQCL, Aerodyne, Inc.) and a gas analyser 

utilising cavity ring-down spectroscopy (G2401-m WS-CRD; Picarro). Garofalo et al. (2019) 

noted that the QCL instrument had a better measurement precision for CO concentrations than 

that of the Picarro gas analyzer. Therefore, we use the concentration measurements from the 

QCL instrument in our analyses here. Acetonitrile, a useful BB tracer, was measured using a 

proton transfer reaction time of flight mass spectrometer with an uncertainty in mixing ratios of 

15% (PTR-ToF-MS 4000; Ionicon Analytik; (Müller et al. 2014)). A photoacoustic absorption 

spectrometer (PAS) was used to measure total absorption with two dry (RH < 15%) channels at 

405 and 660 nm (Foster et al. 2019).  

 

ORACLES (ObseRvations of Aerosols above CLouds and their intEractionS) was a five-year 

investigation with three intensive observation periods in roughly August – September of 2016, 

2017, and 2018 that surveyed off the Atlantic coast of southern Africa. This campaign was 

designed to study key processes that regulate the climate impacts of African BBA – a large 

global source of particles, responsible for ~1/3 of all global BBA emissions, but one that is 

severely understudied. The smoke sampled during this campaign was primarily aged outflow 

from savanna fires and some agricultural fires (~2-15 days after emission (Pistone et al. (2019)). 

In this work, we focus on the 2016 deployment out of Walvis Bay, Namibia; although, we also 

compare simulations with 2017 data with very similar results (not shown) – consistent with small 

interannual variability in southern African fires. The BBA measured during the 2018 deployment 

were of a lower concentration compared to other years of the ORACLES campaign, likely 

because most of the 2018 sampling was in October as opposed to the more dominant fire months 

of August and September (African Biomass Burning and Its Atmospheric Impacts, 2021; 

Zuidema et al., 2018). We use data from 13 flights performed by the NASA P-3 aircraft in 2016. 

Fig. 3.1 shows that emissions are geographically more extensive in the southern African region 
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than the region sampled in WE-CAN but that peak emission rates in the ORACLES region are 

lower. We note here that we have saturated the WE-CAN plot in Fig. 3.1 to the same scale as 

that for ORACLES, but the maximum fire emissions are ~2 times larger for the WE-CAN 

campaign. BC mass concentrations were measured using an SP2 with a particle size detection 

range of 70 – 700 nm and an uncertainty of 25%. A Time of Flight Aerosol Mass Spectrometer 

(ToF-AMS) was used to measure OA mass concentrations for particles with diameters within the 

detection range of 30 – 1000 nm and an uncertainty of 30%. An ABB/Los Gatos Research 

CO/CO2/H2O analyzer was used for CO concentration measurements with an uncertainty of 1%. 

Two Radiance Research Particle Soot Absorption Photometers (PSAPs) were used to measure 

dried aerosol total absorption at 470, 530, and 660 nm. Instrument noise levels were 0.5 Mm-1 for 

a 240-300 s sample; additional details are given in Pistone et al. (2019). During this campaign, 

the multiple scattering from this filter-based measurement potentially led to a high bias in the 

PSAP signal (Pistone et al., 2019). To partially address this, we use the average wavelength-

corrected PSAP observations provided by Pistone et al. (2019), which have been shown to be 

less biased than the wavelength-specific values whose use resulted in an unphysical increase in 

the absorption Ångström exponent (Pistone et al., 2019; Zuidema et al., 2018); this does not alter 

the conclusions presented here. 

 

The CLARIFY (Cloud-Aerosol-Radiation Interactions and Forcing for Year 2017) campaign 

aimed to improve model estimates of the direct, semi-direct, and indirect radiative forcings of 

BBA. Full details of the campaign are given in Haywood et al. (2021). We use data from 13 

flights from the deployment of the FAAM Bae-146 aircraft out of Ascension Island for 4 weeks 

during August 2017. This deployment sampled the same broad source region as ORACLES-

2016 but further west; thus the air had been transported and therefore aged further (~4-8 days 

from emission (Taylor et al. 2020). BC mass concentrations were measured using an SP2 with a 

particle size detection range of 102 – 533 nm, an uncertainty of 17% (Taylor et al., 2020), and a 

100% detection efficiency for particles with 1-143 fg BC per particle. A compact Time of Flight 

Aerosol Mass Spectrometer (cToF-AMS) was used to measure OA mass concentrations with a 

detection range for particle vacuum aerodynamic diameter of 50 – 700 nm (Taylor et al., 2020) 

and an uncertainty of 30%. An Aero-Laser AL5002 was used to measure CO concentrations with 

an uncertainty of ±2.8 ppb at 1 Hz. Measurements of dry (RH <10%) aerosol absorption at 405, 
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514, and 660 nm were made using photoacoustic spectroscopy using the EXSCALABAR PAS 

instrumentation described by Davies et al. (2018, 2019) and Cotterell et al. (2020, 2021) with an 

uncertainty on the absorption instrument of 8% (Davies et al. 2019).  

 

All aerosol mass concentrations across campaigns are shown at standard temperature and 

pressure: STP (273K, 1 atm). For comparison with airborne measurements, the model was 

sampled to the nearest grid box both temporally and spatially to each flight track using 1 min 

aircraft data. We then average both the model and the observations to the model grid box.  
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Figure 3.1. Flight tracks of the (a) WE-CAN, (b) ORACLES-2016, and (c) CLARIFY 

campaigns overlaid on total BBA emissions from GFED4s during the months of each respective 

campaign (July – September 2018 for WE-CAN, August – September 2016 for ORACLES-

2016, and August 2017 for CLARIFY). Note that the underlying maps are not on the same scale. 

 

In addition to the WE-CAN flight observations in the contiguous US (CONUS), we also use 

IMPROVE (Interagency Monitoring of Protected Visual Environments, 

http://vista.cira.colostate.edu/improve/, last access: 24 February 2020) surface observations from 

155 sites in 2018 and compare against 24 h averaged model results to further constrain 

anthropogenic BC in CONUS. Black carbon is measured using a PM2.5 size-selective filter-based 

thermal method in this network (Chow et al., 2007). 

 

3.3 Campaign comparisons 

We use observations from the WE-CAN, ORACLES-2016, and CLARIFY campaigns to test 

how well our model captures mass concentrations and absorption properties of BBA from 

different fire source regions. In Sections 3.3.1 and 3.3.2, we compare observations with our 

baseline simulation.  

 

3.3.1 Mass concentration comparisons 

3.3.1.1 WE-CAN 

 

We first compare median vertical profiles of BC, OA, and CO concentrations observed during 

WE-CAN with model-simulated concentrations (Fig. 3.2). We find that the model is biased 

substantially low for OA and CO across most altitudes but matches observed BC quite well from 

roughly 3 km to the surface with some underestimate at higher altitudes. Below 3 km, simulated 

OA is biased low by 30% and CO by 41% while BC is only biased low by 7%. We note that 

SOA contributes ~5% of the simulated OA at all altitudes, in good agreement with observed 

percentages (Palm et al. (2020). Because this is a strongly plume-targeted campaign, BB is the 

dominant emission source for all 3 species, as indicated by a noBB simulation in grey, which 

shows much lower concentrations. Thus, given that fires are the dominant source for all three, 

one might expect similar model performance for all three species.  
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Figure 3.2. The median vertical profiles of BC, OA, and CO concentrations (shown in 0.5 km 

bins) from the WE-CAN campaign. Observations (black) are compared with model simulations 

(red) and a simulation with no fire emissions (noBB) in gray. Horizontal bars show the 25th-75th 

percentile range of measurements in each vertical bin. The number of observations in each bin is 

given on the right side of each panel. Aerosol concentration measurements and simulations are 

reported at standard conditions of temperature and pressure (STP: 273K, 1 atm).  

 

The low bias of OA and CO is consistent with a campaign that targeted many fresh fire plumes, 

given that Eulerian models generally have trouble reproducing sub grid features (Eastham and 

Jacob, 2017; Rastigejev et al., 2010). The comparisons of Figure 3.2 suggest that the higher 

resolution nested grid used here is not sufficient to capture near-field plumes sampled during 

WE-CAN. Figure 3.S1 shows that concentrations of acetonitrile (a useful BB tracer) during WE-

CAN are considerably higher (254 ppt median) than during two other well-characterized, fire-

influenced campaigns: DC3 (167 ppt, May-June 2012 in the southeastern and south-central US) 

and the boreal portion of ARCTAS (213 ppt, June-July 2008 in boreal Canada). Furthermore, the 

WE-CAN measurements show a pronounced tail extending to very high acetonitrile 

concentrations that are not present in the observations for the DC3 and ARCTAS campaigns. For 

reference, previous work has suggested that 225 ppt is a potential cutoff for fire influence 

(Aruffo et al., 2016), indicating that more than half of the observations during WE-CAN are 

within concentrated smoke plumes that are challenging for the model to resolve. This plume-

targeted sampling strategy likely accounts for the low model bias for OA and CO.  

 

While the model is biased low with respect to observations of both OA and CO, as previously 

noted, model-simulated BC better captures observations in this fire-influenced regime. Figure 3.3 
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shows the same comparisons for BC, OA, and CO when filtered to include only the lowest 25th 

percentile (< 159 ppt) acetonitrile to isolate the observations with the least fire influence (or 

more aged/diluted fire influence). We note that concentrations filtered for the lowest 25th 

percentile of acetonitrile are considerably lower (roughly an order of magnitude) than the 

medians for the full dataset shown in Fig. 3.2. We see from the noBB (grey lines) simulations, 

that even for the lowest acetonitrile concentrations, much of the OA and CO is due to fires, 

whereas the BC is largely due to other sources (fossil fuels). We show that the model is better 

able to capture the least fire-influenced OA and CO between 3 and 5.5 km (compared to Fig. 

3.2), though an underestimate persists in the lowest 2 km given the predominance of fire OA and 

CO even at these lower acetonitrile levels. However, the model clearly overestimates the least 

fire-influenced BC, indicating that anthropogenic BC emissions from the 2011 NEI may be 

overestimated in this region.  

 
Figure 3.3. The median vertical profiles of BC, OA, and CO concentrations with the same 

conventions as Fig. 3.2 with results filtered to include only data coincident with the bottom 25th 

percentile of observed acetonitrile. We note that the y axis starts at 1.5 km because the lowest 

quartile of acetonitrile is found above this altitude. 

 

To investigate the suggestion from Figure 3.3 that the anthropogenic BC emissions are 

overestimated, we compare simulated surface BC concentrations with observations from the 

IMPROVE network. To focus on anthropogenic emissions, we compare modeled and observed 

mean surface wintertime (December 2017 to February 2018) BC concentrations in CONUS 

when fire emissions should be negligible, with a few notable exceptions outside of the “WE-

CAN region” including the Thomas fire in Southern California. In the wintertime, biofuel BC 
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from home heating/fireplaces may be more important in certain regions; based on the inventories 

used here, and, in this example, BF BC contributes ~13% of all US BC emissions at this time of 

year. Figure 3.S2 shows that, spatially, the model is in reasonable agreement with the IMPROVE 

observations, but with a large positive bias (34% normalized mean bias (NMB) for CONUS and 

90% for the specific geographic region where WE-CAN sampled). Taken together, our analysis 

indicates that anthropogenic BC emissions are too high in the 2011 NEI. This is consistent with 

previous work that also used NEI 2011 for anthropogenic BC emissions (e.g., Carter et al., 2020; 

Kim et al., 2015; Wang et al., 2018); although, our work suggests that the overestimate is even 

higher than in these previous studies, perhaps because we use 2013 emissions here (see Section 

2.1). Annual anthropogenic BC emissions in the recently released (full release in April 2020) 

2016 NEI inventory are ~40% lower than in the 2011 NEI, suggesting that updated inventories 

may be more consistent with our analysis. A more detailed spatial and temporal exploration of 

anthropogenic BC emissions across the U.S. is needed. 

 

In an effort to minimize the impact of any fossil fuel emissions bias on our analysis of BBA, we 

remove the data associated with the bottom 25th percentile acetonitrile in the analysis that 

follows. The filtered modeled BC vertical profiles (not shown) demonstrate the same low bias as 

shown in Figure 3.2 for OA and CO. Using this filtered data, we find that the observed median 

vertical profile of the BC:OA ratio is well captured by the model with only a slight overestimate, 

likely due to the residual influence of overestimated fossil fuel emissions (Fig. 3.4). Thus, when 

focusing on fire-influenced points, the model captures well the observed BC:OA ratio while 

underestimating the magnitude of observed mass concentrations of both. 
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Figure 3.4. The median vertical profiles of the BC:OA ratio (shown in 0.5 km bins) from WE-

CAN (in purple), ORACLES-2016 (in orange), and CLARIFY (in green) with both ORACLES-

2016 and CLARIFY using scaled up BB BC emissions. Observations (solid lines) are compared 

with model simulations (dotted lines). The WE-CAN comparisons have been filtered to remove 

the data corresponding to the lowest 25th percentile of acetonitrile (see Section 3.2.1). Horizontal 

bars show the 25th-75th percentile range of measurements averaged in each vertical bin. 

 

3.3.1.2 ORACLES-2016 and CLARIFY 

The ORACLES-2016 and CLARIFY campaigns sampled downwind (by generally two or more 

days) of fires in southern Africa. CLARIFY is substantially downwind from ORACLES-2016 

(i.e., the plume is likely to have descended further and become more aged). Stratocumulus sheets 

also tend to be more broken in the CLARIFY region around Ascension Island. This sampling of 

aged smoke provides a better opportunity for the model to reproduce observations, in contrast to 

WE-CAN’s sampling of sub-model grid plumes. Fig. 3.5 shows a comparison of vertical profiles 

of simulated and observed concentrations of BC, OA, and CO during the 2016 ORACLES and 

2017 CLARIFY campaigns. The noBB simulation (shown in grey) demonstrates that BC, OA, 

and CO concentrations are all dominated by smoke in these campaigns. 
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Figure 3.5. The median vertical profiles of BC, OA, and CO mass concentrations (shown in 0.5 

km bins) from the ORACLES-2016 (top) and CLARIFY (bottom) campaigns. Observations 

(black) are compared with model simulations (red; thinner red line shows simulation with BB 

BC emissions scaled up by a factor of 2.3) and a simulation with no fire emissions (noBB) in 

gray. Horizontal bars show the 25th-75th percentile range of measurements averaged in each 

vertical bin. The number of observations in each bin is given on the right side of each panel. 

Aerosol concentration measurements and simulated values are reported at standard conditions of 

temperature and pressure (STP: 273K, 1 atm). 

 

Figure 3.5 shows that the model generally captures the magnitude of observed OA and CO mass 

concentrations during ORACLES-2016 and CLARIFY, with the exception of a substantial low 

bias aloft from ~3 - 5 km. This underestimate likely results from the representation of clouds in 

the MERRA-2 assimilated meteorology used in GEOS-Chem. A multi-model study investigating 

ORACLES-2016 found that cloud cover was significant during many flights and that both 

GEOS-5 and GEOS-Chem underestimate the top of smoke plumes (Shinozuka et al., 2020). 

Haywood et al. (2021) also showed significant cloud cover during the CLARIFY campaign. Das 

et al. (2017) show that GEOS-Chem (using MERRA meteorology) aerosol transport off the coast 
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of southern Africa is characterized by a sharp descent in aerosol plumes from ~4 – 5 km due to 

excessive subsidence over the ocean in the MERRA product, producing an aerosol layer which is 

located closer to the surface than observed with CALIOP. This vertical displacement is similar to 

the low bias shown in our simulation of ORACLES-2016 and CLARIFY (Fig. 3.5). This low 

bias is somewhat larger for CLARIFY, potentially because the CLARIFY observations are 

further from the source and are thus affected by longer subsidence timescales. Given our use of 

assimilated meteorology, it is not possible to explore how BC and OA might respond to 

differences in entrainment and other cloud related processes. However, we do find that the model 

bias is highest under high humidity conditions, supporting a cloud-related mechanism for this 

biased vertical profile. We tested the impact of recent wet deposition updates related to cloud 

liquid water and scavenging efficiencies for GEOS-Chem (Luo et al., 2019), which minimally 

impacted our comparison. An injection height sensitivity test based on Fischer et al., (2014), 

which emits a percentage of emissions into the free troposphere, yielded little change in the 

simulated vertical profile. Thus, the bias aloft is likely associated with cloud representation in 

MERRA-2 and not injection height issues. Self-lofting of the absorbing aerosol may also 

contribute to the discrepancies above boundary layer (Haywood et al., 2021), and more work is 

needed to explore this mechanism. 

 

Figure 3.5 shows a model underestimate of observed BC mass concentrations by a factor of ~2.3 

during ORACLES-2016, which can be attributed to fire emissions given the negligible 

anthropogenic influence on BC (grey lines). A study exploring the DACCIWA campaign in 

western Africa provides additional evidence for underestimated BB BC emissions in this region; 

they scale fire emissions (in this case from the GFAS inventory, which, for this region and 

season, are within 25% of the GFED4s inventory) by 3.4 in GEOS-Chem to match observations 

(Haslett et al., 2019). Ramo et al. (2021) suggest that burned area in sub-Saharan Africa is 

underestimated by 63% (compared to GFED4s in 2016) due to missing contributions from small 

fires, which can be better detected with higher resolution satellite products. In addition, a 

recently updated emission factor (EF) compilation (Andreae, 2019) confirms that a higher BC EF 

is reasonable for the vegetation type fires (savanna) dominating the ORACLES-2016 and 

CLARIFY campaigns. The inventory that we use (GFED4s) uses 0.37 g/kg dry matter (DM) 

burned for savanna BC emissions while the updated Andreae (2019) paper suggests a value of 
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0.53 g/kg DM with a standard deviation across studies of 0.35 g/kg DM. Scaling up the BC 

savanna EF by a factor of ~2.3 falls within the range presented in Andreae (2019). Scaling up 

BB BC emissions by this factor does not entirely remedy the CLARIFY model-observation bias 

(Fig. 3.5), potentially because different fires were sampled than during ORACLES-2016. 

Observations of additional chemical tracers for anthropogenic and biomass burning activity are 

needed to understand these source differences from Africa, as well as additional observations 

over the source region.  

 

In the following analyses for ORACLES-2016 and CLARIFY, we scale up BB BC emissions in 

southern Africa by a factor of 2.3. While this scaling factor is somewhat arbitrary, it is supported 

by 3 years of comparison against ORACLES data and additional literature evidence detailed 

above. It is not sufficient to explain the CLARIFY underestimate, but a more sophisticated 

inverse model would be needed to correct emissions to match both ORACLES and CLARIFY. 

This is beyond the scope of this work. While we do not scale savanna EFs elsewhere as we do 

not have the observations to test such scaling, it is possible that savanna BB BC EFs are similarly 

underestimated in other regions, and more work is needed to investigate this. The BC:OA ratio is 

particularly well captured during ORACLES-2016 (Fig. 3.4) when including these scaled up BB 

emissions, so we focus on the ORACLES-2016 dataset in our discussions of the smoke 

absorption properties downwind of Africa in addition to including a comparison with CLARIFY. 

For ORACLES, we show comparisons here only for data collected during the 2016 deployment, 

but given the limited interannual variability in fires in the region, the observed magnitudes and 

the model comparisons are consistent for 2017 and 2018 albeit with small differences discussed 

in Section 3.2.2.  

 

3.3.2 Absorption comparisons 

Comparisons of vertical profiles of simulated and observed total absorption (not shown) 

demonstrate model underestimates consistent with the aforementioned low model bias of mass 

concentrations (Fig. 3.2 & 3.7). We, therefore, focus on the mass-normalized absorption (i.e. the 

MAC) under dry conditions, as the MAC is an intrinsic aerosol optical property independent of 

mass loadings and associated biases. This minimizes the effect of mass underestimates 
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associated with WE-CAN plume sampling, vertical transport biases off of Africa, and BC 

emissions biases affecting CLARIFY.  

 

Because the total absorption measurements do not distinguish between BC and OA contributions 

to absorption, our strategy is to first look at the MACBC (i.e., the absorption coefficient divided 

by the BC mass concentration) at 660 nm where BC absorption should dominate. We then 

explore the MAC of total BBA or MACBC+OA (i.e., the absorption coefficient divided by the 

summed mass concentrations for BC and OA) at shorter wavelengths (where both BC and BrC 

contribute substantially to absorption). This enables us to investigate the role of BrC absorption 

informed by our knowledge of BC absorption. Modeled and observed MAC quantities are 

calculated in the same way to enable comparison. Note that critical to this analysis of the 

MACBC+OA is the model’s ability to capture the BC:OA observed in these two very different 

regions of the world, as shown in Fig. 3.4. These ratios are predicted well by our model for WE-

CAN and ORACLES but are not captured as well for the CLARIFY measurement region, 

rendering the CLARIFY comparisons somewhat less useful for constraining the model optical 

properties. We further note that uncertainty in the average BC:OA ratio increases with altitude 

with fewer observations and lower concentrations. Here we focus on absorption constraints at 

two wavelengths only (limited by the observations from WE-CAN); however, additional 

measurements that can better constrain the wavelength dependence of absorption may provide 

further insight.  

 

MAC calculations are only performed when the observed and modeled BC mass concentrations 

(or the combined BC and OA mass concentration, if calculating MACBC+OA) are greater than 0.6 

µg sm-3 and for which the corresponding extinction values, if available from the datasets, are 

greater than 10 Mm-1 (as suggested by Shinozuka et al. (2019) to reduce noise as instruments 

approach their detection limit). Our results are robust to this filtering; filtering reduces the range 

of estimated MAC but not central values. 

 

3.3.2.1 WE-CAN 

At 660 nm, total aerosol absorption is generally dominated by BC, owing to the low absorptivity 

of BrC relative to BC at this wavelength (McClure et al., 2020; Pokhrel et al., 2017). Fig. 3.6 
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shows good agreement between the observed (black) and modeled (red) MACBC at 660 nm. The 

median values for observed and simulated MACBC at 660 nm (11.29 m2 g-1 and 12.03 m2 g-1, 

respectively) are higher than values for BB-dominated BC absorption alone (see section 3.2.1 for 

assumptions regarding BB BC absorptivity). While the absorption from OA is much lower at 

longer wavelengths (see Section 3.2.1), there is so much OA in the smoke sampled during WE-

CAN (Fig. 3.2) that its contribution to total absorption at 660 nm is considerable, and its 

inclusion in the model reconciles the predicted MACBC with observed values (Fig. 3.6). Our 

simulations of MACBC at 660 nm use an AE of 1.5 for BB BC (as in Wang et al. (2014), see 

Section 3.1 for details). However, our model assumption for the intrinsic BB MACBC at 660 nm 

(5.3 m2 g-1, without accounting for the AE) is lower than other values in the literature (e.g., 6.25 

m2 g-1; (Bond & Bergstrom, 2006)). As noted in Section 3.1, the AE assumed in our model for 

BB BC is at the high end of literature estimates from North America, increasing the plausibility 

that it is partially accounting for a lower intrinsic BB MACBC. 

 

At 405 nm, the role of BrC absorption is more important than at longer wavelengths. We 

calculate the MACBC+OA at this shorter wavelength. These values are inherently much smaller 

than MACBC given the preponderance of OA, but overall absolute absorption is higher at 405 nm 

than at 660 nm. We show in Fig. 3.6 that modeled MACBC+OA (median value of 1.34 m2 g-1) is 

biased high at 405 nm and is towards the upper range of observations (median of 0.78 m2 g-1). As 

shown in Fig. 3.4, the model generally captures the average BC:OA ratio during WE-CAN. 

Correcting the small high bias due to the residual influence of overestimated fossil fuel emissions 

reduces the simulated MACBC+OA by only ~15%. It is also highly unlikely that this difference at 

405 nm is the result of overestimates in the absorptivity of BC, given that MACBC is well 

captured by the model at longer wavelengths and that, if anything, the GADS BC AAE (0.53 

from 405-655 nm) is low. Modelled BrC absorption at this wavelength is substantial (more than 

1/2 of total absorption); therefore, photochemical whitening of these particles may play an 

important role in determining the MACBC+OA. Alternatively, the prescribed BrC absorption may 

be overestimated. However, we note that the good agreement at 660 nm makes this less likely.  

 

To investigate the impact of whitening at 405 nm, we use the parameterization from Wang et al. 

(2018) based on OH exposure. While WE-CAN is characterized by relatively near-field 
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sampling, air masses in the region contain both fresh plumes and aged emissions from the 

surrounding fires. As a result, whitening of BrC decreases the simulated MACBC+OA 

considerably, bringing our modeled MACBC+OA (median of 0.83 m2 g-1) into good agreement 

with observed MACBC+OA. This corresponds to a MACOA of ~0.4 m2 g-1 at 405 nm, or about 40% 

of the assumed MACOA for primary BB. The whitening scheme has an effect on the MACBC at 

660 nm (median drops by ~2 m2 g-1) and remains in agreement with the bottom of the 

interquartile range of observations. This suggests that, in the western US, whitening should be 

considered when modeling BrC absorption and that the parameterization of Wang et al. (2018) 

does a reasonable job in capturing the magnitude of this effect.  

 
Figure 3.6. Boxplot summaries of the mass absorption coefficient (MAC) observed (black) and 

modelled with GEOS-Chem (red) for the WE-CAN campaign. Values at 660 nm are shown on 

the left (MACBC = total absorption divided by BC mass concentration) and at 405 nm on the 

right (MACBC+OA = total absorption divided by the summed BC and OA mass concentration). 

Model BC refers to the MACBC when only accounting for absorption from BC in the model. The 

horizontal bar is the median. The box shows the 25th to the 75th percentile, and the whiskers 

show 1.5 times the interquartile range. The inclusion of BrC whitening is denoted with dashed 

lines.  

 

3.3.2.2 ORACLES-2016 and CLARIFY  

As in comparisons with WE-CAN observations, we focus on MAC during ORACLES-2016 and 

CLARIFY because the vertical absorption profiles show the same vertical bias seen in the mass 
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concentrations. Figure 3.7 shows that the 660 nm MACBC observed during ORACLES-2016 

(median value of 9.30 m2 g-1) are lower than those during WE-CAN (median 11.29 m2 g-1). In 

our framework, this is expected based on the differing BC:OA ratios for these two campaigns 

(see Fig. 3.4) and thus a smaller contribution to absorption from OA downwind of Africa. The 

LASIC campaign in 2016 partially overlapped with ORACLES-2016 and found higher MACBC 

at 660 nm (10.7 m2 g-1); the surface site was located on Ascension Island (Zuidema et al., 2018) 

and thus was further from the fire source and likely sampled more aged aerosol. During 

CLARIFY, the median observed MACBC at 660 nm is considerably higher (11.52 m2 g-1) than 

during ORACLES-2016. CLARIFY sampled more aged BBA and previous studies report that 

these BBA exhibit some of the highest levels of coating thicknesses observed in field 

measurements (and thus have a higher AE due to the lensing effect) as it was transported further 

from the continental source region (see Fig. 3.1 for the campaign flight tracks) (Taylor et al., 

2020). While the uncertainties around sampled aerosol lifetime are large, Taylor et al. (2020) 

suggest that CLARIFY aerosol was sampled 4-8 days from emissions, potentially larger than 

some of the estimates from Pistone et al. (2019) and references therein for ORACLES-2016 (2-

15 days with potentially an emphasis on 2-5 days). The two campaigns also employ different 

instrumentation: CLARIFY employed highly sensitive and accurate in-situ measurements (PAS) 

while ORACLES-2016 employed filter-based measurements (PSAP), which has higher 

systematic biases, with overestimates of absorption observed up to 45%. The differences in 

observed MACBC are within measurement uncertainty; although, it is noteworthy that the 

ORACLES-2016 MACBC is lower than the CLARIFY MACBC, despite the potential for a 

positive bias in the ORACLES-2016 observations. Other possible explanations for the difference 

in observed MACBC at 660 nm include an underlying MACOA that differs between the two 

campaigns. However, given the high BC:OA downwind of Africa (Fig. 3.4), OA is not likely to 

make such a large contribution to total absorption at these wavelengths.  

 

Figure 3.7 shows that the model underestimates the MACBC at 660 nm downwind of southern 

Africa. Model values are similar for ORACLES-2016 and CLARIFY (8.91 and 8.72 m2g-1, 

respectively), as our current model scheme uses a fixed AE of 1.5 globally, which may not be a 

good representation of real world conditions downwind of Africa (Ko et al., 2020). Given higher 

BC:OA ratios for ORACLES and CLARIFY compared to WE-CAN, OA contributes less to the 
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simulated MACBC at 660 nm. However, the contribution (~0.9 m2g-1 for ORACLES, ~0.7 m2 g-1 

for CLARIFY) is not negligible. Taylor et al. (2020) suggest that a BC AE of 1.85 (applied to an 

intrinsic MACBC from Bond and Bergstrom (2006), that is higher than we use here) is required to 

correctly predict the observed MACBC during CLARIFY – this AE includes the contribution of 

OA absorption at 660 nm. Keeping our OA absorption properties fixed, we estimate that we 

would need to increase our BC AE to 2 (or that the AE applied to an intrinsic MACBC from Bond 

and Bergstrom (2006) would need to be 1.8, similar to the values from Taylor et al. (2020)) to 

match the observed MACBC at 660nm in CLARIFY. A smaller increase in AE to 1.6 is needed to 

reconcile the model with observations during ORACLES at 660 nm. This may suggest that the 

BC in the somewhat fresher ORACLES-2016 outflow was less thickly coated compared to 

CLARIFY.  
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Figure 3.7. Boxplot summary of observed and simulated ORACLES-2016 and CLARIFY 

MACBC at 660 nm on the left and MACBC+OA at 470 and 405 nm, respectively, on the right. The 

conventions of this boxplot are described in Fig. 3.6. 

 

At shorter wavelengths, the observed MACBC+OA is higher during CLARIFY (median 3.04 m2 g-

1) than for ORACLES-2016 (median 1.81 m2 g-1), due largely to the difference in the 

measurement wavelength (470 nm for ORACLES-2016 and 405 nm for CLARIFY). Given the 

higher BC:OA ratio downwind of Africa (Fig. 3.4), BC makes a much larger contribution to 

absorption at shorter wavelengths than seen for WE-CAN. This increases the MACBC+OA and 

suggests that the difference in MACBC seen at 660 nm between ORACLES-2016 and CLARIFY 

also contributes to the difference in MACBC+OA seen in Figure 3.7. For ORACLES in 2017 and 

2018, the comparisons between observed and modeled MAC are similar to Figure 3.7, with 2018 

showing somewhat higher observed MACBC+OA at shorter wavelengths (not shown).    

 

At these shorter wavelengths, our baseline simulated MACBC+OA (median value of 1.51 m2 g-1 for 

ORACLES-2016 at 470 nm and 2.10 m2 g-1 for CLARIFY at 405 nm) also underestimates the 

observed MACBC+OA by 16% and 31%, respectively; though, the former is within measurement 

uncertainties. The larger model bias for CLARIFY compared to ORACLES-2016 can be partly 

reconciled by considering the model underestimate of the BC:OA for CLARIFY (Fig. 3.4). 

Scaling up BC concentrations to correct this bias for CLARIFY increases the model value to 

~2.37 m2 g-1 (equivalent to a 22% underestimate). The model bias in MACBC at 660 nm likely 

contributes to the bias at shorter wavelengths as well. If we apply the BC AE of 1.6 and 2 for 

ORACLES-2016 and CLARIFY, respectively, estimated from the 660 nm comparisons to the 

shorter wavelengths,  we reduce the model bias at the shorter wavelengths to 10% and 11% for 

ORACLES-2016 and CLARIFY, respectively. These differences lie within measurement 

uncertainties. If the model BC AAE (from GADS) is underestimated, the contribution of BC at 

short wavelengths may in fact be considerably larger. Including BrC whitening exacerbates the 

discrepancy at all wavelengths. Though, whitening decreases the MACBC+OA less downwind of 

Africa than during WE-CAN, consistent with a larger BC:OA downwind of Africa. We conclude 

that either (1) a higher AAE for BC (and thus more absorbing BC at short wavelengths) or (2) 

more absorbing BrC (with whitening) or (3) no photochemical whitening of BrC is required 
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downwind of Africa to fully reconcile the model and observations. It is possible that some 

combination of these factors may explain the observations. In addition, Figure 3.7 shows that 

observed MACBC and MACBC+OA are much more variable than our simulated MACs. This 

suggests that using one number for OA MAC and for the AE does not capture the variability in 

absorption properties. The model also underestimates the variability in the observed BC:OA 

(particularly for CLARIFY).  

 

The observations demonstrate that BBA from African fires is roughly a factor of 3 more 

absorbing than from fires in the western US at short wavelengths (at 405 nm, MACBC+OA of 3.04 

m2 g-1 for CLARIFY, compared to 0.78 m2 g-1 for WE-CAN). This is due, in large part, to higher 

BC loadings downwind of Africa relative to OA. This effect is captured by the model, which 

simulates the higher BC:OA observed downwind of Africa relative to the western US (Fig. 3.4).  

However, after accounting for the differing BC content, the model absorptivity remains biased 

low downwind of Africa. Our comparisons at longer wavelengths suggest that increasing the AE 

of BC (as in Taylor et al., 2020) reduces this gap. We attribute the remaining underestimate of 

the  MACBC+OA to more absorbing BC (achieved with a higher BC AAE) and/or more absorbing 

BrC (or little photochemical whitening). We note that mixing state and the resulting absorption 

enhancement are a complex function of particle size, coating thickness, and morphology. Our 

model scheme here does not dynamically simulate these factors, but rather applies a fixed AE to 

BC. While we acknowledge that this is a limitation of such a global model scheme, these mixing 

state considerations would need to translate to a wavelength dependent effect on absorption to 

explain the model-observation discrepancies at short wavelengths discussed here. More work is 

needed to better understand the role of mixing state of smoke and its impact on absorption. 

However, previous studies have shown that BrC absorption increases with BC:OA ratio (Saleh et 

al., 2014; McClure et al., 2020), consistent with our contrast of Africa and the western U.S., and 

we therefore consider this as a possible explanation for our results in what follows.  

3.4 Impact of alternate BrC absorption parameterizations 

The stronger absorption at shorter wavelengths observed in smoke from African fires compared 

to western US fires (that cannot be attributed to higher BC content of smoke alone), in addition 

to the high variation in observed absorption properties from different sources or even years, 

imply that BrC absorption from fires should not be treated as constant. Saleh et al. (2014) found 
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that absorption of BrC increases as a function of BC:OA ratio in laboratory measurements.  

McClure et al. (2020), using data from the FIREX 2016 Lab experiment in Missoula, MT, 

extended the Saleh work and developed their own parameterization for BrC absorption as a 

function of BC:OA. Figure 3.4 shows that the ORACLES-2016 and CLARIFY campaigns 

exhibited significantly higher BC:OA ratios than WE-CAN (by a factor of ~4-7), consistent with 

generally more flaming fires in southern Africa. The model generally captures the difference 

between the two campaign regions. These varying BC:OA ratios suggest that a parameterization 

keyed to this factor has the potential to better describe the difference in BrC absorption in the 

western US and the southern African outflow as observed in Section 3.3. We note that our 

baseline BrC absorption properties from Wang et al. (2018) are calculated by using one globally 

averaged BC:OA ratio within the Saleh et al. parameterization; in this section when we refer to 

the Saleh parameterization, we are referring to the full parameterization which varies as a 

function of BC:OA. The Saleh et al. (2014) and McClure et al. (2020) parameterizations are 

described in detail in the SI, the latter is referred to as the “FIREX” parameterization in what 

follows. We explore here whether these parameterizations can better capture the observations 

during WE-CAN, ORACLES-2016, and CLARIFY. 

 

While the BC:OA ratio is much lower in the western US than downwind of Africa, when the 

Saleh et al. parameterization is applied to WE-CAN and ORACLES-2016, the resulting BrC 

imaginary refractive index k (responsible for absorption) at short wavelengths (405 and 470 nm) 

is similar (and generally higher) for both regions. This is the result of offsetting changes to both 

the k at 550 nm and the AAE used to calculate the absorption at shorter wavelengths (see SI for 

further details).    

 

The FIREX parameterization produces MACOA values more than twice as high downwind of 

Africa compared to during WE-CAN at 660 nm, and ~50% higher at 405 nm. Thus, while the 

Saleh et al. parameterization does go beyond assuming fixed absorption properties for BrC, it 

does not fully achieve our goal of representing the different brownness observed for fires in the 

western U.S. and downwind of Africa. The FIREX parameterization produces a larger difference 

between campaigns at longer wavelengths because the MACOA (and k) is more sensitive to the 
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BC:OA ratio than in the Saleh parameterization at these wavelengths, particularly in the 

observed and simulated WE-CAN BC:OA range (0.03 to 0.05).  

 
Figure 3.8. Boxplot summary of observed (black) and simulated MACBC at 660 nm on the left 

and MACBC+OA on the right at 405 nm for WE-CAN (top) and CLARIFY (bottom) and at 470 

nm for ORACLES-2016 (middle). Simulations using the Saleh et al. (2014) parameterization are 
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shown in yellow and those using the FIREX parameterization in light brown. The conventions of 

this boxplot are described in Fig. 3.6. 

 

We implement the Saleh et al. (2014) and the FIREX schemes for BrC absorption in GEOS-

Chem for comparison against the three campaigns (Fig. 3.8). We use the modeled BC:POA ratio 

in these parameterizations given that SOA here contributes < 5% of simulated OA mass. Given 

that the model generally captures the overall BC:OA ratio, we do not expect this simplification to 

affect our results. At 660 nm, using the Saleh parameterization does not change the MACBC 

significantly from the baseline simulation. At these same wavelengths the FIREX 

parameterization agrees well with the WE-CAN observations at 660 nm, improves agreement 

with the CLARIFY observations relative to both the baseline and Saleh, and overestimates 

observations during ORACLES-2016. The increase in BrC absorption at long wavelengths 

downwind of Africa with the FIREX parameterization removes much (all) of the earlier 

underestimate of MACBC for CLARIFY (ORACLES) seen in Figure 3.7, suggesting that an 

underestimate of BrC absorption could explain these results.  

 

Figure 3.8 shows that at shorter wavelengths, using BrC parameterizations based on BC:OA 

ratios leads to overall increases in modeled MACBC+OA relative to the baseline (labeled “Model”) 

simulations – with the Saleh parameterization producing slightly larger values than the FIREX 

parameterization. Both parameterizations overestimate MACBC+OA during WE-CAN and 

improve model agreement with observations downwind of Africa (compared to our baseline 

simulation). At these short wavelengths, the FIREX parameterization produces a less biased 

simulation for WE-CAN, but the Saleh parameterization is a better match for observations 

downwind of Africa. Adding photochemical whitening reduces the MACBC+OA, bringing 

simulated values closer to observations for WE-CAN, but degrading the comparisons downwind 

of Africa. In particular, photochemical whitening in combination with the FIREX 

parameterization results in simulated values below the lower bounds of the interquartile range of 

ORACLES-2016 observations. However, correcting a likely model underestimate in the BC 

AAE (and thus increasing the intrinsic MAC of BC) could bring us back into agreement with 

observations at short wavelengths. These comparisons support the need for photochemical 

whitening during WE-CAN (or a considerably lower intrinsic MAC for BrC than assumed with 



 79 

any of the FIREX, Saleh, or baseline parameterizations), but make it challenging to draw 

conclusions as to whether the observations support the use of a whitening parameterization for 

African fires.  

 

Taylor et al. (2020) suggest that less than 11% of the absorption at 405 nm during CLARIFY 

was attributed to BrC, using measured MAC at 405 and 514 nm and the AAE of BC from 514 to 

655 nm to estimate the absorption fraction due to BrC and an assumption of no BrC absorption at 

655 nm. With the Saleh and FIREX  parameterizations we attribute 48% and 35%, respectively, 

of absorption at 405 nm to BrC (when including whitening) during CLARIFY  – these estimates 

are more than triple the contribution estimated by Taylor et al. (2020) for this highly aged 

aerosol plume, but are similar to other literature estimates of BrC absorption percentages of up to 

~40% (Wang et al., 2018 and references therein). Given a likely model underestimate in the 

AAE of BC, our model values are likely an upper limit.  

 

Our analysis indicates that observed brownness in the two BB regions could be different and that 

a parameterization that accounts for the observed elevated BrC absorptivity of African fires 

relative to western US fires may be necessary to capture observations during ORACLES-2016 

and CLARIFY.  However, using either the Saleh et al. or FIREX parameterizations does not 

fully account for this difference. Though, the FIREX parameterization better distinguishes smoke 

properties from fires in the western US and versus Africa at longer wavelengths. At shorter 

wavelengths, a parameterization that results in lower BrC absorption at low BC:OA (WE-CAN) 

and higher BrC absorption at higher BC:OA (ORACLES-2016/CLARIFY) would better match 

these observations.  It is possible that we are not representing another potential explanation for 

the different absorption of BrC in the two regions: recent work has shown that under conditions 

with very high primary BC:OA ratios from biomass combustion (such as savanna burning in 

Africa), a first stage of BrC enhancement happens after emission, owing to formation of highly 

absorbing SOA, and before whitening (the whitening may result from less-absorbing SOA 

formation in those experiments) (Cappa et al., 2020; Wu et al., 2021). 

 

These results are further complicated by several factors. First, the fire emissions inventory does 

not allow BC and OA emissions to vary with either burn conditions nor sub-fuel types in the fire 
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emissions inventory used here; GFED4s does not capture rapidly evolving burn conditions (fire 

temperature, intensity, etc.) and aggregates major fuel categories, such as savannas, grasslands, 

and shrubs together. Thus, the simulated BC:POA represents the result of average burn 

conditions. Variability, or indeed bias, in the representation (or airborne sampling) of these fuel 

types and burn conditions could drive an inaccurate implementation of the two BC:OA 

parameterizations. Second, our implementation of the two BC:OA parameterizations in GEOS-

Chem also, by necessity, uses total BC:POA rather than the concentrations of carbonaceous 

aerosols from fires alone (tagging the BC:POA for fires only is an additional computational 

expense). Because modeled anthropogenic BC is biased slightly high during WE-CAN, using the 

overall, rather than BB-only, BC concentrations to parameterize BrC absorption is an imperfect 

representation of this lab-based parameterization. Third, the GEOS-Chem optical properties 

(MAC) are based on Mie theory which use refractive indices as well as particle size. If there is a 

mismatch between the particle size in the observations versus the model, this could lead to 

additional differences and to MAC values that differ between the baseline results and 

calculations using the FIREX parameterization, especially for Africa. Indeed, Mie theory 

pertains to homogeneous spheres, while BBA aerosols are known to adopt a wide variety of 

internal mixing states and particle morphologies (Kahnert and Kanngießer, 2020). These 

discrepancies with the underlying assumptions for Mie theory are a further potential source of 

model bias. Finally, the differences in absorption instrumentation used across the three 

campaigns also complicate our ability to draw broad conclusions from our model-observations 

comparisons. However, the PAS instruments, used during both WE-CAN and CLARIFY, are 

known to be more sensitive, much faster (less averaging over long time-scales required for a 

useable measurement), and less biased than filter-based methods, such as the PSAP used during 

ORACLES-2016, especially under the dry conditions in these studies.  There has been limited 

observational validation of smoke optical properties used in 3D models as explored here. The 

challenges outlined above imply that there remain opportunities to bridge laboratory 

parameterizations, field observations, and models.   

 

3.5 Photochemical whitening and the radiative impact of BrC  

We use OMI near-UV aerosol index (AI) observations as a qualitative constraint on the spatial 

distribution of BrC and the potential role of photochemical whitening. Outflow from central 
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Africa provides an ideal case study as it is dominated by smoke (e.g., Denjean et al., 2020; 

Hammer et al., 2018) (Fig. 3.9), unlike the western U.S. where absorption from fires is 

confounded by anthropogenic sources. There is also minimal dust in the southern African 

outflow region at this time of year, enabling a focus on BrC in this region (e.g., Hammer et al. 

2016). The UVAI is a qualitative parameter for detecting the presence of absorbing and 

scattering aerosol in the atmosphere and is sensitive to BrC and relatively insensitive to BC (e.g., 

Hammer et al. 2016). We use the Level-3 Aura/OMI Near UV Global Aerosol Data Products 

OMAERUVd product of UVAI at 1-degree resolution and regrid to the GEOS-Chem grid of 

2∘×2.5∘ to enable comparison. Larger UVAI values indicate more absorption. UVAI values are 

higher off the coast of southern Africa relative to the western US generally and during each 

campaign’s deployment year (not shown), consistent with the in situ measurements that suggest 

BrC produced by flaming fires (e.g., those that dominate African burning (Wu et al., 2020)) is 

more absorbing than that from less-flaming fires (like the forest fires of the western US) and with 

previous work (e.g., Hammer et al., 2016, 2018).  
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Figure 3.9. The mean August – September 2017 spatial distributions of the OMI UVAI (a), total 

simulated column burden of BrC (b), and total simulated column burden of BrC with the baseline 

whitening scheme (c) – all at 2∘×2.5∘. Column BrC is saturated at maximum values. Panel d 

shows column-integrated BrC concentrations averaged across August – September 2017 with our 

baseline BrC in red, our slower whitening lifetime simulation in orange, and our standard 
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whitening scheme in beige within a box off the coast of southern Africa bounded by latitude = -

12° to -5° and longitude = -40° to 40°. OMI UVAI observations for the same region are overlaid 

in black diamonds. A vertical line at 12 degrees is the approximate edge of the African continent. 

The y axes have been transformed by a square-root function. 

 

Figure 3.9 shows the region off the coast of southern Africa where the smoke plume is well-

defined. The OMI UVAI product shows an abrupt change at the coastline. Two factors may 

contribute to this, namely that (i) this region is quite cloudy, which complicates retrievals, and 

(ii) the retrievals are more reliable over land (Hammer et al., 2018; OMI Team, 2012), 

potentially explaining the observed change. While the values over the ocean may be less reliable, 

their relative magnitude still provides a good qualitative perspective on the decay of BrC 

absorption over time. BrC concentrations (as well as the UVAI) decrease due to dilution in the 

outflow, possible SOA formation that increases the ratio of scattering aerosol in the outflow and 

whitening of BrC. An increasing inorganic fraction over time may also contribute to increasing 

scattering. Implementing whitening significantly decreases the total column BrC concentrations 

relative to a simulation without whitening. Low UVAI value are observed as far west as 

Ascension Island, especially as compared to the area close to the African coast where a large 

plume is visible and where ORACLES-2016 generally sampled. 

 

Figure 3.9d compares the BrC column-integrated concentrations from simulations with no 

whitening, with the standard whitening, and with a slower whitening with the OMI UVAI 

observations plotted against longitude. The standard whitening scheme is based on two studies in 

different regions (Forrister et al. (2015) in the western US and Wang et al. (2016) in the 

Amazon), which both suggested a 1-day photochemical lifetime, indicating that there is not 

strong regional variance. As described in Section 3.2.1, the GEOS-Chem parameterization of this 

process is dependent on OH levels, and equivalent to the observed 1 day at global mean average 

OH levels. However, given the higher [OH] in the southern African region (mean of ~3 x 106 

molec cm-3), whitening timescales are much faster there (~4 hours using the standard whitening 

scheme instead of 1 day). We thus run a sensitivity study that fixes the whitening timescale to 1 

day globally. Peak simulated column concentrations of BrC in African outflow are roughly a 

factor of eight larger when neglecting whitening versus using our standard whitening 
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parameterization, or a factor of 1.15 larger when comparing a simulation without whitening with 

a simulation using a slower whitening time scale. BrC emissions accumulate as you move 

westward over the continent (roughly 12∘ to 40∘) in all three simulations, with the whitening 

process quickly counteracting some of this increase in BrC concentrations (Fig. 3.9d). Thus, with 

whitening, much less BrC is exported from the continent and a more rapid decline in BrC 

concentrations is also observed in the outflow. The rate of decrease of the OMI UVAI 

observations off the coast is best matched by the simulation without whitening; although, the 

slower whitening simulation shows reasonable agreement as well. This suggests that the 

whitening time scale for smoke downwind of Africa is likely 1 day (consistent with previous 

field studies) or longer, and that [OH] may not be a good proxy for whitening timescales in all 

regions. It is also possible that the slower whitening timescale is, at least partially, accounting for 

a neglected initial stage of BrC net enhancement after emission mentioned above in Section 3.4. 

However, we caution that these are qualitative comparisons. It is computationally intensive (and 

beyond the resources of this study) to repeat the detailed radiative calculations required to 

directly compare our simulations with the OMI UVAI product as done by Hammer et al. (2016; 

2018). Coincident measurements of aerosol composition, size, and absorption within the export 

plume would be needed to directly constrain the evolution of BrC absorption.     
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Figure 3.10. The global annual mean all-sky BrC DRE at the top of the atmosphere (TOA) in 

2018 from a simulation without whitening (top) and when including whitening with a 1-day 

whitening scheme (bottom). Numbers indicate the global mean value in W m-2. 

 

We also investigate the global implications of the photochemical whitening of BrC (an optical 

loss process only and not a physical loss of BrC (e.g., fragmentation and evaporation)). The 

global burden of BrC without whitening (4.64 Tg) is a factor of three higher than with the 1-day 

whitening scheme (1.38 Tg) – OA mass is conserved; the whitened BrC is tracked separately as 
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white POA. Correspondingly, we estimate an annual mean all-sky BrC DRE of +0.29 W m-2, 

which is reduced to +0.08 W m-2 when including whitening using the 1-day whitening scheme 

(Fig. 3.10). Both values fall within the (large) literature range (+0.03 to +0.6 W m-2) (Feng et al., 

2013; Lin et al., 2014; Wang et al., 2014; Wang et al., 2018). Given the model underestimate of 

smoke concentrations downwind of Africa seen in Figure 3.5, these numbers are likely a lower 

limit. We calculate that the net effect of all BBA (BC: +0.05 W m-2, BrC given above (with 1-

day whitening scheme, white POA: -0.10 W m-2), and SOA: -0.05 W m-2 from fires) on all-sky 

annual mean DRE, which switches from positive without whitening to slightly negative with 

whitening (+0.19 W m-2 without whitening, -0.02 W m-2 with whitening). This range suggests 

that the timescales for photochemical whitening of BrC could dictate a significant change in 

magnitude and possibly a change in the sign of the net DRE of BBA, highlighting the importance 

of better observational constraints on this process. 

 

3.6 Conclusions 

Significant uncertainties exist around both the abundance and properties of BBA – our work 

investigates this in two major BB regions, the western US and southern Africa, and explores the 

implications of this work globally. We show that BB BC is underestimated during ORACLES-

2016 and CLARIFY, suggesting an underestimate in BB inventories in southern Africa, and that 

simulated anthropogenic BC is overestimated in the US when using the 2011 NEI. We address 

these biases through scaling of emission factors and filtering out of more anthropogenically-

influenced air masses, respectively. The resulting model is able to capture the large regional 

difference in observed BC:OA albeit with an underestimate of CLARIFY. Comparing modeled 

MAC with observations of absorption from each campaign, we show that our BC optical 

properties for smoke (which include an AE of 1.5 for BB BC) are generally consistent with 

observations at longer wavelengths (660 nm) during WE-CAN. However, more absorbing BC 

(achieved either via a higher baseline MAC (Forestieri et al., 2018; McClure et al., 2020) or a 

higher AE as in Taylor et al. (2020)), would better capture measurements downwind of Africa. 

Our analysis of African outflow also suggests that the low bias in the model AAE of BC may 

contribute to the model underestimate of absorption at shorter wavelengths. We also show that 

an increase in BrC absorption can help explain these observations at short visible wavelengths.  
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Our comparisons of the measurements from WE-CAN and ORACLES-2016/CLARIFY 

demonstrate that African smoke (BC and/or BrC) is substantially more absorbing at shorter 

wavelengths than suggested by our baseline simulations. Brown et al. (2021) recently suggested 

that most models overestimate BB absorption, but their work focused on absorption at longer 

wavelengths (550 and 700 nm). More absorbing BrC downwind of Africa is consistent with a 

higher BC:OA ratio observed in African outflow and captured by our model simulations. We 

implement two parameterizations of BrC absorption based on the BC:OA ratio (Saleh et al. 

2014; McClure et al., 2020). These schemes improve our ability to simulate the MACBC+OA at 

short wavelengths for fires downwind of Africa, but lead to an overestimate in absorption during 

WE-CAN when not invoking whitening. Thus, neither scheme sufficiently represents the 

considerably lower absorption of BrC in smoke from the western US and the more absorbing 

BrC from African fires. One possible explanation is that Mie theory (used in Saleh et al.) may 

not be a good representation of optical properties for fresh smoke (Womack et al., 2020), as 

sampled during WE-CAN. Additional multi-wavelength measurements, with a focus on 

determination of BrC properties from primary BBOA when the BC:OA ratio < 0.1, would be 

helpful in improving these parameterizations. McClure et al. (2020) showed that the uncertainty 

increases as the BC:OA ratio increases. Lab observations also suggest that there is some 

additional dependence on what is burned outside of a simple BC:OA paradigm. We also find that 

the FIREX parameterization enhances the absorption of BrC downwind of Africa at longer 

wavelengths, reducing the BC AE needed to explain observations during ORACLES and 

CLARIFY.  

 

Our analysis relies on the contrast of total absorption measurements at two wavelengths in two 

different regions. This type of analysis is complicated by convolving the properties of various 

absorbers, the relevance of fixed assumptions for absorption efficiency, and the use of differing 

instrumentation across field campaigns. Absorption measurements at more than two 

wavelengths, and thus multiple AAE determinations, in different environments would offer 

additional opportunities to constrain models. More comprehensive field observations of the size 

of BC and BrC along with species-specific absorption measurements (e.g., BrC absorption 

measured directly from filter extracts, alongside total absorption measurements) at multiple 

wavelengths could better discern the relative contributions of BC and BrC.   
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This analysis provides qualitative evidence for the need to include whitening (on a 1-day 

timescale, or even faster) to capture observations from WE-CAN, but uncertainties in the 

baseline properties for BC and BrC from African fires make it more challenging to comment on 

the role of photochemical whitening during the ORACLES-2016 and CLARIFY campaigns. Our 

qualitative comparisons with the OMI UVAI in African outflows support a whitening timescale 

of 1 day or longer. These comparisons also suggest that linking the timescale of photobleaching 

to OH concentrations, as in our standard simulation, may not be appropriate, given the resulting 

very fast bleaching that would result in the tropics. It is possible that whitening timescales could 

vary regionally given that different fuel types produce distinct amounts of nitrogen-containing 

species, which have been associated with BrC (Mohr et al., 2013; Palm et al., 2020; Teich et al., 

2017; Yuan et al., 2020). Analyses of WE-CAN show that there were large concentrations of N-

containing species during the campaign (e.g., [NH3] > 50 ppb in concentrated smoke plumes; 

Pollack et al., 2019) and suggest that nitroaromatics are important for BrC (Palm et al., 2020). 

However, no comparable measurements downwind of Africa exist to test whether the nitrogen 

content of smoke might dictate whitening timescales. More work is needed to determine the 

timescale of photochemical whitening in smoke from different fuels, whether OH concentrations 

or photolysis are controlling parameters, and how model resolution may affect these 

parameterizations.  

 

Our comparison of smoke optical properties in two important, but very different, regions has 

implications for aerosol remote sensing algorithms. Typically, such retrievals assume constant 

properties, but the large differences in absorption shown here, as well as the dynamic properties 

associated with photochemical whitening, suggest that such an approach may introduce retrieval 

artifacts. Therefore, further refinement of BrC parameterizations may also help inform the 

development of remote sensing algorithms.  

 

The global mean DRE of BrC is very sensitive to the timescale of photochemical whitening. This 

process may dictate the overall importance of the DRE from carbonaceous aerosol in smoke. 

Using our best estimate of a universal 1-day timescale for whitening (not dependent on OH), we 

find a global DRE of BBA of -0.02 W m-2, neglecting whitening results in a considerably more 
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warming DRE for fires (+0.19 W m-2). Additional observations in fire outflow, over long 

timescales, and from varying fuel types, are needed to better understand the magnitude and 

evolution of BrC absorption, and thus the global radiative impacts of smoke.   
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Chapter 4. An Improved Representation of Fire Non-Methane 

Organic Gases (NMOGs) in Models: Emissions to Reactivity 

 

 Adapted from: Carter, T.S., C. L. Heald, J. H. Kroll, E. C. Apel, D. Blake, M. Coggon5, A. 

Edtbauer, G. Gkatzelis, R. S. Hornbrook, J. Peischl, E. Y. Pfannerstill, F. Piel, N. G. Reijrink, A. 

Ringsdorf, C. Warneke, J. Williams, A. Wisthaler, and L. Xu (2022), An Improved Representation 

of Fire Non-Methane Organic Gases (NMOGs) in Models: Emissions to Reactivity, Atmos. 

Chem. Phys. Discuss., submitted. 

 

4.1 Introduction 

Biomass burning (both wildfires and prescribed and agricultural burns) is a large source of non-

methane organic gases (NMOGs) (e.g., Akagi et al., 2011; Koss et al., 2018; Coggon et al., 2019; 

Kumar et al., 2018). Goldstein and Galbally (2007) suggest that, while tens of thousands of 

organic compounds have been detected in the atmosphere, this may represent only a small subset 

of the species present in the atmosphere. Only ~100 compounds have typically been measured 

during field campaigns, but recent advances in mass spectrometry have enabled the online 

characterization of an expanding suite of organic compounds in the atmosphere, including those 

from fires (e.g., Koss et al., 2018). Because many NMOGs are quite reactive, they impact 

tropospheric and stratospheric (Bernath et al., 2022) chemistry and composition. Many NMOGs 

are toxic themselves (Naeher et al., 2007), and they can also react to form two major air 

pollutants that are also harmful to human health, ozone (O3) and particulate matter under 2.5 

microns (PM2.5) (e.g., Hobbs et al., 2003; Yokelson et al., 2009; Jaffe et al., 2008, 2013, 2018; 

Xu et al., 2021). NMOGs also modulate oxidant concentrations, which affect the climate through 

the methane lifetime (Voulgarakis et al., 2013; Mao et al., 2009). The importance of fires to the 

budget of global NMOGs and to the impacts discussed above is not well understood, as 

suggested by a recent study (Bourgeois et al., 2021). 

 

Various terms have been used in the literature to describe reactive carbon-containing trace gases, 

including one of the first, non-methane hydrocarbons (NMHCs), which excludes species with 

oxygen or other heteroatoms. The term volatile organic compounds (VOCs) encompasses this 
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broader set of compounds; although, there is no agreed upon, quantitative definition for VOCs or 

their surrogate, non-methane organic compounds (NMOCs). The European Union defines VOC 

as any organic compound having an initial boiling point less than or equal to 250° C measured at 

a standard atmospheric pressure of 101.3 kPa (European Union, 1999). The US EPA defines 

VOCs as any compound that participates in atmospheric photochemical reactions except for 

those that they designate as having minimal reactivity. The term oxygenated VOCs (OVOCs) 

(Goldstein and Galbally, 2007; Kwan et al., 2006) has further blurred these definitions, with 

colloquial usage sometimes being ambiguous as to whether OVOCs are a subset of VOCs or 

whether VOCs represent the unoxygenated (i.e., NMHC) suite of compounds. Volatility-based 

nomenclature separates VOCs from semi-volatile (SVOC) and intermediate-volatility (IVOC) 

species (Robinson et al., 2007). For this study, we use NMOGs, which encompasses all gas-

phase organic compounds (excluding methane), regardless of volatility, degree of oxygenation, 

or other chemical properties.   

 

While fires emit a significant amount of NMOGs (> 400 Tg yr-1)(Akagi et al., 2011; Yokelson et 

al., 2008), second only to biogenic sources globally (~1000 Tg yr-1)(Guenther et al., 2012), 

modeling efforts, particularly at the global scale, have historically represented only a modest 

subset of these emissions and their reactivity. This is in part because a large number of reactive 

fire NMOGs remain unidentified (Kumar et al., 2018; Hayden et al., 2022; Akagi et al., 2011). 

While progress has been made on measuring emissions of many fire NMOGs, these 

measurements have not yet been incorporated into models with global coverage. Given the 

significant, but insufficiently characterized variability in emission with both fuel and fire 

characteristics, this challenges integration into fire emission inventories. To represent emitted 

species, fire emissions inventories generally apply emission factors (EFs) to estimates of dry 

matter (DM) burned. Variation among fire inventories is generally driven by differences in DM, 

rather than EFs (Carter et al., 2020); though, NMOG EFs often have greater variability amongst 

inventories. Akagi et al. (2011) estimated both species-specific NMOC EFs, as well as the EF for 

the total of identified + unidentified NMOC mass (for various ecosystems (e.g., for savannas, the 

fraction of NMOC emitted mass that is unidentified is ~50% - this number is typical across the 

other ecosystems). They also identify unknown NMOCs as one of the largest sources of BB 

emissions uncertainties. The GFED version 4 with small fires (GFED4s) inventory (van der Werf 
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et al., 2017) includes the Akagi et al. (2011) NMOG EFs. The Fire Inventory from NCAR 

(FINN) v1.5 also uses the Akagi et al. (2011) species-specific EFs as well as total NMOC, and 

total non-methane hydrocarbon (NMHC) EFs (Wiedinmyer et al., 2011). Both the Quick Fire 

Emissions Dataset (QFED)(Darmenov and daSilva, 2014) and Global Fire Assimilation System 

(GFAS)(Kaiser et al., 2012) rely mostly on an older EF compilation (Andreae and Merlet, 2001) 

with a few small updates.  

 

Several recent scientific advances, including a new fire EF compilation, improved 

instrumentation, and fire-focused field campaigns, provide opportunities to enhance our 

understanding of NMOGs from fires. Andreae (2019) updated the EFs compiled by Akagi et al. 

(2011) and Andreae and Merlet (2001) and added 28 more chemical species, including many fire 

NMOGs. Recent improvements in instrumentation, especially proton-transfer-reaction time-of-

flight mass spectrometry (PTR-ToF-MS) and gas chromatography (GC), enable high resolution 

NMOG measurements, providing the exact molecular formulas and isomer distributions of 

detected NMOGs (Hatch et al., 2015; Gilman et al., 2015) and quantification of a substantial 

portion of the total carbon mass (Koss et al., 2018). Because OH is generally the dominant 

oxidant of most fire NMOGs, the inverse of the OH lifetime (or the OH reactivity, OHR) can be 

a useful metric to understand the reactivity of fires, where a gap between summed observed OHR 

and calculated OHR based on OH lifetimes can point to unidentified NMOGs or oxidation 

products (Yang et al., 2016). Lab studies have shown that, from fires, furans, oxygenated 

aromatics, and aliphatic hydrocarbons (e.g., monoterpenes) contribute substantially to both 

calculated and measured OHR and that furans and phenolic compounds are among the most 

reactive (Coggon et al., 2019; Hatch et al., 2015). The contribution of fires to global OHR has 

not been quantified. Growing interest in the impacts of fires on tropospheric composition has 

motivated recent fire campaigns in regions with large and growing fire emissions.  

 

These advances suggest that there are opportunities to improve the modeling of NMOGs from 

fires and their impacts. In this work, we use the GEOS-Chem chemical transport model (CTM) 

and recent lab and field observations to investigate and improve our simulation of fire NMOGs. 

We then use this model to characterize the importance of fires to atmospheric reactivity (through 

their contribution to total NMOG concentrations and OHR) both globally and regionally. 
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4.2 Model description 

The GEOS-Chem model 

We use GEOS-Chem (https://geos-chem.org, last access: 15 January 2021), a global CTM, to 

explore fire NMOGs globally and in specific large fire regions and outflow regions, such as the 

US, boreal Canada, the Amazon, and Africa. GEOS-Chem is driven by assimilated meteorology 

from the Modern-Era Retrospective analysis for Research and Applications, Version 2 

(MERRA-2), from the NASA Global Modeling and Assimilation Office (GMAO). We use 

version 13.0.0 (https://zenodo.org/record/4618180) of GEOS-Chem with a horizontal resolution 

of 2° × 2.5° and 47 vertical levels with a chemical time step of 20 min and a transport time step 

of 10 min as recommended by Philip et al. (2016). We perform 12-month spin-up simulations 

prior to the time periods of interest, either our yearlong analysis or for comparison with 

campaigns: June-July 2008, May-June 2012, April-August 2016, January-December 2017, 

October 2018, and January-December 2019. We also perform nested simulations over North 

America at 0.5° × 0.625° (with boundary conditions from the global simulation) for comparison 

against aircraft campaign DC3, FIREX-AQ, and ARCTAS observations (see Section 4.4) with 

chemistry and transport time steps of 10 and 5 min, respectively. 

 

GEOS-Chem includes SO42−/NO3−/NH4+ thermodynamics (Fountoukis and Nenes, 2007) 

coupled to an O3–VOC–NOx–oxidant chemical mechanism (Chan Miller et al., 2017; Mao et al., 

2013; Travis et al., 2016) with integrated Cl-Br-I chemistry (Sherwen et al., 2016). We add 

aromatic oxidation updates (with benzene, toluene, and xylenes (C8 aromatic compounds 

including o-, m-, p- xylenes and ethylbenzene) emissions) per Bates et al. (2021) and ethene and 

ethyne chemistry updates per Kwon et al., (2021); both were developed in GEOS-Chem, but not 

yet implemented in the standard model. These aromatic and ethene/ethyne chemistry updates 

modify oxidant levels, particularly NO3, which overall decreases NMOG lifetimes. Bates et al. 

(2021) estimate an annual global mean increase of +22% for NO3. In general, species not directly 

involved in the new chemistry are modestly impacted by these changes while, for example, 

species like glyoxal and glycolaldehyde, which are important products of the ethene/ethyne 

chemistry, undergo large increases. 
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Baseline fire emissions are from the Global Fire Emissions Database version 4 with small fires 

(GFED4s; (van der Werf et al. 2017)) and are specified on a daily timescale. Additional details 

on fire NMOG emissions are provided in Sect. 4.3. A sensitivity analysis, described in Sect. 4.4, 

uses FINNv1.5. Anthropogenic emissions (including fossil and biofuel sources) follow the year-

specific CEDS global inventory (Hoesly et al., 2018). Trash burning emissions are from 

Wiedinmyer et al. (2014). Aircraft emissions are from the Aviation Emissions Inventory Code 

(AEIC) inventory (Stettler et al. 2011; Simone et al. 2013). Biogenic emissions are calculated 

online from the MEGANv2.1 emissions framework (Guenther et al. 2012). 

 

A typical source attribution method in models zeroes out a specific source and differences that 

simulation from the baseline. This brute force method is ideal for linear systems, but for non-

linear chemistry, large perturbations to emissions will feed back onto the chemistry (and thus 

impact lifetimes). For example, zeroing out fire emissions increases OH concentrations because 

the OH sink has been decreased, thereby increasing the rate of oxidation of other species, such as 

from biogenic sources. Such a depression in isoprene concentrations, for example, may then 

increase or decrease ozone concentrations, depending on the chemical regime. The HTAP 

modeling experiments, which were focused on O3, address this issue with 20% emission 

perturbation sensitivity studies – a number chosen to produce a discernable (larger than 

numerical noise) and realistic impact while minimizing non-linearities (Huang et al., 2017). To 

isolate the influence of fires in our model and minimize these nonlinearities, we run emissions 

sensitivity simulations with 5% more and less fire emissions (0.95 and 1.05 times fire emissions) 

and scale up the difference to equate to a 100% perturbation. We compare these runs with the 

more typical noFires brute force simulation in the SI (see Figs. 4.S1, 4.S2, and 4.S3) and show, 

for example, that the O3, OH, and isoprene differences are minimized with the emissions 

sensitivity approach (Fig. 4.S1). We use this fire sensitivity source-attribution approach 

throughout this study. 

 

To translate the concentrations of reactive compounds to calculated OHR (cOHR) at atmospheric 

ambient conditions, we define cOHR as the sum of the pressure- and temperature-dependent OH 

rate constant of a species (from the GEOS-Chem mechanism) with its concentration as follows: 

𝑐𝑂𝐻𝑅	(𝑠#$) = 	𝑘%&,(&#[𝐶𝐻)] + 𝑘%&,(%[𝐶𝑂] + 𝑘%&,*%![𝑁𝑂+] + Σ𝑘%&,*,%-$[𝑁𝑀𝑂𝐺.] + ⋯ (1) 
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where i indicates various NMOG species. 

 

4.3 Updating and expanding fire NMOGs in GEOS-Chem 

We update and expand the fire NMOGs in GEOS-Chem by updating existing EFs and then 

considering additional emissions and chemistry. First, we update our EFs from Akagi et al. 

(2011) to the newer Andreae (2019) compilation. Total NMOG emissions do not change 

substantially between the two inventories – in 2019, they decrease by 3.4% from Akagi et al. to 

Andreae. There is, however, more variation across the different species with, for example, Akagi 

et al. providing larger savanna EFs for glycolaldehyde (0.25 g/kg DM vs. 0.13 g/kg DM) and 

glyoxal while Andreae specifies higher values for benzene (0.33 g/kg DM vs. 0.20 g/kg DM), 

toluene, and xylenes (see Fig. 4.S4 in the SI). 

 

The standard GEOS-Chem model includes fire emissions of 15 NMOG species. The number of 

possible additional NMOGs from fires is quite large (Akagi et al., 2011). We focus on the 

feasibility and utility of adding fire NMOGs that Coggon et al. (2019) (building on Koss et al., 

(2018)) identify as accounting for 95% of fire OHR. We first identify the fire NMOGs already 

represented in GEOS-Chem (black circles in Fig. 4.1), then those additional species for which 

EFs are available from the recently updated compilation by Andreae (2019) in blue, and finally 

those species for which EFs are only available for western US fuel types as measured during the 

FIREX lab study (Koss et al., 2018) in red. We size the symbols in Fig. 4.1a by their EFs for 

savanna (EFs for other fuel types generally provide a similar relative ranking) to identify the 

largest NMOG emissions. We order the species in Fig. 4.1a by their decreasing lifetime against 

OH with values ranging from 1 hour for sesquiterpenes to over a month for ethane. For context, 

we provide the same plot by their lifetimes against two other important oxidants, O3 and NO3, in 

the SI (Fig. 4.S5). To explore how chemical lifetimes of these fire NMOGs compare with their 

physical lifetime in a model grid box, we estimate the approximate lifetime of transport out of a 

global 2° × 2.5° grid box (~20 hours) and for a nested grid box at 0.5° × 0.625° (~5 hours) using 

3 m/s as the surface wind speed (shown as the grey shaded region).  
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Figure 4.1. (a) NMOGs emitted from fires, shown in descending order of chemical lifetime due 

to oxidation by OH (at 298 K). Only the species responsible for 95% of OHR from fires are 

shown (following Coggon et al., 2019). NMOGs included in the standard GEOS-Chem model 

are in black, species not included in the standard GEOS-Chem model but where emissions 

factors are available in Andreae (2019) are in blue, and species that are only available for 

western US fuel types from Koss et al. (2018) are in red. The y-axis tick marks are in black for 

fire NMOGs added to GEOS-Chem in this study and in blue (with blue labels) when both the fire 

NMOG and its oxidation chemistry were added. The points are sized by their relative savanna 

and grassland (labeled “savanna”) emission factor in g species / kg DM burned. The grey vertical 

box represents an approximate physical lifetime against transport out of a nested 0.5° × 0.625° 

grid box (~5 hours) and a 2° × 2.5° grid box (~20 hours). CA stands for crotonaldehyde. (b) Plot 

of volatility (C*) against OH lifetime for the species shown in (a) using the same color 

conventions. The horizontal line separates VOCs from IVOCs based on their C*.  
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In Fig. 4.1, most species with chemical lifetimes that exceed the transport timescale out of a 

model grid box are already included in the model. Using Andreae (2019) EFs, we add fire 

emissions of eight species already included in the model for which fire emissions were 

previously neglected: phenol, methyl vinyl ketone (MVK), ethene, isoprene, acetic acid, 

methylglyoxal, glyoxal, and lumped aldehydes with three or more carbon atoms, which does not 

include furfural (RCHO). We also add fire emissions of 1,3-butadiene to the tracer representing 

alkenes with greater or equal to three carbons (PRPE). Furans from fires are important for 

atmospheric reactivity (Koss et al., 2018; Coggon et al., 2019). We add a new lumped furan 

tracer, called FURA, that combines the pyrogenic emissions of furan, 2-methylfuran, and 2,5-

dimethylfuran and uses the OH rate constant of furan (kOH = 1.32 x 10-11 x 𝑒
%&&#
'( ) (furan and 2-

methylfuran dominate emissions and have very similar lifetimes against OH). In the model, the 

oxidation of FURA with OH produces butenedial since that has been shown experimentally with 

an estimated carbon balance of 100% C (Bierbach et al., 1995). Thus, we add fire emissions for 

almost all the species for which we have Andreae EFs (12 species) to GEOS-Chem. For 2019, 

these added global fire emissions (19.6 Tg C) are roughly equivalent to the fire NMOG 

emissions already in the model (21.8 Tg C) (see Table 4.S1 for species total emissions). The only 

species with Andreae (2019) EFs that we do not add to GEOS-Chem are: (1) butenenitriles, 

which have a very small EF and a short lifetime against OH, (2) styrene, which also has a 

chemical lifetime less than the grid box physical transport time, and (3) furfural. There is a wide 

spectrum of lesser abundant furans (+ furfural) (Zhao and Wang, 2017) that contribute to furan 

reactivity; therefore, the representation in this model constitutes a lower bound on furan 

contributions to total reactivity. We do not include species where EFs are only available for 

western US fuel types from Koss et al. (2018). Figure 4.1a suggests that nearly all these species 

are very reactive and short-lived as evidenced by the red circles being within or below the 

physical transport time of the grid box.  

 

Fig. 4.1b shows the volatility of these same NMOG species. The species for which we have 

global EFs available are almost entirely very volatile and above a commonly held cutoff 

threshold for intermediate volatility compounds (IVOCs) versus VOCs (C*=1 × 106 µg m-3 

(Ahern et al., 2019 and references therein)). This suggests that both the standard model and our 

expanded treatment of NMOGs neglect many NMOG precursors for secondary organic aerosol. 
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This study focuses on the OHR of NMOG from fires; further work is needed to constrain the EFs 

(Fig 4.1b suggests that global EFs are not available for most IVOCs) and oxidation chemistry of 

NMOG species relevant to SOA formation from fires.  

 

Species whose chemical lifetimes are shorter than the physical transport lifetimes (Fig. 4.1a) 

contribute strongly to near-field reactivity but are likely not exported from the grid box of 

emission. For these species, oxidation rapidly converts emitted species into secondary products, 

and it is these products that are exported away from the fire source. However, a detailed 

knowledge of the oxidative chemistry of many of these species is lacking (as evidenced by the 

small number of black circled species, indicating “oxidation products known” in Fig. 4.1a). In 

particular, we note that we do not include several very reactive species (e.g., furfurals, guaiacol) 

(Coggon et al., 2019). Hence our model represents a lower limit of reactivity from fires, despite 

our inclusion of longer-lived NMOG.   

 

To characterize the amount of carbon mass and reactivity represented in our current model and 

the potential shortfall in NMOG emissions, we use EFs as proxies for emissions. We first 

calculate the total carbon mass based on the sum of the savanna and temperate forest EFs (the 

only EFs we have for all species in Fig. 4.1), and we compare that number to the sum of the 

savanna and temperate forest EFs for different subsets (standard GEOS-Chem and updated 

GEOS-Chem) of species included in Fig. 4.1. We note that here and throughout the manuscript, 

NMOG % values refer to percentage by carbon mass. We find that the standard GEOS-Chem 

model represents 49% of the total carbon mass emissions potential of NMOGs suggested in Fig. 

4.1. Our additions to the model increase this to 72%. We then multiply these EFs by the rate 

constants with OH at 298 K to represent a proxy for reactivity. From this, we calculate that the 

standard model includes 28% of the potential emitted reactivity of savanna and temperate forest 

fuel type emissions; our model updates add an additional 17% (for a total of 45% of the potential 

reactivity). This suggests that the sum of these minor species for which global EFs are not 

defined, and therefore that we do not include in our model, contribute over half of the emitted 

reactivity from fires. We note that all these fractions are relative to speciated NMOGs from 

Coggon et al. (2019); unspeciated or unidentified NMOG would increase our model shortfall.  
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We use the Andreae (2019) EFs applied to the GFED4s DM and the chemistry updates noted 

here for the rest of this analysis unless specifically noted.  

 

4.4 Exploring observational constraints on fire NMOGs 

There are limited observational constraints on fire-influenced NMOGs and OHR. We use 

observations of OHR made at the Amazon Tall Tower Observatory (ATTO) and of VOCs from 

the FIREX and ARCTAS campaigns in addition to measurements of both VOCs and OHR from 

the Deep Convective Clouds and Chemistry (DC3) campaign. Previous work has shown that the 

plume-chasing sampling strategy of the WE-CAN 2018 field campaign limits the suitability of 

this dataset for 3D model evaluation (Carter et al., 2021). While the KORUS-AQ campaign 

included airborne OHR measurements and some fire influence (median concentration of 

acetonitrile, a biomass burning tracer (Lobert et al., 1990), ~165 ppt, Fig. 4.S6), the campaign is 

dominated by anthropogenic sources, which recent work shows may confound the acetonitrile 

signal (Huangfu et al., 2021); and therefore we do not include this campaign in our analysis. We 

explore observations of OHR taken during ATom-1 off the coast of western Africa, during which 

Strode et al. (2018) identified fire influence. However, the aircraft sampled air masses more than 

3000 km away from the continental fire source. As a result, most short-lived NMOG have 

reacted away, and the modeled cOHR is low and dominated by CO (Fig. 4.S7). Thus, ATom-1 is 

not a good constraint on fire cOHR and the impact of NMOG. There are no other airborne 

campaigns that we are aware of that have deployed OHR instrumentation in fire-influenced 

environments.  
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Figure 4.2. Measurement locations of campaigns used in this analysis overlaid on annual mean 

NMOG emissions from fires across 1997 – 2019 from GFED4s. Boreal ARCTAS is in light 

blue, FIREX-AQ in dark blue, DC3 in dark green, and ATTO in purple. 

 

We use observations from campaigns that sampled fire-influenced air masses in different regions 

around the world (Fig. 4.2). For tower and aircraft campaigns, the model is sampled to the 

nearest grid box of the measurements both temporally and spatially using the entire 1-min merge 

of observational data. We then average both the model and the observations to the model grid 

box. 

 

To evaluate our simulation of NMOGs in the US, we explore observations from the NASA DC-8 

during the Fire Influence on Regional to Global Environments and Air Quality (FIREX-AQ) 

campaign, which deployed in the western and eastern US from 15 July through 5 September 

2019 with a large suite of NMOG instrumentation aboard. The campaign investigated the 

chemistry and transport of smoke from both wildfires and prescribed burns in the western and 
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eastern US with flights originating from both Boise, ID, and Salina, KS. CO was measured using 

a modified commercial off-axis ICOS instrument (Los Gatos Research (LGR) N2O/CO-30-EP; 

Baer et al. 2002) at ~ 4.6 µm. Precision was estimated to be 0.4 ppb, and uncertainty for the dry 

air mole fraction of CO for mixing ratios below 1 ppm to be ± (2.0 ppb + 2%). More details are 

available from Bourgeois et al. (2022). MVK, furan, 2-methylfuran, and 2,5-dimethylfuran were 

measured using the NCAR Trace Organic Gas Analyzer with a Time-of-Flight MS (TOGA-

TOF) (Apel et al., 2015; Wang et al., 2021b). The TOGA-TOF measurements are reported with a 

detection limit of 0.5 ppt and an uncertainty (accuracy and precision) of 20%. Phenol was 

measured using the NOAA PTR Time-of-Flight MS (PTR-ToF-MS) with accuracy of 25% 

(Müller et al., 2014; de Gouw and Warneke, 2007) and by the California Institute of Technology 

Chemical Ionization Mass Spectrometer (CIT-CIMS) with an accuracy of 30% (Xu et al., 2021). 

During the western part of the campaign, the phenol measurements by PTR were affected by a 

contamination issue above 8 km, so those data have been removed. Generally, the model 

captures the differing fire influence in the eastern and the western US. For example, in the 

eastern US, the model captures vertical profiles of CO well (Fig. 4.3) while in the western US, 

the model matches the general shape but underestimates the magnitude of the observations and 

likely the influence of more sporadic fires in the region. Recent papers have also shown that 

GEOS-Chem struggles to fully capture large wildfires in the western US (e.g., Carter et al., 2021; 

O’Dell et al., 2019; Zhang et al., 2014) in part because the DM estimates may be underestimated 

(Carter et al., 2020) and because GEOS-Chem and other air quality models with a fairly coarse 

resolution have trouble resolving sub grid processes (Eastham and Jacob, 2017; Rastigejev et al., 

2010), including those involved in fire plumes (Wang et al., 2021b; Stockwell et al., 2022).  
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Figure 4.3. Binned observed (black) and simulated (red) median vertical profiles of CO, MVK, 

lumped furan species (FURA = furan + 2-methylfuran + 2,5-dimethylfuran), and phenol 

concentrations from the FIREX-AQ campaign. For phenol, observations using the PTR-MS are 

in light grey and those from the CIT-CIMS in dark grey. Horizontal bars show the 25th–75th 

percentile range of measurements in each vertical 0.5-km bin. The number of observations in 

each bin is shown on the right side of each panel.   

 

The FIREX-AQ measurements can also be used to evaluate some of our model updates. Figure 

4.3 shows that MVK, an example NMOG for which we added fire emissions in the model, 

follows similar model performance as CO. We note that more than 80% of simulated MVK 

during FIREX-AQ comes from fires. The FIREX-AQ summed observations of the same three 

furan species suggest that our new lumped “furan” (FURA) tracer with only fire sources 

performs well in the eastern and western US (Fig. 4.4). This suggests that the furan EFs for US 

fires like those sampled are accurately captured in the Andreae (2019) compilation; although, 

they may also be overestimated and thus compensating for an underestimate in the DM burned in 

GFED4s. Fig. 4.3 shows that our addition of fire emissions of phenol still underestimates 

observed concentrations across all altitudes in the western US and at the surface in the eastern 

US. Phenol observations from the CIT-CIMS (dark grey) instrument are a factor of 3 lower than 

the PTR-MS (light grey). The model underestimates the lower phenol concentration (CIT-CIMS) 
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by a factor of 8 in the eastern US and 15 in the western US. Given that both instruments were 

calibrated for phenol, the difference between two measurements is not yet accounted for. The 

measurements of phenol and other less-studied compounds have substantial uncertainties as 

indicated by these instrument differences, and more work is needed to understand these 

uncertainties. However, Taraborrelli et al. (2021) suggest that anthropogenic and fire sources 

contribute roughly equally to phenol emissions at the global scale. Therefore, both higher phenol 

emission factors from fires and emissions from anthropogenic sources in the US are likely 

needed to help resolve the discrepancy seen in Fig 4.3.  

 
Fig 4.4. Median vertical profiles of binned ethene mixing ratios, including observed (black), 

simulated (red), and simulated in a sensitivity model run without fire ethene emissions (blue) 

during the boreal part of the ARCTAS campaign. Horizontal bars show the 25th–75th percentile 

range of measurements in each vertical 0.5-km bin. The number of observations in each vertical 

bin is shown on the right side of each panel. 

 

In this study, we add fire emissions of ethene to the model, which may be important in certain 

regions. We turn to the boreal component of the Arctic Research of the Composition of the 

Troposphere from Aircraft and Satellites (ARCTAS) campaign to test the fidelity of this addition 

because the boreal EFs for ethene are high (1.54 g/kg DM, compared to 0.83 g/kg DM for 

savanna) and there is less anthropogenic influence in the boreal regions to confound a fire-

focused model evaluation. The ARCTAS campaign sampled the Arctic region with an emphasis 

on forest fire smoke plumes using the NASA DC-8 aircraft from 18 June to 13 July 2008 (Jacob 

et al., 2010). We use observations of ethene from the UC Irvine Whole Air Sampler (WAS). This 

measurement has a limit of detection of 3 ppt, 3% precision, and 5% accuracy. See Simpson et 
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al. (2011); Colman et al. (2001) for more details. We show that the model (in red), filtered to 

remove the least fire-influenced points, captures the observed vertical profile of ethene 

concentrations well, including the large enhancement at the surface (Fig. 4.4). This is an 

improvement over a simulation without fire emissions of ethene (shown in blue), which shows 

negligible ethene throughout the vertical profile.  

 

Figure 4.5 compares OHR measurements made at the ATTO site during the fire seasons in 

October 2018 and September 2019 (Pfannerstill et al., 2021) with the updated GEOS-Chem 

model simulation. ATTO is situated ~150 km northeast of Manaus, Brazil. We use total OHR 

measurements taken at 80, 150, and 320m on the tower during two intensive observation periods 

in October 2018 and September 2019 using the Comparative Reactivity Method (CRM, Sinha et 

al., 2008), which is described in more detail by Pfannerstill et al., (2021). We confirm that 

simulated OHR is mostly driven by isoprene during this campaign as Pfannerstill et al. (2021) 

show for the observations and find that the model (in red; median = 21.5 s-1) captures the overall 

observed (in black; median = 22.4 s-1) cOHR (Fig. 4.5a). Pfannerstill et al. (2021) assessed that 

fires contribute 17% of their OHR measurements (shown in black in Fig. 4.5b). Our updated 

simulation with the Andreae (2019) EFs and new chemistry (red in Fig. 4.5b) underestimates this 

fire contribution by a factor of ~5. Reddington et al. (2016, 2019) suggested that the FINN1/1.5 

and GFED3/4s fire inventories underestimate fire emissions by a factor of 2-3 in parts of the 

Amazon with FINN emissions generally less biased than GFED. Following their analysis, we 

perform a sensitivity simulation where we use FINN1.5 instead for fire emissions and scale up 

the emissions to match what was used in the Reddington et al. studies. This simulation (purple) 

greatly improves model-observations agreement with a mean fire cOHR contribution of 17% 

(Fig. 4.5b). Excluding our additions to the NMOG model description (purple and white hatching) 

does not substantially degrade the agreement with observed OHR from fires, suggesting that 

underlying biomass burned may be a more important uncertainty in fire NMOG OHR than 

missing reactive species in this region.  



 105 

 
Figure 4.5. (Left) Boxplots of cOHR during the October 2018 and September 2019 

measurement periods at ATTO with observations in black and the model in red with medians 

shown as a horizontal line and means as diamonds. (Right) The mean percentage contribution 

from fires during the same time period to cOHR with that derived from observations in black, the 

model with GFED4s in red, and a simulation using scaled-up FINN1.5 in purple. The white 

hatching on the FINN1.5 simulation indicates the increase in percentage contribution due to of 

new EFs and chemistry. 

 

We also compare observations of NMOGs and OHR during the DC3 campaign, which sampled 

in the southeastern and south central US in 18 May – 22 June 2012 (Barth et al., 2015). 

Acetonitrile was measured using a PTR-MS (Hansel et al., 1995; Wisthaler et al., 2002). The 

OHR measurement is described in detail in Brune et al., (2018); Mao et al., (2009) with a limit of 

detection for 20s measurements estimated to be ~ 0.6 s-1. This campaign was influenced by 

numerous sources, including fires. Here we explore how well GEOS-Chem captures observed 

OHR as a function of fire influence.  Figure 4.6 shows the model skill in reproducing OHR 

(model minus observations) against CO and acetonitrile. We find that model skill degrades 

generally monotonically with increasing acetonitrile and CO concentrations. No similar trend is 

observed with anthropogenic tracers such as benzene, suggesting that the model underestimates 

fire sources of reactivity. This confirms that we are likely missing emitted fire NMOGs and/or 

secondary products during this campaign beyond what is currently represented in the model, as 
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suggested in Section 4.3. Thus, while previous comparisons shown in Section 4.4 indicate that 

the additions we have made to the model have improved our simulation of fire NMOGs, Figure 

4.6 confirms further work is needed to fully capture the impact of fires on OH reactivity.   

 
Figure 4.6. Boxplots of the model minus observed OHR or OHR difference during the DC3 

campaign against binned CO (left) and acetonitrile (right) observations. The number of 

observations in each bin is shown on the bottom of the panel. 

 

4.5 Characterizing fire contribution to global NMOG and atmospheric reactivity  

The first estimates of global simulated cOHR highlight the strong gradients in reactivity from 

source regions to background (Safieddine et al., 2017; Lelieveld et al., 2016). To date, there has 

been no effort to attribute simulated cOHR to sources. Here we use the source-attribution 

approach described in Sect. 4.2.1 to assess the contribution of fire emissions to global NMOG 

and cOHR. We note that, given the discussion of Sect. 4.3, this global simulation should be taken 

as a lower limit for fire NMOG and cOHR, particularly in fire source regions.  
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Figure 4.7. 2019 annual mean simulated (Left) NMOG total column concentrations from fires 

and (Right) percent contribution of NMOG total column concentrations from fires 

 

Figure 4.7 shows simulated annual mean 2019 NMOG total column concentrations and percent 

contribution from fires. Fires exceed 40% of NMOG annually, not just in the fire seasons, in 

several fire source regions (e.g., Siberia, central Africa, and Southeast Asia) with elevated levels 

(~25%) across large parts of the northern hemisphere downwind of sources. Fires also contribute 

more than 5% of NMOGs nearly everywhere globally, including the remote ocean, driven by 

RCHO, acetaldehyde, ethene, propene, and DMS. 
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Figure 4.8. Percent surface cOHR seasonally from fires in 2019 from updated GEOS-Chem 

simulation (see Sect. 4.3) using GFED4s DM with Andreae (2019) emission factors. JFM is 

January, February, March; AMJ is April, May, June; JAS is July, August, September; and OND 

is October, November, December. 

 

Figure 4.8 shows that the contribution of fires to seasonal surface cOHR in 2019 is substantial, 

exceeding 75% in large fire source regions. The large fire contribution in July, August, 

September (JAS) and, to a lesser extent, in other seasons, contributes to cOHR beyond the 

immediate fire emission region. We note that these values are year dependent, and, for example, 

2019 was a low fire year in the western US where we might expect a larger fire contribution in 

other years (see Fig. 4.12 for more discussion of interannual variability). Longer-lived fire 

species (particularly CO) contribute 10-25% of the background cOHR, peaking in October, 

November, and December (OND). Globally in 2019, the annual average simulated fraction of 

surface reactivity from fires is 15%. The relative export of OH reactivity from fire source regions 

is expected to vary with the mix of emissions (i.e., chemical reactivity) and the oxidative 

environment. This can be explored in fire-dominated regions with strong zonal winds, which 

produce a clear fire plume. Fig. 4.S8 suggests that the cOHR from fires decays more slowly in 
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plumes from boreal source regions (Canada and Siberia) compared to the tropics (Central 

Africa), likely reflecting differences in the oxidative loss.   

 
Figure 4.9. Average global annual mean contribution of chemical species and species groups to 

simulated surface fire cOHR in 2019 using GFED4s DM for the entire globe and over land only. 

The two pie charts are approximately sized by their relative fire cOHR (0.16 s-1 globally and 0.29 

s-1 over land). BTX is benzene, toluene, and xylenes. Other(n=56) includes species where their 

annual mean fire cOHR is equal or less than 0.0004, which includes ozone. 

 

Figure 4.9 shows that NMOGs make up 48% of the annual mean surface fire cOHR over land 

(and 33% over the whole globe), with CO and NO2 providing the bulk of the remaining cOHR. 

Of the non-CO annual mean surface fire cOHR, NMOGs make up roughly 90% (colors in Fig. 

4.9). Particularly important NMOG contributors to fire reactivity include acetaldehyde (ALD2 in 

dark red; 15% of non-CO fire cOHR), formaldehyde (CH2O in light green; 13% of non-CO fire 

cOHR), and fire emissions of several NMOG species added in this work – lumped furan (FURA 

in lime green; 9% of non-CO fire cOHR), ethene (C2H4 in royal blue; 10% of non-CO fire 

cOHR), propene and higher carbon alkenes (PRPE in tan; 11% of non-CO fire cOHR), and 

lumped aldehydes greater than or equal to three carbons (RCHO in yellow; 14% of non-CO fire 

cOHR).  
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Figure 4.10. Mean simulated surface fire cOHR in 2019 using GFED4s DM regionally for the 

Amazon, Asia, Australia, Europe, northern hemispheric Africa (NAfrica), southern hemispheric 

Africa (SAfrica), the contiguous US (CONUS), Alaska, and Canada. 

 

Because fires and fuel types differ regionally, Fig. 4.10 shows the simulated annual mean fire 

cOHR in several large fire regions. The addition of fire emissions of lumped furans, phenol, and 

ethene contribute significantly to fire cOHR depending on region, consistent with their EFs. 

Lumped furans, “FURA” (dark red), contribute the most in the Amazon (11%), Australia (7%), 

and Alaska (5%) and the least in Europe (1%), southern Africa (2%), and CONUS (2%). The 

boreal regions (Alaska and Canada) show larger contributions from phenol (bright pink) (2% and 

9%, respectively) and ethene (light purple) (16% and 12%, respectively) consistent with high 

boreal EFs. Other NMOGs (dark purple) also contribute substantial cOHR in most regions 

except Europe, southern Africa, and CONUS where the contribution from CO is dominant. We 

note that given our observational analysis for the Amazon (Fig. 5), fire emissions, and thus the 

fire cOHR, in this region, and possibly other tropical regions, are likely drastically 

underestimated in our simulation. We do not adjust regional fire emissions here given that large 

uncertainties remain on fire emissions in the Amazon and tropics more generally; therefore, the 
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values shown in Fig. 4.10 should certainly be considered a lower estimate (in the Amazon by 

more than a factor of 3, following Fig. 4.5).  

 

 
Figure 4.11. Annual mean simulated (left) fire cOHR and (right) percent of cOHR from fires 

using GFED4s DM in 2019 at 500 hPa. 

 

NMOGs and associated reactivity in the free troposphere are relevant to the global oxidative 

capacity, long-range transport, and climate. Figure 4.11 shows that the simulated contribution of 

fires in the mid troposphere (500 hPa) to cOHR is 5% globally but reaches ~15% in the tropics. 

Fires also contribute more reactivity (~10% annually) in the boreal region. We undertake a 

similar analysis for 2017 (not shown) where the magnitudes and spatial trends discussed in Figs. 

4.7-4.11 are similar. 
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Figure 4.12. Coefficient of variation (CV) of total annual carbon emissions from fires from 1997 

to 2019 using GFED4s DM. Coefficient of variation is defined as the standard deviation of a 

quantity divided by the mean, which is a statistical measure of the relative dispersion of the 

dataset about the mean. 

 

The analysis presented above is for a single year (2019). Fire location and magnitudes vary 

substantially year to year. The global total carbon emissions of NMOGs from the GFED4s 

inventory from 1997 to 2019 range from 27 to 48 Tg C yr-1 with 41 Tg C emitted in 2019 and 

also the mean across years. This suggests that our estimates of fire’s contribution in the 

preceding analysis is representative of average conditions at the global scale but may increase or 

decrease by roughly a third in different years. Therefore, across years, the annual global average 

fraction of surface reactivity due to fires likely ranges from ~10 – 20% with large uncertainties 

due to the magnitudes of other anthropogenic and biogenic emissions in any given fire region. To 

understand interannual variability at a more local scale, Fig. 4.12 shows the coefficient of 

variation, a statistical measure of the relative dispersion of the data about the mean, for total 

carbon emissions from fires across the same years. Given their propensity for large wildfires, the 

boreal regions, the western US, and Australia show greater year to year variability, which would 

translate to high variability in fire contributions to surface cOHR. Conversely, Africa shows very 

little variation consistent with human-ignited savanna and agricultural burning each year, 



 113 

suggesting that our single year estimates of fire contributions to cOHR are generally robust in 

this region.  

 

4.6 Conclusions 

Recent work has suggested that NMOGs from fires may be a large source but noted that we did 

not yet have a framework in our models to fully characterize them and their reactivity (Akagi et 

al., 2011). Our work provides a first estimate of fire NMOGs globally and regionally and their 

contribution to reactivity. We updated fire NMOG EFs to Andreae (2019) from Akagi et al. 

(2011). We also expanded the model representation by adding new fire NMOGs (e.g., lumped 

furans, phenol, ethene), prioritized for their reactivity using data from the FIREX lab studies and 

their chemistry. We used a suite of recent observations from the lab (FIREX) to towers (ATTO) 

to aircraft campaigns (FIREX-AQ, ARCTAS, DC3) to constrain and test our model 

representation. We show that observations support the additions made to the model.  

 

Our model suggests that fires are a major contributor to NMOG concentrations, especially near 

fire source regions and downwind of them. We show that fires provide more than 75% of cOHR 

in large parts of the northern hemisphere and that fires contribute to a high background (~25%) 

reactivity beyond their source regions, mostly driven by CO and other long-lived species. We 

also show that 90% of non-CO annual surface OHR is from NMOGs and that FURA (furan, 2-

methylfuran, and 2,5-dimethylfuran) and ethene are important globally for reactivity with phenol 

more important at a local level in the boreal regions. To our knowledge, this is the first 

quantification and characterization of the impact and importance of fire for atmospheric 

reactivity and the first representation of both lumped furans and phenol from fires in GEOS-

Chem. However, our analysis is almost certainly a lower limit on the magnitude of reactivity 

from fire NMOGs because we do not comprehensively include all species emitted from fires, 

given that for many of these their global EFs and product formation are not well understood. To 

further improve the representation of fire NMOGs in models, more measurements of speciated 

NMOG and total OHR are needed to help constrain both the total emissions and reactivity of 

NMOGs, particularly during field campaigns with fire influence. Further development of 

oxidative chemical mechanisms for highly reactive NMOGs are also needed to ensure that 

models better capture the exported reactivity from fires. Finally, while we substantially increase 



 114 

the mass and reactivity from fire NMOGs represented in our model, more work is needed to 

constrain low-volatility NMOGs that are precursors to SOA. 

 

As fires become more intense in the western US and in other temperate and boreal regions due to 

climate change (e.g., Westerling, 2016; Westerling et al., 2006; Abatzoglou and Williams, 2016; 

Senande-Rivera et al., 2022) and human forcing leads to different burned area trends globally 

(Andela et al., 2017), it is becoming ever more important to improve our understanding of fire 

emissions, their reactivity, and their impact globally. Our work shows that NMOGs from fires 

contribute substantially to atmospheric reactivity, both locally and globally, highlighting the 

urgent need to further constrain the sources and transformations of these species. 
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Chapter 5 Large mitigation potential of smoke PM2.5 in the US from 

human-ignited wildfires and agricultural fires 
 

Adapted from: Carter, T.S., C. L. Heald, and N. Selin, Large mitigation potential of smoke PM2.5 

in the US from human-ignited wildfires and agricultural fires, in prep for Env. Res. Letters. 

 

5.1. Introduction 

Fires threaten human lives, infrastructure, and ecosystems and are also a major cause of air 

quality degradation. Concentrations of PM2.5 from fires alone can exceed both daily and annual 

air quality standards from the Environmental Protection Agency (EPA) and World Health 

Organization (WHO) (Carter et al., 2020; Pai et al., 2022; David et al., 2021). These high levels 

of fire PM2.5 can negatively impact health in many ways (respiratory infections, asthma, lung 

cancer, and heart disease) (Chen et al., 2021; Pope and Dockery, 2006; Brook et al., 2010; Liu et 

al., 2015; Reid et al., 2016; Williamson et al., 2016). Using observational data from southern 

California, Aguilera et al., (2021) found that fire PM2.5 is more toxic (quantified through 

respiratory hospitalizations) than PM2.5 from other sources. The economic damages of wildfires 

and their associated health impacts can be enormous; Wang et al. (2021) estimate that the 2018 

California wildfires incurred $32.2 billion in smoke-related health costs and $116.3 billion in 

other losses. This same study showed that the United States beyond California also suffered 

substantial indirect supply chain damage ($45.9 billion) related to the 2018 California fires, 

demonstrating that the impacts of wildfires are a statewide, regional, and even national 

challenge. 

 

Fire frequency, extent, and severity are all growing in the western US due to climate change. 

Increasing wildfire activity in the west is strongly associated with warming temperatures and 

earlier spring snowmelt (Westerling et al., 2006; Westerling, 2016; Abatzoglou and Williams, 

2016). Over the past three decades, climate change has increased the length of the fire weather 

season across much of the globe, including in regions of the US, by a couple of weeks 

(Abatzoglou and Williams, 2016; Jolly et al., 2015). As fire activity intensifies under climate 

change, smoke is expected to play a larger role in the degradation of air quality and may 
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overwhelm improvements from decreasing anthropogenic emissions (Fuzzi et al., 2015; Ford et 

al., 2018; Val Martin et al., 2015; Sarangi et al., 2022) and indeed already has (Kalashnikov et 

al., 2022; McClure and Jaffe, 2018).  

 

The effects of climate change on fires are indirectly driven by humans, but it can be challenging 

to directly attribute fires to human versus natural causes and thus characterize the potential for 

near term smoke mitigation. In particular, an assessment of the contribution of fires to PM2.5 

concentrations, especially near population centers, can be complicated because humans impact 

so many different parts of the fire system and separating the natural versus anthropogenic drivers 

is difficult (Fuzzi et al., 2015; Pai et al., 2022). Humans dominate fire ignitions in several large 

fire regions in the US (Balch et al., 2017) and Africa (Andela et al., 2017); depending on the 

region, this includes both wildfires and agricultural and prescribed burns. While understanding 

how humans have impacted ignitions is complicated (Bowman et al., 2011), in the US, human 

ignitions are often correlated with railroads (sparks and equipment use) and agricultural activities 

(Fusco et al., 2016), and these human-ignited wildfires result in more extreme fire behavior and 

ecosystem impacts (Hantson et al., 2022). Agricultural expansion and intensification has 

fragmented natural landscapes (Marlon et al., 2008) leading to globally decreasing burned area 

(Andela et al., 2017). Changing demographic patterns also affect human exposure to smoke. For 

example, over the last 40 years, ~91% of the world’s population has been living at the wildland-

urban interface (WUI), and this number is expected to increase toward the end of the century 

(Knorr et al., 2016). The recent California fires provide a poignant example of the associated 

impacts of smoke-diminished air quality and of increasing threats to life and property (Wang et 

al., 2021a). Wu et al., (2022) highlighted that human actions (ignitions and suppression) can be 

at least as important as climate change in setting future fire regimes. In a study that focused on 

future smoke exposure, Knorr et al. (2016) found that future increases in human exposure to 

wildfires were mainly due to projected population increases in areas with frequent fires, and not 

due to a large increase in burned area. In the US specifically, the WUI accounts for 9% of total 

land area (Radeloff et al., 2018) with this percentage projected to double by 2030, mostly in the 

West (Theobald and Romme, 2007).  
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It is essential to quantify, where possible, the human levers on smoke to better assess the 

prospects for mitigation. In this study, we focus on two anthropogenic drivers: agricultural fires 

and human-ignitions of wildfires, both of which have clear associated management potential 

(Syphard and Keeley, 2015). We use the GEOS-Chem chemical transport model to quantify the 

effects of these two human drivers on downstream smoke exposure in the contiguous US 

(CONUS). This work, by design, attributes the impacts of natural vs. human ignition of fires 

over the last two decades; it does not address the question of how human impacts on land use and 

suppression has affected fire susceptibility, spread, and duration. 

 

5.2. Data and methods 

 

5.2.1 Agricultural versus non-agricultural dry matter burned 

To analyze the contribution of agricultural fires to smoke, we use the underlying dry matter 

(DM) burned from agricultural versus not agricultural fires in the Global Fire Emissions 

Database version 4 with small fires (GFED4s) from 1997 to 2018 at 0.25° x 0.25° spatial 

resolution (Fig. 5.S1). Agricultural fires are prominent in the Central Valley in California and in 

the southeastern US. 

 

5.2.2 US Forest Service Fire Program Analysis-Fire Occurrence Database (FPA-FOD) 

To understand how human ignitions of wildfires have changed over time, we explore the FPA-

FOD (Short, 2021), which includes information on 2.17 million geo-referenced wildfire records 

in the US from 1992 – 2018 in a spatial database. See Balch et al., (2017) for an extensive 

characterization of this dataset. At a minimum, this database includes discovery, and often 

containment, dates; final fire size; a point location; and a general cause classification (Human, 

Natural, or Missing data/not specified/undetermined). We characterize the information in this 

database and break down the human ignition categories with more granularity in Fig. 5.S2. 

Arson decreases from 27% to 14% of human ignitions from 2003 to 2018 while the contribution 

of debris and open burning increases from 34% to 45%. While the size of all fires varies both 

regionally and annually, naturally ignited fires are generally larger in size (Fig. 5.S3), 

particularly in Alaska.  
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Figure 5.S4 shows that, with substantial year-to-year variability, the percentage of human ignited 

wildfires has increased from 79 to 89% from 1992 to 2018. Concurrently, total fire PM2.5 emissions 

increased in CONUS from 1992 to 2018 (Fig. 5.S4). We attribute daily GFED4s dry matter (DM) 

in each grid cell to the corresponding fire ignition type in the FPA-FOD to estimate emissions of 

human ignited wildfire PM2.5. This method captures 90% of GFED4s fires in 2018 and 83% in 

2003. This is inherently a lower estimate of fire emissions in CONUS because it thus excludes 

10% and 17% of GFED4s DM in 20018 and 2003, respectively, mostly associated with small fires, 

which previous literature has shown GFED underestimates (Giglio et al., 2013; van der Werf et 

al., 2017; Stockwell et al., 2022). We select these two years to span the potential human-driven 

smoke source: Figure 5.1 shows that 2018 is both a high fire PM2.5 emissions and high human 

ignitions year while 2003 is low for both. Consistent with Brey et al., (2018), we find that human 

ignited wildfire PM2.5 emissions from the FPA-FOD are of a similar magnitude in the western and 

southeastern US. Human ignited wildfires show low interannual variability across the Southeast 

and high variability across the West, consistent with their episodic nature. 

 
Figure 5.1: Scatter plot of each year’s total fire PM2.5 emissions against the percentage of fires 

ignited by humans from 2003 to 2018 in CONUS.  
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5.2.3 The GEOS-Chem model 

We use a chemical transport model, GEOS-Chem version 13.3.3, to simulate PM2.5 globally at a 

horizontal grid resolution of 2x2.5° and to generate boundary conditions for nested simulations 

over North America at 0.5x0. 625°. The model is driven by MERRA2 meteorology and fire 

emissions from GFED4s (see SI for more details). We compare the nested model simulation of 

PM2.5 with IMPROVE observations, and we find that, in both years, the model matches 

observations well, particularly the medians, with a small high bias (normalized mean bias equals 

19% in 2003 and 14% in 2018) (Fig. 5.S6).  

 

𝑃𝑀+.0 = (𝑁𝐻) + 𝑁𝑂1 + 𝑆𝑂)) ∗ 1.10 + 𝐵𝐶𝑃𝐼 + 𝐵𝐶𝑃𝑂 + H𝑂𝐶𝑃𝑂 + (𝑂𝐶𝑃𝐼 ∗ 1.05)J ∗ 2.1 +

𝐷𝑆𝑇1 + 𝐷𝑆𝑇2 ∗ 0.30 + 𝑆𝐴𝐿𝐴 ∗ 1.86 + 𝑆𝑂𝐴 ∗ 1.05, 

 

Where BCPI is hydrophilic black carbon (BC), BCPO is hydrophobic BC, OCPO is hydrophobic 

organic aerosol (OA), OCPI is hydrophilic OA, DST1 is dust aerosol with reff = 0.7 microns, 

DST2 is dust with reff = 1.4 microns, and SALA is fine sea salt. 

 

We run different emissions scenarios to isolate fire, agricultural fire, and human-ignited wildfire 

PM2.5 concentrations in the model.   

 

To calculate population-weighted PM2.5 concentrations, we use year-specific population 

estimates from the Gridded Population of the World (Gridded Population of the World (GPW), 

v4 | SEDAC, 2022). Details on the health impact calculation follow the methodology of Freese et 

al., (2022); Vohra et al., (2021); Vodonos et al., (2018) and are provided in the SI in addition to 

the 95% confidence intervals (CI). 

 

5.3. Results and discussion  

Figure 5.2 shows that agricultural fires contribute substantially to simulated fire PM2.5 in some 

US regions, including the Central Valley and along the Mississippi River, with maximum annual 

mean concentrations reaching ~2 µg m-3, accounting for more than a third of the PM2.5 from fires 

in both years (Table 5.S1 and Fig. 5.S7). However, their contribution to total annual mean PM2.5 

across CONUS is much smaller (<1%) (Table 5.S1). 2003 and 2018 show similar spatial 
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patterns, but agricultural fire PM2.5 concentrations are higher in the southeast in 2003 and in the 

west in 2018.  

 

PM2.5 concentrations from human-ignited wildfires in CONUS dominate fire PM2.5, accounting 

for more than 67% of annual mean fire PM2.5 in both years. These concentrations range from 0.3 

µg m-3 to 20 µg m-3 across CONUS in 2003 and 0.6 µg m-3 to 99 µg m-3 in 2018 (Fig. 5.2 and 

Table 5.S1). We find that human-ignited wildfires are responsible for most fire PM2.5 across all 

of CONUS except for the upper-Midwest where agricultural fires are more significant (Fig. 

5.S7). The highest human-ignited wildfire PM2.5 concentrations in 2003 are centered in Oregon, 

while in 2018, very high concentrations are simulated across northern California (Fig. 5.2). 

However, the footprint of human-ignited wildfire smoke is distributed beyond these source 

regions, responsible for ~15% of annual mean PM2.5 across much of the intermountain west and 

10% across the rest of CONUS. In 2003 and 2018, human-driven smoke (agricultural fires and 

human-ignited wildfires combined) is responsible for 3 and 9%, respectively, of average annual 

total PM2.5 across CONUS (Table 5.S1).  

 
Figure 5.2: Annual mean concentration of agricultural fire (left) and human-ignited wildfire 

(right) PM2.5 in 2003 (top) and 2018 (bottom). Note the different scales. 
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To better understand the impact of human-driven fires on regional daily PM2.5 concentrations, we 

focus on the southeastern US where agricultural fires are important and northern California 

where human ignited wildfires were dominant in 2018 (humans ignited 90% of fires that year per 

the FPA-FOD). Figure 5.3 shows that simulated PM2.5 total concentrations (black) are much 

lower in the southeastern US (max ~ 62 µg m-3) than in northern CA where daily PM2.5 

concentrations reach nearly 5000 µg m-3, far higher than the EPA daily air quality standard of 35 

µg m-3 (indicated in the grey box). Although the southeastern US is the region where agricultural 

fires are most prevalent, agricultural fire PM2.5 (tan) is low (max = 20 µg m-3); however, when 

added on top of other sources, it does contribute to unhealthy air quality (responsible for ~0.03% 

of grid box days with exceedances in the region in 2018). In the southeast, fires (red) are not 

always the dominant driver of high PM2.5 while in northern CA fires, human-ignited wildfires 

(dark blue), account for all the simulated exceedances of the EPA daily air quality standard. 

These northern CA exceedances are driven by large human-ignited wildfires in July to 

September (e.g., the Mendocino Complex Fire) and in November (e.g., by Camp Fire). In 2018, 

human-ignited wildfire PM2.5 by itself leads to exceedances in more than 4% of all grid box days 

in northern CA with an additional 7% of grid box days exceeding the daily standard when 

human-ignited wildfire PM2.5 is combined with other sources (Fig. 5.S8). Consistent with our 

earlier analyses, other regions, except the southern Great Plains and southeast, experience some 

daily exceedances due to human-ignited wildfires in 2018 while in 2003 there are far fewer of 

these exceedances. We note that these exceedances generally do not count toward non-

attainment designations since they are considered exceptional events. 
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Figure 5.3: Daily PM2.5 in the southeastern US (left) and Northern California) in 2018. Total 

PM2.5 is in black, fire PM2.5 in red, agricultural fire PM2.5 in tan, and human-ignited wildfire 

PM2.5 in dark blue. A grey shaded bar up to 35 µg m-3 indicates the daily PM2.5 standard set by 

the EPA.  
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Figure 5.4: Annual average population-weighted exposure in eight regions with the background 

of each subset corresponding to the color of its region on its label for 2003 (a low fire emissions 

and human ignition year [low]) and for 2018 (a high fire emissions and human ignition year 

[high]). Total PM2.5 is shown in black, lighting-ignited wildfire PM2.5 in orange, agricultural fire 

PM2.5 in light red, and human-ignited wildfire PM2.5 in dark red. A horizontal bar at 12  µg m-3 

indicates the EPA annual standard. The regional selections follow those designated in the Fourth 

National Climate Assessment. 

 

We assess the annual average population-weighted exposure associated with non-fire (black), 

lightning ignited wildfire (orange), and human-driven (agricultural (magenta) and human-ignited 

wildfire (dark red)) PM2.5 in both 2003 and 2018 regionally in CONUS (Fig. 5.4). Total PM2.5 

decreases across all regions from 2003 to 2018 with the largest decreases in the Northeast, 

Southeast, and Midwest, generally reflecting decreasing anthropogenic emissions (Fuzzi et al., 
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2015). Therefore, fires (variability here represented by 2003 versus 2018) increasingly contribute 

a larger fraction of PM2.5 (Fuzzi et al., 2015)(and in California can even fully compensate for 

anthropogenic decreases per Val Martin et al., (2015)). Smoke exposure from agricultural fires is 

a negligible component of the annual means throughout the United States. Lightning-ignited 

wildfires make an important contribution in the Northwest (where the annual mean exposure 

associated with them is ~ ¼ and ½ that of human-ignited PM2.5 in 2003 and 2018, respectively) 

and Northern Great Plains (where their contribution is roughly comparable to that from human-

ignited wildfires in both years; see Table 5.S2). However, exposure in California in 2018 is 

dominated by PM2.5 from human-ignited wildfires (41% of all PM2.5). Regions generally see 

larger contributions from human levers in 2018 than 2003, driven by human ignitions, with, for 

example, the percentage of total PM2.5 exposure from human levers higher in 2018 (41%) 

relative to 2003 (7%) in California, 13 and 2%, respectively, in the Southwest, and 29 and 10% 

in the Northwest (Table 5.S2). More details on each of the underlying components of population-

weighted exposure are given in Table 5.S2.  

 

 
Figure 5.5: Normalized values of the human-driven smoke transport index defined as the average 

concentrations of PM2.5 from agricultural fires and human-ignited wildfires divided by their 

corresponding emissions in each region in 2003 (dark blue) and 2018 (light blue).  
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To better understand the contribution of transported smoke to local exposure, we develop a 

human-driven smoke transport index, defined as the average of the concentration of PM2.5 from 

agricultural fires and human-ignited wildfires fires divided by their corresponding emissions by 

region (Fig. 5.5). A high index indicates more imported fire impacts, suggesting that a reduction 

of fire PM2.5 would require fire mitigation in up-wind regions, while a lower number generally 

means more local smoke and the potential for local mitigation. The highest smoke transport 

values are associated with the states downstream of the west coast, especially the Intermountain 

West (Northern Great Plains, Southern Great Plains, and Southwest), with some interannual 

variability (Fig. 5.5), suggesting that most smoke impacts in these regions are imported. The 

Northwest shows somewhat lower index values because smoke from fires in California can be 

transported here, particularly apparent in 2018, but local smoke is also important. California 

shows middle of the road values because of its high concentrations and emissions and thus is 

dominated by local smoke. The need for mitigation of local human-driven fires is particularly 

high in these regions. The Northeast and the Southeast show the lowest indices because they are 

less impacted by human-driven smoke and, in the case of the Southeast, higher agricultural 

smoke concentrations are balanced by their local emission source.  
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Figure 5.6: Annual average population-weighted exposure in CONUS from fire-associated PM2.5 

in 2003 and 2018 (left) and premature mortalities associated with those PM2.5 concentrations 

(right). Human-ignited wildfire PM2.5 is in dark red, agricultural PM2.5 is in light red, and 

lightning-ignited wildfire PM2.5 is in orange. 

 

Across CONUS, human levers on fire account for 82% and 86% in 2003 and 2018, respectively, 

of the simulated population-weighted exposure to fire PM2.5 (Fig. 5.6) (or 83 and 79% of not 

population-weighted fire PM2.5 exposure). This is dominated by human-ignited wildfires 

(responsible for 68% and 81% of fire-associated exposure). Human-driven smoke contributes 

14% of annual mean total PM2.5 exposure across CONUS in 2018 and 6% in 2003. Population-

weighted PM2.5 exposure associated with agricultural fires (0.057 µg m-3) in 2003 is comparable 

to that associated with lightning-ignited fires (0.073 µg m-3) and a factor of three lower in 2018 

(Table 5.S2).  

 

Over 80% (81% in 2003 and 85% in 2018) of fire PM2.5 -associated premature deaths come from 

human levers (agricultural fires + human-ignited wildfires) in both years (Fig. 5.6 and Table 

5.S3). This number is insensitive to population estimates (i.e., using the 2018 PM2.5 

concentrations with 2003 population values and distribution gives the same percentage of fire 

PM2.5 exposure from human levers). Agricultural fires have little interannual variability, so they 

lead to similar premature deaths in both years (1500 in 2003 and 1400 in 2018). We estimate that 

human-ignited wildfire smoke was responsible for 20,000 premature deaths in 2018 and 7,400 

premature deaths in 2003, a smaller fire year (Table 5.S3). Other work has attributed similar 

numbers of premature deaths to fire PM2.5 (Ford et al., 2018); we show here that the 

anthropogenic drivers dominate these premature mortalities.  

 

5.4. Conclusions 

While the dialogue around intensifying fires and their impacts has centered on anthropogenic 

climate change driving increases in frequency and severity (Westerling et al., 2006; Westerling, 

2016; Abatzoglou and Williams, 2016), our work shows that direct human levers (agricultural fires 

and human ignitions of wildfires) are controlling the majority of fires in CONUS. Over 80% of 

the population-weighted annual exposure and premature deaths associated with fire PM2.5 are from 
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these two human levers – both of which have substantial mitigation potential. Our results are likely 

a lower limit on fire impacts because of a known underestimate of fires with GFED4s and because 

our attribution of ignition type with the FPA-FOD misses ~15% of DM in GFED4s. Other fire-

related emissions (e.g., CO2 VOCs, and NOx) and resulting secondary pollutants (e.g., O3) could 

also be reduced with mitigation of these human levers.  

 

Mitigation of PM2.5 exposure from agricultural fire has been extensively studied, see e.g., Zhou 

et al., 2018; Holder et al., 2017. Therefore, we focus here on the benefits and possible first steps 

for mitigating human-ignited wildfires. Using a hybrid optimization/simulation model, Lee and 

Lee, (2018) examine the tradeoffs between firefighting resources (and fire suppression) versus 

fire ignition prevention efforts in the Republic of Korea, where most fires are anthropogenic, a 

regime like large parts of CONUS, particularly California. They find that the marginal benefit of 

ignition prevention was larger than that of firefighting helicopters, suggesting that ignition 

prevention may be more cost effective or at a minimum should be used in concert with fire 

suppression efforts. 

 

Efforts to limit human ignitions are challenging but could be focused on certain ignition types 

and geographic areas to maximize effect. For example, Wang et al., (2021) discuss how health 

costs and indirect losses associated with future fires could be diminished by focusing fire 

prevention on areas upwind of large population centers or near important industry or transit 

infrastructure. Knorr et al., (2016) suggest that future human exposure to wildfires will increase 

primarily because of population growth close to areas with frequent wildfires (not because of an 

increase in burned area), implying that suppressing human ignitions close to high density 

population centers will only grow in importance. Other work (e.g., Abatzoglou et al., 2020; 

Collins et al., 2016) highlights that, while power line ignitions are a small number of ignitions in 

the US (Fig. S2) and in Australia, respectively, they pose greater risk to homes, and initiatives in 

California are already underway to underground particularly susceptible lines. At the local level, 

more detailed source attribution of fire PM2.5 due to ignition type (as available in the FPA-FOD) 

would also be useful to target mitigation strategies. 
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The substantial contributions of humans to smoke PM2.5 in CONUS may become even more 

important in the future. This is because, while climate change has lengthened the duration of the 

fire weather season in parts of CONUS by ~two weeks over the past thirty years (Abatzoglou 

and Williams, 2016; Jolly et al., 2015), human ignitions extended the fire season in CONUS by 

more than three months (Balch et al., 2017). In California, where humans now dominate 

ignitions, these human ignitions combine with extreme fire weather to catastrophic effect, and, as 

fire weather days become more frequent, mitigating these coincident human ignitions will be key 

for smoke mitigation (Hantson et al., 2022). We do not investigate the role of international 

smoke, but the importance of long-range transport may grow in the future as fires intensify in 

other regions like Siberia. 

 

Fires and society are a complicated interwoven system, and it is impossible to know the 

counterfactual of human ignitions (i.e., we don’t know if human ignitions were reduced if 

lightning induced fires would increase). Future work on how the expansion of prescribed burning 

to limit wildfires, especially in the West, changes PM2.5 exposure and air quality more broadly in 

CONUS would help to inform other mitigation avenues. A study focused on fire-prone European 

regions investigated thinning and prescribed burning to manage fire risk and found that both 

reduced fire intensity and its risks to human health and well-being but that the increased fire 

emissions associated with prescribed burning could contribute to respiratory problems (Rabin et 

al., 2022). While fire and human interactions are complex, our work suggest that there is 

considerable potential for mitigating the public health burden associated with smoke exposure.  
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Chapter 6. Conclusions and Implications 
 

This thesis introduces and describes a four-part research effort designed to fill knowledge gaps 

and reduce uncertainty in the current understanding of how smoke from fires impacts air quality 

and climate. As stated in the Introduction, Chapter 1, we have shown that how we represent 

smoke in models can have substantial implications for downstream effects on the atmosphere, 

the Earth System, and humans. 

 

In Chapter 2, we find that four commonly used smoke emissions inventories differ by a factor of 

2-7 in their estimates of BC and OA from fires globally and in North America, in particular. We 

explore which inventory drives GEOS-Chem closest to surface, aircraft, and satellite 

observations and show that GFED4s and GFAS1.2 provide the best model-observation 

agreement. Finally, we calculate a sizeable range in the health effects (population-weighted 

annual mean exposure and daily concentrations) and in the global DRE of smoke when driven by 

different inventories. Our results provide strong evidence for the need to think more critically 

about how assumptions around smoke alter the output from our air quality and climate models 

and subsequent decision making. 

 

Chapters 3, 4, and 5 all build upon this initial work, which characterized GFED4s as the 

generally best performing inventory against observations in North America. Subsequent work in 

another region, Australia, also found that GFED4s pushes the model closest to observations 

(Desservettaz et al., 2022). GFED4s is based on a well-known biogeochemical model (CASA) 

and is updated frequently (van der Werf et al., 2017; Giglio et al., 2018, 2013). While in this 

dissertation we generally use GFED4s as our base inventory, we follow our own 

recommendations laid out in Chapter 2 and explore how other inventories could alter the results 

in specific cases. For example, in Chapter 3, we discuss how GFAS emissions in Africa are 

within 25% of GFED4s, allowing us to compare our results to other studies in the region that 

used GFAS. In Chapter 4, we undertake a sensitivity analysis and find that FINN performs better 

than GFED4s at simulating fires in the Amazon consistent with other work in the literature. 
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In Chapter 3, we use three recent aircraft campaigns that flew in the western US (WE-CAN) and 

off Africa (ORACLES and CLARIFY) to better understand how different fuels and fire 

conditions affect carbonaceous aerosol and its absorption properties. We find that BC and/or BrC 

absorption is substantially higher down wind of Africa relative to that in smoke in the western 

US. We also show that parameterizations that vary BrC absorptivity with the BC:OA ratio 

generally improve model-observation agreement but do not sufficiently differentiate absorption 

characteristics at short wavelengths. These dynamic properties have implications for remote 

sensing algorithms where retrievals assume constant properties, which could introduce artifacts. 

Finally, we show that photochemical whitening of BrC decreases the burden and DRE 

substantially globally. On a regional level, our comparison with WE-CAN observations suggests 

that whitening is required in the western US, but the importance for African fires cannot be 

confirmed.  

 

Qualitative comparisons with the OMI UV aerosol index show that our standard BrC whitening 

scheme may be too fast over Africa and that a universal 1-day whitening time scale is more 

appropriate. Using our best estimate of a universal 1-day timescale for whitening (not dependent 

on OH), we find a global DRE of BBA of −0.02 W m−2, neglecting whitening results in a 

considerably more warming DRE for fires (+0.19 W m−2). The 5th IPCC report concludes that the 

DRE from fires is essentially zero. However, most of the underlying models used do not have an 

explicit representation of BrC, which we have shown can be important in some regions. Even 

when including 1-day whitening, the DRE for BrC is +0.08 W m−2, which could be enough to 

shift some of these model estimates of fire net DRE to warming. More observations are needed 

to constrain this question. 

 

In a subsequent study (Schnitzler et al. in review), we collaborated with experimentalists who 

had found that BrC whitening is inhibited by viscosity and correspondingly occurs in warm and 

humid conditions below ~1km only in the atmosphere. I implemented this constraint in GEOS-

Chem, and we showed that this produces a BrC DRE in between the “no whitening” and the 

baseline whitening case from Carter et al., (2021) (Fig. 6.1). This project serves as a concrete 

example of the benefits of working at the intersection of modeling and experimental work, using 
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each to inform the other. The observations make our model more realistic, and the model is 

essential for showing the regional and global importance of this physical process. 

 

 
Figure 6.1: Adapted from Schnitzler et al. in review, the global mean all-sky top-of-atmosphere 

BrC direct radiative effect (DRE) in 2018 for each scheme, the no-whitening scheme (black), the 

1-day whitening scheme (light blue), and the 1-day whitening below 1 km only scheme (dark 

blue). 

 

Chapter 4, to our knowledge, is the first characterization of fire NMOGs and their reactivity in a 

global chemical transport model. We show that the available observations generally support our 

updates to fire NMOGs (new EFs and additional species) in the model. While almost certainly a 

lower limit, we find that fires provide more than 75% of surface cOHR in large parts of the 

northern hemisphere. Fires also provide ~25% of the reactivity in regions beyond their source 

regions, mostly driven by CO and other long-lived species. In this work, we did not explore the 

impact of fire NMOGs on O3 and SOA, and that would be a natural follow-on study. In Chapter 

2, we showed that we cannot determine the importance of SOA from fires using a “top down” 

approach because of uncertainty in POA emissions. Chapter 4 suggests that it is also challenging 

to represent fire SOA from a bottom up perspective because the emissions and chemistry of 

precursors are not well understood. More work should also further explore which species are 

necessary to represent in order to capture the atmospheric reactivity stemming from fires. For 

example, would additional lumping of similar NMOGs or even a lumped total NMOG tracer and 

associated reactivity provide enough information for several use cases? 
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In Chapter 5, we investigate how important human-driven smoke (agricultural fires and human-

ignited wildfires) is in CONUS for air quality and health impacts and assess its near-term 

mitigation potential. This was, in part, motivated by work that showed several parts of the world 

would struggle to meet revised WHO air quality guidelines (5 µg m-3) due to fire PM2.5 (Pai, 

Carter et al., 2022). We find that human-driven smoke dominates fire PM2.5 across years and 

makes meaningful contributions to total PM2.5. We also calculate that across CONUS more than 

80% of fire PM2.5 population weighted exposure and premature mortalities are associated with 

human drivers. This indicates that management choices could have a large effect on smoke 

impacts. Future work should explore other human drivers of smoke (e.g., changing demographic 

patterns) and other regions as possible to compare (this ignitions dataset was only available for 

the US).  

 

In Chapter 3, Chapter 5, and Pai, Carter et al. (2022), we discuss how differentiating 

anthropogenic and natural fires is incredibly challenging for several reasons. For example, 

humans have directly or indirectly touched nearly every part of the fire system, and 

counterfactuals are not testable (e.g., if a human ignition did not happen, would a lightning 

ignition?). This designation is also important for whether or not fires (or which fires) are 

included (in) DRF calculations because, per its definition, the DRF is the anthropogenic 

influence on DRE from pre-industrial to present day. Chapter 5 is the first time, to our 

knowledge, that a database like the FPA-FOD has been applied to fire emissions and used to 

estimate specific human drivers on smoke in the US. Chapter 3 also provides insights that can be 

used to mitigate the warming potential of fires. Because we have found that smoke coming from 

African fires is more warming than that in the western US, efforts to combat climate change 

could be focused on those fires with the largest warming impacts. 

 

Uncertainties abound in the interconnected system of fires, the atmosphere, and humans; my 

work has made substantial contributions to characterize and minimize many of them. Using 

observations to constrain our models, we have shown that GFED4s and GFAS drive GEOS-

Chem closest to observations, that a parameterization that differentiates BrC absorption from 

different fire types better matches lab and field observations than a fixed contribution , that a 
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whitening timescale of 1 day not tied to oxidant levels matches satellite observations and the 

literature, and that using lab studies to improve our models helps us to better match field 

observations. We have also pointed out areas where more observations will continue to enable 

modeling insights and vice versa. In Chapter 4 and 5, we introduced the CV metric as a useful 

way to investigate interannual variability of fires, which is a larger concern in areas dominated 

by wildfires, like the boreal regions, the western US, and Australia. We used this metric to 

discuss how our findings for the importance of fires for atmospheric reactivity are robust across 

years in large fire regions with low interannual variability like Africa and the Amazon. Since the 

CV we discuss in Chapter 4 is total carbon emissions from 1997 to 2019, which includes the 

years of our other studies, similar conclusions could be drawn for our other work, including that 

our findings for African smoke absorption should be consistent across years. 

 

Representing fires and their smoke in air quality and climate models and other decision-making 

tools will only grow in importance as climate change and other human drivers interact with the 

natural system. Fire research communities are often somewhat siloed, so thinking critically about 

what we can learn from the past, present, and the future around both fire modeling and its air 

quality and climate impacts is essential. A comprehensive investigation of which fire processes 

we need to include in models (depending on which impacts one is interested in) would move 

both atmospheric chemistry and informed decision making forward. To do this, the modeling and 

observational (lab, field, and satellite) communities should plan studies and campaigns together 

to target large uncertainties like injection height, aerosol optical properties, and emissions. 

 

Several topics that have come up during this dissertation that need additional research include 

estimates of DM burned, a more detailed understanding of the WUI, the timescale of BrC 

whitening, model resolution impacts on fire-related parameterizations and representation, and 

injection heights. In Chapter 2, we discuss how most fire PM2.5 emissions uncertainty comes 

from the DM estimates and not EFs. Better estimates of DM burned are still needed because 

spatially the main fire emissions inventories disagree. An improved small fires representation 

would also improve our emissions estimates; the next version of GFED (GFED5) is expected to 

double emissions mostly because of improved small fires (personal comm.). Improvements in 

remote sensing will help to address this topic in addition to more work quantifying other 
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variables that allow us to estimate emissions, such as combustion completeness, fuel load, and 

land cover type, particularly in less studied regions. As the WUI grows, we need inventories that 

can capture the burned materials emitted into the atmosphere from this type of fire. This 

necessitates updated fire emissions inventories that estimate the DM burned of human structures 

and the EFs of human-made materials. Since all our smoke inventories are not perfect, the 

different inventory developers and other experts beyond atmospheric chemistry should come 

together to ponder lessons learned. As of June 2022, IGAC was considering standing up a new 

working group to do just that and to host a workshop at EGU 2023. 

 

Chapter 3 provided insights on differing absorption of BrC from different fires and fuels and 

suggested that the timescale of its whitening in smoke is likely around a day. More work is 

needed to pin down if OH concentrations or photolysis are controlling parameters. Because fires 

are nearly always a sub grid process at the horizontal resolutions that we run GEOS-Chem, 

limitations and questions exist around model resolution affecting our representation of fires and 

many fire-related parameterizations. 

 

In Chapters 2 and 3, we undertook sensitivity tests with the baseline injection height 

parametrization in GEOS-Chem (Fischer et al., 2014); a substantial difference was not seen in 

either case. Multi-angle Imaging SpectroRadiometer (MISR) provides globally distributed 

wildfire smoke plume injection heights with some limitations. Zhu et al., (2018) integrated 

monthly MISR observations into a new injection height scheme for GEOS-Chem and tested it 

against ARCTAS observations. More evaluations of this and other new injection schemes are 

essential because smoke injection can impact long range transport. 

 

More observations in large fire regions, especially understudied ones like Africa, Siberia, 

Australia, etc. and in clearly defined fire outflow regions over long timescales would help us 

constrain many of these areas of future research. The ability to focus on clearly visible fire 

plumes, such as the outflow from Africa explored in Chapter 3, enables us to think about changes 

in chemistry and transport over time, and so more measurements in these regions are useful. The 

imminent deployment of several geostationary satellites, including TEMPO in the US, should 
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provide a spatial and temporal resolution also helpful to answering questions around fires and 

urban air quality. 

  

The societal implications of our work are only growing as is the importance of work at the 

intersection of air quality and climate (and the health impacts of both). Human impacts on these 

natural systems and vice versa are complicated but essential to try to understand. We will need to 

bring together scientists and practitioners working on fire (atmospheric scientists, health experts, 

wildland managers, firefighters, etc.) to comprehensively address large scale questions around 

smoke, air quality, and climate. For example, more work is needed thinking about tradeoffs 

between prescribed burns and wildfires and their smoke from both an atmospheric science 

perspective but also urban planning, environmental justice, and ecosystem services.  
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Appendix 1. Supplement to Chap. 2: How emissions uncertainty 
influences the distribution and radiative impacts of smoke from fires in 
North America 
 
Emissions across other large biomass burning regions (Asia, the Amazon, and Africa) 
 

  
 
Figure 2.S1: Boxplot summaries of each inventory’s total annual emissions of BC, OC, and CO 
for Asia, the Amazon, and Africa from 2004 to 2016. Diamonds indicate means. The horizontal 
bar is the median. The box shows the 25th to the 75th percentile, and the whiskers show 1.5 times 
the interquartile range. Points outside 1.5 times the interquartile range are shown as dots. 
GFED4s emissions are in red, FINN1.5 in orange, QFED2.4 in light blue, and GFAS1.2 in dark 
blue. 
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Figure 2.S2a: Because African emissions showed a larger range across inventories than 
emissions in Asia and the Amazon, we show the spatial extent of African black carbon emissions 
here summed from 2004-2014 (Fig. 2.S2a) and for OC emissions (Fig. 2.S2b) below. 
 

 
Figure 2.S2b: Spatial extent of African organic carbon emissions summed from 2004-2014. 
Across both BC and OC emissions, it appears that variability among the inventories is driven 
more by central African emissions than emissions in the Sahel area with QFED2.4 nearly always 
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much higher than the other three inventories for BC and less so for OC since those emissions 
have been scaled down to account for our different OM:OC ratio. 
 
Biomass burning injection height scheme sensitivity test 
 
Slight improvements in model-observation agreement, especially aloft and in the most fire-
influenced points, are seen when a simple injection height scheme (Fischer et al. 2014) is used. 
More work is needed on fire injection schemes in chemical transport models. 
 
 

 

 
Figure 2.S3: Boreal ARCTAS vertical profiles (shown in 0.5km bins) with injection height 
scheme (65% into PBL and 35% into the free troposphere). Observations (black) are compared 
with the five inventory simulations – “GFED4s with injection height scheme” (pink), “GFED4s” 
(red), “FINN1.5” (orange), “QFED2.4” (light blue), and “GFAS1.2” (dark blue) and a noBB 
simulation in grey. Error bars show the 25th to 75th percentiles of measurements and simulations 

BB-Influenced All Data 
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averaged in each vertical bin. The left column shows medians of the total results from the 
campaign while the right column is filtered by the top 25th percentile observed acetonitrile. This 
sensitivity test was run at 2x2.5°. 
 
Inventory effect on model agreement with aerosol optical depth (AOD)  

 
Figure 2.S4: Maps of the difference between the simulated AOD driven by each inventory and 
MODIS-observed AOD from the Aqua satellite during the mean Northern Hemispheric fire 
season (May – September) in 2012 and 2014. 
 
Impacts on air quality 
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Figure 2.S5: Maps of surface 2012 annual mean fire (BC+OA) PM2.5 concentrations driven by 
each inventory at nested resolution. GFED4s is top left, FINN1.5 top right, QFED2.4 bottom left, 
and GFAS1.2 bottom right. The color bar is saturated at 15 ug m-3 for all panels. See below for 
an analysis of each year from 2012 – 2014.  
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Figure 2.S6: Maps of surface annual mean fire (BC+OA) PM2.5 concentrations from 2012 to 
2014 driven by each inventory at 2x2.5°. GFED4s is top left, FINN1.5 top right, QFED2.4 
bottom left, and GFAS1.2 bottom right. The color bar is saturated at 15 ug/m3 for all panels.  
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Figure 2.S7: Bar plots of the annual mean population-weighted fire PM2.5 exposure across the 
four inventories (GFED4s in red, FINN1.5 in orange, QFED2.4 in light blue, and GFAS1.2 in 
dark blue) for the US (left panel), Canada (middle panel), and North America (right panel) at 
2x2.5° from 2012 - 2014. 
 

 
Figure 2.S8: Number of exceedances of the 24-hour average PM2.5 standard (35 ug m-3) from 
only surface BBA in 2012. Note that the color bar is saturated at 35 days. 
 
Impacts on the direct radiative effect 
 
Differences in emissions carry over to the DRE of both BC and OA with QFED2.4 generally the 
largest and FINN1.2 the smallest. Significant variability across the inventories is seen across 
years, especially in the OA DRE in boreal North America.  
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Figure 2.S9: Northern Hemisphere fire season (May – September) top of atmosphere (TOA) all-
sky direct radiative effect of BB-only BC and OA for each year from 2012-2014 individually and 
averaged over the three years in BONA, CONUS, and globally. GFED4s is shown in red, 
FINN1.5 orange, QFED2.4 light blue, and GFAS1.2 dark blue. (The size of BC versus OA 
panels is not to scale).  
 
Table 2.S1: Biomass burning aerosol (BC and OA) mean 2012 DRE in boreal North America, 
CONUS, and globally 
 
 BONA CONUS Global Global BBA 

DRE  BC OA BC OA BC OA 
GFED4s 0.08 -0.42 0.058 -0.27 0.072 -0.16 -0.088 
FINN1.5 0.057 -0.11 0.063 -0.14 0.082 -0.13 -0.048 
QFED2.4 0.15 -0.43 0.23 -0.82 0.18 -0.28 -0.10 
GFAS1.2 0.11 -0.43 0.093 -0.40 0.095 -0.20 -0.11 
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Appendix 2. Supplement to Chap. 3: Investigating Carbonaceous Aerosol 
and its Absorption Properties from Fires in the western US (WE-CAN) 
and southern Africa (ORACLES and CLARIFY) 

Adapted from: JGR: Atmospheres 
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Introduction  
Supplemental text provides more details on two previously published BC:OA parameterizations to 
represent BrC absorption. Supplemental figures provide supporting evidence for an overestimate of 
anthropogenic BC emissions in NEI2011. 
 
Text 3.S1. 
The Saleh et al. (2014) parameterization describes the varying degree of absorption for BrC as a function 
of the BC:OA ratio as follows:  

𝜔 =	
0.21

𝐵𝐶
𝑂𝐴 + 0.07	

			(1) 

 

𝑘""# = 0.016	𝑙𝑜𝑔	 5
𝐵𝐶
𝑂𝐴6

+ 0.04,			(2) 
 

𝑘$ =	𝑘""#	´	(
550
𝜆
)w, (3) 
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where 𝜔 refers to the wavelength dependence of the imaginary part of the refractive index (𝑘) and 𝑘""# 
refers to the imaginary part of the refractive index at 550 nm. We use the k value along with size 
distribution and density information to calculate the MAC for OA applied in GEOS-Chem (Table 3.1). 
 
Text 3.S2. 
McClure et al. (2020) showed that a sigmoidal fit provides for a more robust relationship over a wider 
range of BC:OA values (Table S2 in McClure et al. 2020): 

log(MACBrC, 405	nm) = 1.072 +	
−1.519

1 +	exp	(0.053 − 𝑥)0.732

, (4) 

𝐴𝐴𝐸%#"&"'( = 1.25 +	
7.81

1 +	exp	(2.298 − 𝑥)0.554

, (5) 

log(MACBrC, 660	nm) = 0.87355 +	
−3.33745

1 +	exp	(1.08638 − 𝑥)1.3639

, (6) 

 
where x is the log(OA/BC). 
 
Text 3.S3. 
Despite the large difference in the BC:OA ratio between the campaigns, the estimated BrC 
absorption efficiency is only 20-30% higher downwind of Africa at short wavelengths. This is 
the result of equation 1 in Text 3.S1, which modifies the AAE or the wavelength dependence of 
absorption 𝜔. In particular, because the AAE550-405 calculated for WE-CAN (~1.79) using the 
Saleh parameterization is roughly twice that calculated for ORACLES-2016 (~1.05), even with a 
factor of ~4 difference between the median BC:OA of the two, the calculated imaginary part of 
the refractive index (responsible for absorption) for OA at 405 nm is roughly the same (~0.03) 
despite their significantly different burn conditions and fuel types. Compared to the baseline 
properties, the Saleh et al. parameterization results in slightly less absorbing OA at 660 nm that 
is consistent across all regions (Table 3.1).   
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Figure 3.S1. Comparison of observed acetonitrile histograms across fire-influenced campaigns 
(DC3 in light blue, boreal component of ARCTAS in green, and WE-CAN in purple). Vertical 
lines mark the median for each campaign. Note that the x axis has been transformed by a square-
root function and truncated, but observations go up to 7050 ppt. 
 

 
Figure 3.S2. Winter (December 2017 – February 2018) model mean surface BC concentrations 
in CONUS; the mean observed surface concentrations at IMPROVE sites are overlaid as circles. 
The WE-CAN region is enclosed by a box. The color bar is saturated at maximum values. 
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Appendix 3. Supplement to Chap. 4: An Improved Representation of Fire 
Non-Methane Organic Gases (NMOGs) in Models: Emissions to 
Reactivity 
 
 

 
Fig 4.S1: Annual 2019 surface mean ozone, OH, and ISOP (isoprene) concentration percent 
differences attributed to fires using two approaches a) subtracting out no fire simulation versus b) 
emissions sensitivity runs of 1.05 and 0.95 times fire emissions scaled up to equal an 100% 
perturbation 
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Fig 4.S2: Annual 2019 mean simulated ROC column concentrations and percent ROC attributed 
to fires using two approaches a) subtracting out no fire simulation versus b) emissions sensitivity 
runs of 1.05 and 0.95 times fire emissions scaled up to equal an 100% perturbation 
 

 



 176 

Fig 4.S3: Annual 2019 mean surface OHR and percent OHR attributed to fires using two 
approaches a) subtracting out no fire simulation versus b) emissions sensitivity runs of 1.05 and 
0.95 times fire emissions scaled up to equal an 100% perturbation 
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a) Savanna, grassland, shrub 

 
 

b) Temperate forest 
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c) Agricultural 

 
Fig 4.S4: Emission factors of common NMOGs from the Akagi et al. (2011) in dark blue, Koss 
et al. (2018) in green, and Andreae 2019 paper in orange for a) savanna, grassland, shrub fuel 
types, b) temperate forests, and c) agricultural fires 
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Fig 4.S5: Following Coggon et al. (2019), the species responsible for 95% of OHR in addition to 
species already represented as emitted from fires in GFED4s in GEOS-Chem are plotted in 
descending order of their lifetime against OH, NO3, and O3. Those already in GEOS-Chem are in 
black, species not yet in GEOS-Chem but where emissions factors were available in Andreae 
2019 are in blue, and species that are only available for western US fuel types from Koss et al. 
(2018) are in red. The circles are sized by their relative savanna and grassland emission factor in 
g species / kg DM burned. The grey horizontal box represents an approximate physical lifetime 
against transport out of a nested 0.5° × 0.625° grid box (~5 hours) and a 2x2.5 grid box (~20 
hours). 
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Figure 4.S6: Percentage of observations by their acetonitrile concentrations for the first intensive 
of ATom from July to August 2016 (dark red), KORUS from April to June 2016 (dark blue), 
FIREX from July to September 2019 (orange), DC3 in May to June 2012 (light blue), ARCTAS 
in June to July 2008 (green), and WE-CAN in July to September 2018 (purple). 
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The Atmospheric Tomography Mission deployment 1 (ATom-1) took place from 29 July to 23 
August 2016, originated in Palmsdale, CA, and sampled around the globe, including in the east 
Atlantic off the coast of Africa. In our analysis, we focus on this area since previous work has 
documented its fire influence (Travis et al., 2020; Strode et al., 2018), and we include points 
between 35° N and 50° S and greater than 32° W to focus on this fire outflow region. Table 2 in 
(Travis et al., 2020) describes the OHR and NMOG measurements used to calculate observed 
cOHR. We follow the convention established in Travis et al. (2020) of including species in 
cOHR where at least 20% of possible available measurements below 3km are not missing.  
 

 
Figure 4.S7: Vertical profile of measured total OHR in black, calculated observed OHR in grey, 
modeled calculated OHR in red, and modeled calculated OHR from fires in orange. Horizontal 
bars show the 25th–75th percentile range of measurements in each vertical 0.5-km bin. The 
number of observations in each bin is shown on the right side of each panel.   
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Figure 4.S8: The simulated decay of cOHR (black) in outflow from fires in (a) Africa during 
July, August, September (JAS), (b) Africa during October, November, December (OND), (c) 
Canada in JAS, and (d) Siberia in April, May, June (AMJ). Distance is converted to time using 
zonal average wind speeds. Fire NMOG emissions are also plotted in orange. For the Africa 
plots, the approximate Atlantic coastline edge is indicated with a black vertical line. In the right 
column, we show the seasonal average contribution from fires to cOHR and box the regions of 
interest in magenta. 
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Appendix 4. Supplement to Chap. 5: Large mitigation potential of smoke 
PM2.5 in the US from human-ignited wildfires and agricultural fires 
 

 
Figure 5.S1. Mean annual dry matter burned from 1997 – 2018 from agriculture (Agricultural) 
and all other fire types (not agricultural) from GFED4s. 
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Figure 5.S2. Pie charts for 2003, 2018, and the whole dataset of the contribution of underlying 
human ignition fire categories without weighting by fire size (top row) and weighted by fire size 
(bottom row). 
 
 

  



 186 

Figure 5.S3. From the FPA-FOD, (left) violin and boxplots of fire size of human (tan) and 
naturally (green) ignited wildfires by region and (right) annual mean fire size of both fire types 
from 1992 to 2018 with their standard deviations shown as shaded envelopes. 
 

 
Figure 5.S4. (left) The percentage of fire in the FPA FOD that are human ignited from 1992 to 
2018 and (right) fire PM2.5 emissions in CONUS from GFED4s from 1997 to 2018. 2003 and 
2018 are circled as representative low (high) human-ignition and low (high) fire emission for 
2003 and 2018, respectively. 
 

  
Figure 5.S5. The coefficient of variation (CV) of agricultural fire PM2.5 emissions (top) and 
human-ignited wildfire PM2.5 emissions (bottom) from 2003 – 2018. Coefficient of variation is 
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defined as the standard deviation of a quantity divided by the mean, which is a statistical 
measure of the relative dispersion of the dataset about the mean. 
 

 
Figure 5.S6. Probability distribution functions of modelled (red) and observed (black) PM2.5 at 
CONUS IMPROVE sites in 2003 and 2018. Vertical lines show the medians.  
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Figure 5.S7: Annual mean contribution of agricultural fires (left) and human-ignited wildfires 
(right) to fire PM2.5 for 2003 (top) and 2018 (bottom). 
 

 
Figure 5.S8: The percentage of grid box days where human-ignited wildfire PM2.5 by itself 
exceeds the EPA daily standard of 35 µg m-3 in dark red (“Fire Alone”) and where it combines 
with other sources of PM2.5 to exceed that standard in pink (“In Combo”) in 2003 (top) and 2018 
(bottom). Note that the two panels have different y axes. 
 
 Average annual 

% of fire PM2.5 
Max annual % 
of fire PM2.5 

Average annual 
% of total PM2.5 

Max annual % 
of total PM2.5 

Year 2003 2018 2003 2018 2003 2018 2003 2018 
Agricultural 
fires  

17 13 100 100 0.42 0.51 87 94 

Human 
ignited 
wildfires 

67 70 100 100 3 6 99.7 100 

Table 5.S1. Average and max percent contribution of agricultural fires and human ignited 
wildfires to fire and total PM2.5 concentrations in CONUS in 2003 and 2018 per grid box. 
 
Region Agricultural 

fires (µg m-3) 
Human-
ignited 
wildfires (µg 
m-3) 

Lightning-
ignited 
wildfires (µg 
m-3) 

Non-fire (µg 
m-3) 

% human 
levers of 
total 

Year 2003 2018 2003 2018 2003 2018 2003 2018 2003 2018 
Northwest 0.033 0.033 0.48 1.62 0.11 0.72 4.71 3.22 10 29 
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Northern 
Great 
Plains 

0.033 0.042 0.25 0.64 0.51 0.43 5.03 2.91 5 17 

Midwest 0.049 0.046 0.21 0.32 0.12 0.14 11.09 5.98 2 6 
California 0.050 0.066 0.59 3.38 0.009 0.034 8.96 4.85 7 41 
Northeast 0.019 0.023 0.14 0.24 0.084 0.076 13.13 6.93 1 4 
Southwest 0.017 0.025 0.11 0.53 0.053 0.25 5.57 3.58 2 13 
Southern 
Great 
Plains 

0.057 0.032 0.47 0.21 0.028 0.037 8.97 4.97 6 5 

Southeast 0.12 0.06 0.22 0.26 0.034 0.058 10.99 5.61 3 5 
CONUS 0.057 0.04 0.27 0.68 0.073 0.12 10.0 5.49 3 11 

Table 5.S2. Component concentrations and percentages associated with the annual average 
population-weighted exposure in eight regions and CONUS in 2003 and 2018 shown in Fig. 4. 
 
Premature 
mortality 
from PM2.5 
(95% CI) 

Ag fires Human-
ignited 
wildfires 

Fires Human lever 
% of fire 
PM2.5 

Human lever 
% of total 
PM2.5 

2003 1,500 (1,200 
– 1,700) 

7400 (6100 - 
8500) 

11,000 (8,900 
– 13,100) 

81% 3% 

2018 1,400 (1,000 
– 1,700) 

20,000 
(14,900 – 
24,200) 

25,200 
(18,700 – 
30,600) 

85% 10% 

Table 5.S3. Premature mortalities associated with agricultural fires, human ignited wildfires, and 
total fires in 2003 and 2018 and their lower and upper 95% CI and the percentage of fire and 
total PM2.5 associated with human levers. 
 
Model Configuration 
We use the GEOS-Chem, a global chemical transport model, (www.geos-chem.org) to simulate 
PM2.5 concentrations in 2003 and 2018 with 6-month spin-up simulations. GEOS-Chem is driven 
by assimilated meteorology from the Modern-Era Retrospective analysis for Research and 
Applications, Version 2 (MERRA-2), at the NASA Global Modeling and Assimilation 
Office (GMAO). We run version 13.3.3 with 47 vertical levels. GEOS-Chem employs SO42—

NO3—NH4+ thermodynamics (Fountoukis and Nenes, 2007) coupled to an ozone-NOx-VOC-
oxidant chemical mechanism (Mao et al., 2013; Travis et al., 2016; Miller et al., 2017). The 
simulation of important aerosol species are described in previous work: black carbon (Park et al., 
2003); organic carbon (OC), using the simple scheme for SOA (Chin et al., 2002; Cooke et al., 
1999; Pai et al., 2020); sulfate, nitrate, and ammonium (Park et al., 2004); sea salt (Jaeglé et al., 
2011); and mineral dust (Fairlie, et al., 2007; Ridley et al., 2012). Total organic aerosol mass is 
calculated using an organic matter to OC ratio of 1.4 for hydrophobic and 2.1 for hydrophilic. 
 
Anthropogenic emissions are from the global CEDS inventory (McDuffie et al., 2020). Biogenic 
emissions are calculated online using the MEGANv2.1 framework (Guenther et al., 2012).  
 
Health Impact Assessment 
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We calculate the annual mean PM2.5 concentrations associated with all PM2.5, all fires, 
agricultural fires, and human ignited wildfires. Following Freese et al., (2022) and Vohra et al., 
(2021), we calculate the mortalities due to these changes in PM2.5 exposure using the 
concentration response function (CRF) in Fig. 2 from a recent meta-analysis (Vodonos et al., 
2018). For each grid box, we calculate �̅�(PM2.5), the long-term PM2.5 concentration response: 
 
�̅�(𝑃𝑀+.0) = 	

$
∆3,!.*

∫ 𝛽(𝑃𝑀+.0
4 )𝛿(𝑃𝑀+.0

4 )3,!.*+
3,!.*,

  
 
Where 𝛽 is based on Figure 2 in Vodonos et al., (2018) and its value is based on ∆𝑃𝑀+.0, a is the 
base scenario and b is each fire scenario, and ∆𝑃𝑀+.0 is the annual average 𝑃𝑀+.0	change 
between a and b. We also calculate the 95% confidence interval (CI) for �̅�(𝑃𝑀+.0) using the 
same method and the upper and lower bounds on the 95% CI from Vodonos et al.  
 
We then calculate the incidence, I, for each grid box: 
 

𝐼 = 	
𝑒𝑥𝑝67∆3,!.* − 1
𝑒𝑥𝑝67∆3,!.*

 

 
Based on the change in concentration and incidence, we then calculate the change in all-cause 
mortality for each grid box: 
 

∆𝑀 =	𝑝89𝐼𝑀: 
 
Where 𝑝89 is the population affected from the Gridded Population of the World (Gridded 
Population of the World (GPW), v4 | SEDAC, 2022) for all ages, and 𝑀: is the United States’ 
baseline all-cause mortality from the 2017 Global Burden of Disease Study (GBD 2019 Risk 
Factors Collaborators, 2020). ). We linearly interpolate the gridded UN-adjusted population 
count dataset, which has a native resolution of 30 arc-seconds and provides population estimates 
for 2000, 2005, 2010, 2015, and 2020, to 2003 and 2018 and grid the data to the GEOS-Chem 
nested grid (0.5x0.625°). 
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Appendix 5. A brief investigation of using fire temperature from a 
geostationary satellite to parameterize fire volatile organic compound 
emissions 
 
Recent work has hinted at the ability to use fire temperature as a proxy for NMOG emissions 
(Sekimoto et al., 2018). They showed that high (> 500 °C) and low-temperature (300 – 500 °C) 
pyrolysis processes produce NMOGs with different average atmospheric properties (OHR, 
volatility, etc.) and that this appears consistent across fuel types. We briefly explored this 
tantalizing possibility, which would potentially improve our diurnal representation of NMOGs. 
Using GOES-16 observations of fire temperature (Fig. A5.1) did not provide the granularity of 
information to use this in a global CTM. This may be because the fire dynamics within a given 
fire do not linearly proceed through the burning stages (i.e., all types of burning can occur 
simultaneously within a given fire), so a much more sophisticated high resolution fire dynamics 
model would be needed to implement this idea.  
 

 
 
Figure A5.1: Mean fire temperature (in Kelvin) in the western (top) and eastern (bottom) 
contiguous US in April, July, and November from the Geostationary Operational Environmental 
Satellite (GOES-16). 
 
As a first check in GEOS-Chem, we ran a sensitivity analysis for the FIREX campaign in 
summer 2019 where we emitted all NMOGs in the morning. Figure A5.2 shows that, across 
several species, the timing of emissions does not change the overall shape of the vertical profiles 
substantially. Very small differences at the surface are observed with propane and formaldehyde. 
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Figure A5.2: Vertical profiles of observed (black) and modeled (red) NMOGs with a sensitivity 
simulation where all NMOGs are emitted in the morning in pink during the western flights of 
FIREX in 2019. Horizontal bars show the 25th–75th percentile range of measurements in each 
vertical 0.5-km bin. The number of observations in each bin is shown on the right side of each 
panel.   


