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INCORPORATION.

A THEORY OF GRAMMATICAL FUNCTION CHANGING

by
MARK CLELAND BAKER

Submitted to the Department of Linguistics and Philosophy
o 19 July 1985, in partial fulfillment of the
requirements for the Degree of Doctor of Philosophy
in Linguistics

ABSTRACT

The nature of processes which seem to change the Grammatical Function (GF)
structure of a clause is investigated. It is argued that these processes
are not the result of explicit transformational or lexical rules in the
grammar , as has previously been assumed. Rather, apparent changes in GFs
are side-effects of the general process of movement ('Move Alpha') when it
applies so as to take a word level category from its original phrase and
adjoin it to a governing word level category This is termed
'Incorporation'. It is derived from the theory of government that the
complements of the moved word are governed by the complex word formed by
the Incorporation (the Government Transparency Corollary); this gives rise
to the appearance of GF changing. Standard principles of syntax (the ECP)
determine when this movement is possible, thereby explaining the range of
GF changing phenomena observed.

These basic notions are motivated and defined in Chapter 1.

In chapter 2, the notions are applied to the analysis of Noun Incorporation
cross-linguistically. In this way, the syntax of this construction is
explained including its distribution and the fact that it causes a
Possessor Raising effect. Antipassives are shown to be a special case of
Noun Incorporation as well. Moreover, Noun Incorporation facts reveal a
way of generalizing the Case filter to the 'Condition of Morphological
Identification '

In chapter 3, it is shown that the properties of morpnological causative
constructions can be explained in terms of 'Verb Incorporation', parallel
to Noun Incorporation. Apparent differences between causatives in
different languages are accounted for in terms of independent differences
in the Case assigning properties of those languages. The Incorporation
analysis is shown to be superior to alternatives in that it accounts for
the way that wh-movement applies to causative constructions.

In chapter 4, it is shown that applicative constructions can likewise be
accounted for in terms of 'Preposition Incorporation.' The analysis is
extended to cover dative shift alternations, and the properties of all
'double object' constructions are explained in a unified way. Moreover, it
is shown that the theory of Incorporation correctly captures the behavior
of the various imaginable combinations of applicatives, causatives, and
Noun Incorporations.



Chapter 5 shows that the passive is to be assimilated into this framework
by analyzing it as involving the incorporation of the verb into the INFL
node, which contains the passive morpheme. This explains 'implicit
argument' effects, and why passive obeys the '1-Advancement Exclusiveness
Law'. Typological differences in passive constructions are related to
similar differences in Noun Incorporation. The ways in which passive can
interact with other Incorporation processes is also discussed.

It is argued that these analyses imply that a level of underlying syntactic
structure must exist, which represents the semantic relationships among
phrases in a 'pure way' (the 'Uniformity of Theta Assignment Hypothesis').
Moreover, it is shown that Morphology is a grammatical system which
determines the shape of words in the same way whether they are formed in
the lexicon or in the syntax by Incorporation. In this way, the strong
relationship between morphological forms and syntactic structures is
accounted for.

Thesis Supervisor: Dr. Noam Chomsky

Title: Institute Professor of Linguistics
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Chapter 1

INCORPORATION THEORY

The thesis of this work is that is that all Grammatical Function changing

‘£51§§qsuch as passive, causative, and applicative can be eliminated from

grammar. In ract, their effects can be derived entirely from an
independently known (though less familiar) process of grammar: namely
Incorporation, the process by which one semantically indepedent word comes
to be found 'inside' another word. This in turn is no more than the result
of standard movement rules applying to words rather than to entire

phrases. Grammatical Function‘changing, in turn, is a side effect of this
primary movement. In this way, a natural explanation of the curious
properties of Grammatical Function changing phenomena will be found, and
deep symmetries will be uncovered. Toward this end this first chapter is
organized in the following way. JSection 1.1 describes why Grammatical
Function changing is important and in need of deeper linguistic explanation
than it has received so far. Section 1.2 introduces the notion of
Incorporation, and shows how it has the right properties to provide such an
explanation. Section 1.3 sets the theoretical background by introducing
the Government-Binding theory. Finally, section 1.4 articulates the
consequences of this theoretical framework for X-o movement, showing in a
preliminary way how this device does indeed reduce Grammatical Function

changing to Incorporation.

- 10 -



1.1 The Nature of Grammatical Function Changing

1.1.1 Introduction: GFs and the Association of Form and Meaning

The most fact about human language is that it relates meaning and form.
It is this basic property that allows language to be used in verbal
communication, in the recording and preserving of knowledge, in the
construction of thought patterns, and so on. In short, it is this basic
property which makes language a central part of human experience.

Moreover, accounting for the nature of the particular associations between
meaning and form which make up human language turns out not to be simple
task, but one of great intellectual interest. This work seeks to explicate
the nature of one of the most interesting and problematic wrinkles in what
might otherwise be a simple and obvious type of association: namely the

existence of Grammatical Function changing phenomena.

To set the stage for discussion of grammatical function changing
phenomena and their significance, and to introduce some basic concepts, I
begin with elementary remarks about the general nature of the association
petween form and meaning that is characteristic of human language. The
basic building blocks of this association are--perhaps--simple enougn from
a linguistic point of view: they are idiosyncratic, and must be learned one
by one, through direct exposure. Thus, a speaker of English must learn
that a phonetic utterance type that can be 'orthographized' as Linda refers
to a particular animate (probably human and female) individual; Rover

refers to another animate (probably canine) individual. Meanwhile,
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phonetic utterance types like sniffed are associated with an action type
rather than an individual, normally one involving the nose, which animate
individuals with the proper anatomical equipment can perform. Other
languages stipulate completely different associations between similar

classes of things.

This type of unanalyzed idiosyncratic associatiation is no more than the
beginning of wnat there is to be say about how human languages associate
form and meaning, however. Thus, atomic referring expressions such as
those in those mentioned can productively and spontaneously be combined
into more complex structures which express relationships among the things
referred to by the atomic units, and which refer to more complex and varied
things than do the units themselves, such as complex events and
properties. At this level, associations between form and meaning cannot be
arbitrary, idiosyncratic and individually learned; rather there must be a
system--a grammar, if you will. In this sense, language is compositional.
In fact, different languages have different systems for doing this, roughly
covering the range of reasonable possiblities. English, for example,
allows the atomic units mentioned above to combine into the following form

which has nontrivial internal structure:
(1) Rover sniffed Linda.

This form then is associated with meaning which expresses relationships
among the things signified by the individual parts of the form. Thus,
sentence (1) not only mentions a dog, a female human being, and a sniffing
action; it also states that it is the dog whose nose is involved in the
sniffing, and it is the female human who is contacted by the nose, rather

than the other way around. This is signified by the relationships among

- 12 -



the corresponding words: specifically, the fact that Rover precedes the
verb that names the type of action, while Linda immediately follows the
same verb. Thus, when these linear order relationships are switched, the
meaning switches correspondingly, even though the same atomic units are

involved:
(2) Linda sniffed Rover.

This time, it is the female human's nose makes contact with the canine.
Furthermore, some arrangements of the atoms correspond to no meaning at

all, but rather are ill-formed with respect to the language in question:
(3) *Rover Linda licked. (with unmarked intonation)

Indeed, these types of relationships generalize across items in apparently
systematic ways. Thus English has the following structures corresponding

to (1)-(3), but with the word bit substituted for the word licked:

(4) a. Rover bit Linda.
b. Linda bit Rover.

c. *Rover Linda bit.

In (4a), it is the dog's teeth that make contact with the female human,
Jjust as in (1) it is the dog's nose that makes contact. Similarly, in (4b)
it is the female human's teeth that make contact with the canine whereas
(4c), like (3) is not paired with a meaning in the language. This can be
repeated Qith many verbs and many nominals in English. Thus, we begin to
see how a language can contain a system to compositionally relate form and
meaning in a very simple and intuitive way. Other languages may have other

systems. Thus, in Japanese (1) and (2) are improper word orders, not
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associated with a meaning by the languages, whereas the normal word order

of a sentence equivalent to (1) in English would be that of (3):1

(5) Linda ga okasi o taberu.
Linda-nom cake-acc eat
'Linda eats cake.'
In English the 'receiver' of the action is generally represented as the
phrase immediately following the verb, whereas in Japanese it is generally
represented as a phrase preceding the verb. In fact, in some languages
relative word order, so crucial to the pairing of form and meaning in
English, is not part of this system at all. Thus, in Basque, changing the
word order relationships among the words of a simple sentence has no effect
on the (truth-conditional) meaning:
(6) a. Linda-k Rover ikusi du.
Linda-erg Rover(abs) see aux/3sS/3s0
'Linda sees Rover.'

b. Rover Linda-k ikusi du.
'Linda sees Rover.'

¢c. Rover ikusi du Linda-k.
'Linda sees Rover.'

Instead of using word order to signal meaning relationships among the
referents of the parts, Basque uses word shape: the special ending (-(e)k)
is attached to the nominal phrase which is the actor of the action type
named by the verb, and a distinct one (null) is attached to receiver of the
action. Furthermore, the form of the auxiliary verb changes when the actor
and receiver change. The first type of relationship is (of course) a
(morphological) case relationship, the second a (morphological) agreement
relationship. Thus, in Basque, one can change only morphological word

endings and thereby change in the meaning relationships or derive a form

- 14 -



which is associated with no meaning at all:

(7) a. Linda Rover-ek ikusi du.
Linda(abs) Rover-erg see aux/3sS/3s0
'Rover saw Linda.'
b. *Linda-k Rover-ek ikusi du.
Linda-erg Rover-erg see  aux/3sS/3s0
Thus we see something of the way that languages vary in how semantic

relationships are represented in form, together with the deeper theme that

each language has a consistent system for this representation.

These pieces are standardly put together in something like the following
way. Universal Grammar--the linguistic knowledge that a human infant has
independently of experience which allows him to learn a specific language
in spite of a striking lack of training or evidence--divides up the set of
possible semantic relationships which a thing can have with respect to an
action or state into linguistically significant classes, such as the
'agent' (=actor) and 'patient' (=receiver) assumed in the discussion
above. Following the terminology of Chomsky (1981), I will call these
classes of semantic relationships 'thematic roles', or 'theta roles'.
'Things' of a given type are canonically associated with linguistic phrases
of a given‘type (e.g. Noun Phrases for concrete objects), while action and
state types are canonically associated with linguistic pnrases of another
type (e.g. verbs for physical, voluntary actions) (cf. Grimshaw (1979),
Pesetsky (1982)). We say that in a given linguistic form one phrase 'bears
a thematic role' of another, or that the second 'assigns a thematic role'
to the first, if the language associates that linguistic form with a
meaning in which the 'thing' corresponding to the first phrase stands in a

(semantic) relationship to the action or state corresponding to the second
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which 1s a member of the class of relationships mentioned by the particular
thematic role name. Thus, the NP Rover in (1) bears the agent theta role
of the verb sniffed, while this verb assigns a patient role to the NP Linda
in the same sentence. Then, as we have seen, languages systematically
represent phrases which bear specific thematic roles with respect to others
in specific ways, involving some combination of the following
possibilities: having adjacency hold between the two phrases in question;
having one phrase precede the other; having the receiver of the theta role
appear with characteristic morphological marking (i.e. case); having the
assigner of the theta role appear with characteristic morphological marking
(i.e. agreement); and perhaps forming a phonological/intonational grouping
including the two phrases. Languages differ as to which of these formal
teclmiques are used to represent which thematic role relationships, but all

seem to involve systematic ways of doing this.

At this point, the term 'grammatical function' comes up. It has been
shown from a number of viewpoints that there are important generalizations
to be captured in which, for example, the phrases Linda in (2), Linga ga in
(5), and Linda-k in (6) all behave similarly with respect to certain
linguistic processes, such as playing a distinguished role in raising. in
control (equi NP deletion), and in determining the antecedents of lexical
anaphors and pronouns. This is true in spite of striking differences in
the ways this designated NP is represented in different languages (cf.
Perlmutter and Postal 1977, Bresnan 1982a, Marantz 1984. and many others).
Thus, following a tradition in both traditional and generative linguistics,

we say that these NPs all have the grammatical function (GF, also called

grammatical relations (GRs)) of subject with respect to the clause they

appear in (and with respect to the main predicator of that clause). For
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similar kinds of reasons, Rover in (2), okasi o in (5), and Rover in (6)
are singled out as bearing the grammatical function of (direct) object with
respect to their clause. Other commonly referred to grammatical functions

include indirect object, object of a preposition, and a variety of obliques

(the relation between a PP (or its object) to the clause). Now the exact
role of the notion of grammatical functions in linguistic theory is
currently a subject of controversy that divides theoretical frameworks at a
fundamental 1evel; Perhaps the standard view, clearly articulated from
different perspectives in Lexical-Functional Grammar (Bresnan 1982b) and
Relational Grammar (e.g. Perlmutter 1983) and by Marantz (1984), is that
grammatical functions 'stand between' the semantic/thematic relationships
among phrases and 'surface' form relationships among those phrases. This
is to be understood in the following sense: languages state generalizations
about how thematic relationships correspond to grammatical functions, and
they state generalizations about how grammatical functions correspond to
surface form relationships, but they do not (maybe) state generalizations
directly in terms of how thematic role relationships correspond to surface
form relationships. On this general picture, most seem to agree.
Differences arise as to whether grammatical functions can then in fact be
reduced to--or at least be fundamentally conmnected with--the thematic role
assignment factors (cf. Fillmore 1968), to 'surface’' form factors (in
specific senses, Chomsky (1965), (1985)), to a combination of the two
(Williams (1984), Keenan (1976), in completely different senses), or to
neither (Permutter (1983), Bresnan (1982b), Marantz (1984), again in
different senses). For discussion of the various views on Grammatical
Functions in the literature, see Marantz (1984, chapters 1 and 8). I will

for the most part try to use the terms for the most part in more or less
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their standard intuitive senses as a link with the various literatures (see
1.3.3 for the technical view I assume). In this context, I simply point
out that Grammatical Functions, whatever their ultimate theoretical status,
clearly play a key role in the association between meaning and form which

we have been discussing, if anything like the standard view is correct.

Already interesting and far from trivial issues about the nature of the
parts of the association between form and meaning that is human language
can be framed, many of which are unresolved. Nevertheless, there is an
intuitive clarity to the system, and a sense of why each link is present.
For example, one linguisitically relevant collection of semantic
relationships is something like 'actor' or 'agent', and this theta role
canonically maps into the subject grammatical function, at least in
English. Finally, the subject can be primarily encoded by almost way
simple available in a spoken accoustical medium, as demonstrated above from
English, Japanese and Basque. Each of these facets, while not a priori
necessary, make intuitive sense given language's fundamental nature as a

system for pairing meaning with accoustical form.

Into this highly natural conceptual framework, human language introduces
a surprising wrinkle: it allows for the possibility of what I will call
Grammatical Function changing phenomena. Consider the following pair of

English sentences:

(8) a. Rover bit Linda.

b. Linda was bitten by Rover.

These two sentences, while not identical for all purposes, express in a

fundamental way the same meaning relationships between the things referred
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to by their parts: in both, it is the dog's teeth that make contact with
. part of the female human. In other words, the same phrases have the same

thematic/semantic relationships in the two structures. I will refer to

such sentence pairs as thematic paraphrases. Still, there is an equally

important difference between the two: they express these thematic
relationships in very different surface forms. Thus, the agent is in the
preverbal position characteristic of English subjects in (8a), while it is
postverbal and adjacent to a preposition in (8b), as characteristic of
English obliques. Meanwhile, the patient follows the verb and is adjacent
to it as objects are in (8a), while it is preverbal like a subject in

(8b). Here we see a breakdown in the uniformity of the system of pairing
form and meaning in Enhglish. Moreover, this is not an isolated case, but a
systematic and productive aspect of English. To localize the issue, we say
descriptively that language allows grammatical functions to change under
certain circumstances. Thus, to relate the very similar structures in (8) )
to one another, we say that the subject NP in (8a) 'becomes' (more
abstractly, 'corresponds to') an oblique in (8b), while the object NP
'becomes' the subject. Describing the relationship between the two
sentences in (8) at the level of grammatical functions allows us to
recognize when a similar process is at work in languages which encode

subjects and objects in a very different way, as pointed out by Perlmutter

and Postal (1977) and others.2 Thus, the following sentences of Japanese
are also thematic paraphrases:
(9) a. Sensei wa John o sikar-ta.

teacher-top Jolm-acc scold-past

'The teacher scolded Jomn.'

b. John wa sensei ni sikar-are-ta.
John-top teacher-dat scold-pass-past

- 19 -



'John was scolded by the teacher.'

Moreover, when one takes into consideration the ways in which Japanese
associates form with the subject, object, and oblique grammatical
functions, one realizes that (9a) corresponds to (9b) in the same way that
(8a) corresponds to (8b) at that level: again subject corresponds to
oblique, and object to subject. Thus, there seems to provision for the

changing of grammatical functions in some sense in Universal Grammar.

This ability to change GFs is not a priori necessary to human language as
a system of pairing form and meaning in the way that other aspects of the
association which we have discussed are. In fact, the formal languages of
mathematics, logic, and computers, which also pair form and meaning, get
along better without them. Thus, a language for arithmatic may have either
one of the following expressions associated with a meaning, but

characteristically they will not have both:

(10) a. (2 +2) x 3 (standard notation)

b.x+223 (Polish notation)

A language which contained both of these expressions and associated them
with the same meaning would be analogous to a human language that includes
GF changing phenomena like the passive; yet formal languages
characteristically lack such alternations: they are superfluous.
Similarly, it may be that some human languages completely lack such
phenomena; this is said to be at least close to true of Walpiri for
example. However, the superfluousness of GF-changing phenomena from an a
priori perspective only serves to highlight its interest from the
perspective of linguistics and ultimately that of the study of the human

mind, since this property of numan language must therefore have deep roots
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in the nature of human cognition, instead of in simple necessity. The
nature and properties of this GF changing phenomena will be the primary

object of inquiry in this study.

In fact, I will claim that GF changing does not exist in a fundamental
sense, but rather is a side effect of Incorporating one word into another.
This type of change will then affect the government relationships between
lexical items, giving the appearance of GF changing in the traditional
sense. In this way, I hope to provide explanatory account of four
fundamental issues related to such processes. These are outlined in the

subsections that follow.

1.1.2 On the class of GF changing processes

When one looks at the class of grammatical function changing processes
which appear in languages of the world, one finds that not every
permutation of GFs is permitted. On the contrary; the class of possible
processes is rather restricted. A representative list of productive

'changes' which are attested in a variety of languages and which are

evidenced by a variety of distinct consider'ations3 includes the following:

Passive. This most well-known GF changing process can be characterized
descriptively in the following terms (cf. Perlmutter and Postal (1977),
Bresnan (1982c); see also Baker (1985) for an attempt at a relatively

neutral description):
(11) subject ---> oblique (or null); object ---> subject

This process has already been exemplified in English and Japanese in (8)
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and (9) above.

Antipassive. This (less well-known) permutation of GFs has been

described as:
(12) object ---> oblique (or null)

This process is illustrated by a thematic paraphrase pair from Greenlandic
Eskimo (Woodbury 1977):
(13) a. Anut-ip miirga-t paar-ai.

man-erg child-pl(abs) care-indic/3sS/3p0

'The man takes care of the children.'

b. Anut-0 miirqu-nik paar-si-vuq.

man(abs) children inst care-Apass-indic/3sS

'The man takes care of the children.'
In (13a) the receiver of the action 'children' appears in absolutive case
and triggers verbal agreement, as is standard for direct objects in Eskimo;
in (13b) th= same thematic argument of the verb appears in an oblique case

and fails to trigger agreement on the verb, as is standard for oblique

phrases.4

Applicatives. This is a cover term for a set of closely related GF

permutations, which can be characterized by the following schema:

(14) oblique {
indirect object |---> object; object ---> '2nd object'
null | (or oblique)
Here individual languages have different particular instances of this

schema, some allowing locative obliques to become objects, others allowing

benefactive obliques or instrumental obliques to become objects, still
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others allowing combinations of these. An example of applicatives is the
following thematic paraphrase sentence pair from the Bantu language
Kinyarwanda (Kimenyi 1980):
(15) a. Umwaana y-a-taa-ye igitabo mu maazi.

child SP-past-throw-asp book in water

'The child has thrown the book into the water.'

b. Umwaana y-a-taa-ye-mo amaazi igitabo.

child SP-past-throw-asp-appl water book

'"The child has thrown the book into the water.'
In (15a) the locative 'water' appears as the object of a preposition, and
the entire PP is an oblique phrase with respect to the verb; in (15b) the
corresponding nominal appears without a preposition and in the immediate
postverbal position characteristic of direct objects in the language. In
fact a similar alternation is seen in the famous 'dative shift' structures
of Ehglish, with the sole'difference being that the English process is

lexically idiosyncratic:

(16) a. I gave my favorite cookie to Joey.

b. I gave Joey my favorite cookie.

Causative. This too is a cover term for a class of processes of which
morphological causativization is only the best known example.
Descriptively speaking, these processes snhare the common property that they
introduce a new thematic argument as a subject, and that the original
subject takes on some other GF.vAs to what it becomes, there seem to be
three major subcases, depending to some degree on whether there is a

thematic objéct present. The cases are:
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(17) a. null ---> subject; subject ---> null
(i.e. Add a new subject and delete the old one)

b. null ---> subject;
If there is an object, subject ---> oblique
else, subject ---> object
c. null ---> subject; subject ---> object
If there is an object, object ---> '2nd object' (or oblique)
(For the contrast between (17a) and (17b), see Grimshaw and Mester (1985);
For the constrast between (17b) and (17c) see Gibson (1980), Baker (1985),
etc.) A simple example of causativization, neutral between (17b) and (17c)
is the following from the Bantu language Chichewa:
(18) a. Mtsuko u-na-gw-a.
waterpot SP-past-fall-asp
'"The waterpot fell.'
b. Mtsikana a-na-u-gw-ets-a mtsuko.
girl SP-past-OP-fall-cause-asp waterpot
'The girl made the waterpot fall.'
In both (18a) and (18b) it is the water vessel that plummets to the ground;
yet in (18a) 'waterpot' is the subject of the sentence, appearing
preverbally and triggering subject agreement, whereas in (18b) 'waterpot'
is the object, appearing immediately after the verb and triggering object

agreement.

Possessor Raising. In this final process, a phrase which bears a

grammatical function with respect to one phrase comes to bear one with

respect to a larger phrase:
(19) possessor of object ---> object; object ---> '2nd object'’

An illustration of this comes again from thematic paraphrases in Chichewa:
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(20) a. Fisi a-na-dy-a nsomba za kalulu.

hyena SP-past-eat-asp fish of hare

'The hyena ate the hare's fish.'

b. Fisi a-na-dy-er-a kalulu nsomba.

hyena SP-past-eat-appl-asp hare fish

'The hyena ate the hare's fish.'
In (20a) 'hare', the possessor of the patient, appears in a postnominal PP;
in (20b) it appears without a preposition and immediately after the verb as

an object.

Doubtless, there are many variations on these processes and combinations
of them discussed in the literature. Nevertheless, based in part on their
crosslinguistic frequency and the consistency of their properties, I will
take the set described above to make up the core of the grammatical
function changing processes that are allowed by Unhiversal Grammar.
Assuming this to be justified, an important question arises: why exactly
this particular set? Why not more, or fewer, or different permutations?
Some generalizations can be factored out relatively easily, as is done, for
example, in the laws of Relational Grammar (e.g. Perlmutter and Postal
1983). Nevertheless, it remains clear that some permutations which can be
stated equally easily at a descriptive level simply do not exist. As a
concrete example, it seems that no language has a GF changing phenomenon

that would be described as:
(21) subject ---> object; object ---> subject

Moreover, there are curious asymmetries among the particular GFs as to
their role‘in the battery of GF changing processes. For example, if one
replaced the word 'object' for 'subject' and 'subject' for 'object' in the
schemas above, one would derive an apparently impossible system for human

language , although one just as reasonable a priori. These observations
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call for explanation. Thus, I will seek an analysis which answers the
question 'Why this set of apparent GF permutations?' The answer will
follow from the answer to the question 'What is the set of possible X-o

movements?' when GF changing is properly related to Incorporation.

1.1.3 On GF changing process and morphology

The second fundamental issue concerning the changing of grammatical
functions involves the nature of the interaction between morphology and
syntax which is associated with such processes. Up to this point, I have
emphasized only the syntactic aspect of such processes, i.e. that they
modify the relationships among phrases in systematic ways. However,
pretheoretically, there are morphological changes which are Jjust as
characteristic of this class of processes as these syntactic changes are.
In particular, notice that in each of the examples of GF changing given
above, the verb form in the second member of the thematic paraphrase pair
is related to the verb form in the first member by (productive)

affixation. This is seen systematically in (22):

(22) a. Passive: bit -- was bitten (English (8))
sikar-ta -- sikar-are-ta (Japanese (9))

b. Antipassive: paar-ai -- paar-si-vuq (Greenlandic (13))
c. Applicative: y-a-taa-ye -- y-a-taa-ye-mo (Kinyarwanda (15))
d. Causative: u-na-gw-a -- a-na-gw-ets-a (Chichewa (18))

e. Poss Raising: a-na-dy-a -- a-na-dy-er-a (Chichewa (20))

There are perhaps some exceptions,5 but it is clearly the normal case for

grammatical function changing processes to be associated with morphological
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changes across languages. Furthermore, notice that it is invariably the
sentence in which the expression of thematic roles is not consistent with
the canonical patterns of the language which has the morphologically more
complex verb form in all of these examples. I will name affixes like those
underlined in (22) after the name of the GF changing process they appear
with; -si is an antipassive morpheme of Greenlandic Eskimo, -ets is the
causative morpheme of Chichewa, and so on. This situation then raises the
following question: what is the nature of the theoretical relationship
between the morphological aspects of these processes and their syntactic

aspects, given that the two seem necessarily associated?

This question can be sharpened immediately. Intuitively, it seems
reasonable that since language's function is to systematically relate form
to meaning and since GF changing processes threaten to disrupt this
association, an overt signal that GF changing has taken place must be
included as a cue to ensure that the associations are recoverable. This
intuition is represented in a long tradition in generative grammar which
captures GF changing phenomena by writing explicit rules which accomplish
(or sanction) the observed switches. Such rules may be characterized in
different ways (see 2.1), but they all tend include the addition of the
characteristic morpheme as a 'side effect' of tne change. This morpheme
may then register to a language perceiver that a particular GF change has
taken place, so that he or she can undo the change. This functional
explanation of the association of morphology with GF changing may have a
grain of truth to it, but it does not scratch the surface as a full
explanation. For example, question movement or relativization can appear
to disrupt the canonical surface pattern of a sentence just as much as

passivization and antipassivization do; nevertheless the latter are

- 27 -



characteristically associated with GF related morphology on the verb, while
the former usually are not. Moreover, the functional explanation fails to
account for the fact that the characteristic morphology almost invariably
appears on the verb of the sentence, rather than anywhere else in the
clause (cf. Williams in preparation). Hence active-passive pairs like
(23) are abundant in languages of the world, whereas pairs like (24) are

unheard of:

(23) a. Rover bit Linda.

b. Linda 'bit-pass' by Rover.
(24) a. Rover bit Linda.

b. Linda-pass bit by Rover.

A priori, registering a change in GFs on the phrase that becomes the
subject should be just as felicitous as registering it on the pivotal verb
if the only need is to represent systematically that a change has in fact
occurred. Yet languages do not use the second system. Therefore something
deeper than this simple functional pressure must underlie these relations

between morphology and syntax.

A further strong condition of adequacy on any theory of the relationship
between morphology and syntax in this domain comes from Baker (1985). In
many languages, more than one GF changing process can take place in a
single structure. Baker (1985) observes that when this happens, the
morphological changes show evidence of having taken place in exactly the
same order as their associated syntactic changes. This is expressed in the
following descriptive generalization which is in some way a consequence of

Universal Grammar:
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(25) The Mirror Principle (Baker 1985 (4))

Morphological derivations must directly reflect syntactic

derivations (and vice versa).
I illustrate the content of this principle briefly with the simplest
nontrivial example. Suppose that a language has both applicative and
passive processes, and the two are occur such that applicative feeds
passive. When this happens, first the applicative process will make an
(initially) oblique argument of the verb into the object of the verb, while
the original object ceases to be one (cf. (14)). Then, when passive
applies after this, it will crucially make the originaliy oblique phrase
rather than the initial, thematic direct object into the (final) subject of
the clause. The Mirror Principle states that when the syntactic processes
unambiguously apply in this order, the morphology associated with the
applicative will necessarily be done to the verb before the morphology
associated with the passive. In an agglutinative language with clear

prefixes or suffixes, this will normally mean that the applicative affix

will appear closer to the verb root than the passive affix will.7 The truth
of this claim can be seen in Chichewa (as well as in many other languages):
(26) a. Nkhosa zi-na-tsekul-a chitseko ndi mpiringidzo.
sheep SP-past-open-asp door with crowbar
'"The sheep opened the door witn a crowbar.'
b. Nkhosa zi-na-tsekul-ir-a mpiringidzo chitseko.
sheep SP-past-open-appl-asp crowbar door
'The sheep opened the door with a crowbar.'
c. Chitseko chi-na-tsekul-idw-a ndi mpiringidzo ndi nkhosa.

door SP-past-open-pass-asp with crowbar by sheep
'The door was opened with a crowbar by the sheep.'

(26a) is a sentence which respects the canonical mapping from thematic
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roles to grammatical functions to surface forms in Chichewa; (26b) is a
thematic paraphrase in which applicative has taken place; (26c) a thematic
paraphrase involving passive. These sentences establish that the Chichewa
applicatives and passives correspond to the characterizations of these
processes given above, as well as the fact that their characteristic

morphemes are -ir and -idw respectively. The following are potential forms

in which both applicative and passive have applied such that ths former
feeds the latter. Note that it is the instrumental phrase and hot the
patient that appears as the subject:
(27) a. Mpiringidzo u-na-tsekul-ir-idw-a chitseko ndi nkhosa.
crowbar SP-past-open-appl-pass-asp door by sheep
'The crowbar was used by the sheep to open the door.'
'b. *Mpiringidzo u-na-tsekul-idw-ir-a chitseko ndi nkhosa.

crowbar SP-past-open-pass-appl-asp door by sheep
'The crowbar was used by the sheep to open the door.'

The structure is fine when the applicative affix appears inside of the
passive affix (27a), but ungrammatical when the morphological order is the
reverse of the syntactic order, with the passive affix appearing inside the
applicative affix (27b). This is in accordance with the Mirror Principle.
Baker (1985) goes on to show that the Mirror Principle is valid over a wide
range of languages and construction types. He goes on to observe that the
Mirror Principle must take the form of a highly unnatural additional
stipulation in a number of influential theories of Grammatical Function
changing phenomena. In particular, frameworks such as Relational Grammar
and (some versions of) Government-Binding Theory which dissociate the
morphology and the syntax of GF changing in a rather strong way are
inadequate in this respect (see Baker (1985) for details). Rather, the

fact that the Mirror Principle is a true generalization strongly suggests
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that the morphology and the syntax of GF changing are two aspects of what
is fundamentally a single process. Then it follows necessarily that (say)
applicative precedes passive both morphologically and syntactically; the
contrary would be equivalent to saying that one thing both (pfoperly)
precedes and follows the other, a contradiction. Thus, these results imply
that the correct theory of GF changing phenomena must unite their
morphological and syntactic aspects in a deep way, in order to explain the

Mirror Principle.

I will therefore develop an analysis of GF changing phenomena that
explains why it is associated with morphology in the close way that it is.
In fact, it is exactly this interrelatiqnship that points to a connection
between GF changing phenomena and Incorporation. In particular, this

approach will explain why the Mirror Principle is true universally.

1.1.4 On GF changing processes and language variation

The third fundamental issue concerning GF changing phenomena is that of
language variation: in particular, what its theoretical roots are and how
it comes to be. This is intimately related to issues of learnablity, since
any aspect of a particular language which differs from other languages must
be acquired by the child learning that language in some way. Language
variation in GF changing phenomena shows up in several ways. First, one
language may have a particular GF changing process which another lacks
entirely. Thus, Fhglish includes passive and applicative (assuming that
dative shift is related to this), but it lacks any kind of antipassive or
morphological causative. }Chamor'r'o (Austronesian, Gibson 1980), in

contrast, includes all four types of processes. Thus, we must ask about
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the theoretical status of the claim that Chamorro includes antipassive,
while Ehglish lacks it. Second, detailed study makes it apparent that what
seems to be fundamentally the same GF changing process can be a part of two
different languages and yet have somewhat different properties in each
language. This is perhaps most clear in the case of morphological
causatives, where some languages employ the process schematized in (17b),
while others use the one schematized in (17c). The two are more alike than
they are different, but they are clearly not identical. Similar issues
arise with the other GF changing processes as well. How this consistency
yet variation can be theoretically unpacked beyond an intuitive level is
thus in need of explication. Finally, it is possible to observe
implicational relationships among the first two types of differences.

Thus, we will find that languages which have (17c) type morphological
causatives also overwhelmingly tend to be languages which have applicatives
of some sort, whereas languages which have (17b) type morphological
causatives tend almost as strongly to lack any kind of applicative
construction. Given our descriptive characterizations of the GF changing
processes, it is not at all obvious why generalizations such as this should
be true. The proper theory of GF changing should provide the framework for
an natural account of all these facets of the issue of language variation,
which is at the same time explanatory in the sense that it makes such
variation learnable by a child given the boundary conditions set by
impoverished stimulus. Providing such a theory is the third basic goal of

this work.

1.1.5 On GF changing composition
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The fourth and final basic issue regarding GF changing processes is what
happens when more than one of them happens in a single clause. In section
1.1.2, these processes are written in the form of simple functions from one
collection of GF assignments to another. Sometimes these 'functions' can
be composed (in the mathematical sense) to yield a new structure which is
exactly the result that one would expect if one function applied first and
then the second function applied to its output. (27a) is an example of
this, where the first GF change to apply is applicative and the second is
passive. On the other hand, there are cases in which the functional
composition of two GF changes would be perfectly possible a priori, but the
resulting sentences are simply not grammatical. For example, in Chichewa
it is impossible to apply passive first and then applicative, even though
the opposite combination is fine:

(28) *Chitseko chi-na-tsekul-idw-ir-a mpiringidzo ndi nkhosa.

door SP-past-open-pass-appl-asp crowbar by sheep

'The door was opened with a crowbar by the sheep.'’
First the passive would make the thematic object 'door' into subject, and
the thematic subject into an oblique. Next, the applicative would make an
oblique instrumental 'crowbar' phrase into a new object. Each of these
changes should be acceptable in its own right in Chichewa, neverthelese the
result is bad. Thus, something additional must be added to the simple
functional descriptions of the GF changing processes to account for the
ungrammaticality of sentences like (28). Stipulating that the passive is
crucially ordered after the applicative in Chichewa is theoretically
unattractive, and it fails to account for the fact that the applicatives of
passives are ungrammatical in all languages (cf. Baker 1985). Hence it

must be something about the nature of the processes themselves that prevent
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them from combining in this particular way. There are other examples of a
similar kind. Explaining when it is possible to compose to GF changing
processes and when it is not is the final empirical goal of this work.
Indeed, the fact that GF changing processes cannot always compose strongly
suggests that they are not simple functions in the way that our terminology

so far has it, and points toward a new analysis in terms of Incorporation.

1.2 The Notion of Incorporation

The traditional approach to Grammatical Function changing processes from
~ the beginning of generative linguistics up to the present has been to have
explicit rules in the grammar which somehow map one set of assignments of
GFs to phrases onto another. In the early days, these rules were
considered to be transformational rules which map phrase markers ontq‘other
phrase markers (see Cnhomsky (1957), (1975)). Thus, the statement of the

passive transformation was something like (cf. Chomsky 1957 (34)):

(29) If NP1-(AUX)-V-NP2 is a grammatical structure, then so is:

NP2-( AUX) +be+en-V-by+NP1.
In fact, the existence of GF changing phenomena was considered to be a
primary argument for the existence of transformational rules in the first
place, since then the notion of 'thematic paraphrase' could be

< —

systematically accounted for (cf. Chomsky 1975:452f). In more recent

developments, the idea that GF changing is done by transformational rules
defined over phrase structures has been abandoned in a number of ways.

Thus, partly searching for crosslinguistic generality, Perlmutter and
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Postal (1977) recast GF changing phenomena in terms of rules over direct
representations of grammatical function (relations) relationships, called
'relational netwbrks'. For them, passive takes the following form (cf.
their (37)):
(30) 'Passive is the rule which sanctions the subjecthood in an

immediately successive stratum [i.e. level of description]

for a nominal which is an obJect of a clause at a stratum

in which some nominal is a subject.’
In other words, passive is directly responsible for an object becoming a
subject. Furthermore, in Perlmutter and Postal's framework, if one nominal
takes on a given GF with respect to a given clause, any other nominal that
bore that GF with respect to that clause must lose it (the 'Stratal
Uniqueness Law', together with the 'Chomeur Condition'). Thus, the
stipulation that the object becomes the subject in a clause that has a
subject has the immediate consequence that the initial subject becomes an
oblique nominal. In another approach, Bresnan (1982c) moves in the
direction of accounting for GF changing pnenomena at the level of the
lexicon, by writing lexiéal redundancy rules which map the
subcategorization and selection requirements of lexical items onto
different configurations of subcategorization and selectional
restrictions. In effect, this comes to ordering GF changing rules before
lexical combination (cf. Baker 1985 for discussion). In Bresnan's

terminology, passive then takes the following form (her (1) and (2)):

(31) a. The Rule: (SUBJECT) ---> null or (OBLIQUE)
(OBJECT) ---> (SUBJECT)

b. The Effect: word((SUBJ), (OBJ)) ---> word'((OBL), (SUBJ))
agent theme agent theme
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Forms such as (31b) then determine what phrase structure configurations the

words can be inserted into.

Notice that all of these approaches have a common core: they all claim
that language includes an explicit rule of passivization, which is
crucially distinct from (say) the rule of antipassivization. This holds
true in spite of their differences as to the level of description and the
vocabulary over which this rule is stated. Furthermore, each rule
explicitly stipulates, in some terminology appropriate to the conception of
GFs in that framework, that the object becomes the subject and the subject
beéomes an oblique (or is deleted). The other GF changing process types
characterized in section 1.1 are translated into explicit rules according
to the nature of each framework in a similar way. Moreover, the passive
example is in this respect representative not only of how the frameworks

described here handle GF changing phenomena, but also of how most

frameworks handle them.8 Rules of this type 'get the job done' in a certain
sense; they do characterize the alternations observed in natural

languages. Nevertheless, they lack more than a relatively superficial
degree of explanatory depth, especially with respect to issues such as
those posed in the previous section. The problem is largely inherent in
the notion of explicit rules themselves, since anytime one writes an
explicit rule, one automatically raises questions such as 'why this
particular rule, as opposed to some other written in the same vocabulary?'
or 'how could a child learning the language acquire the particular aspects
of this rule?' and so on. If this is all there is to Grammatical Function
changing phenomena, not much progress can be made on the issues I have

raised.
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In order to explain the aspects of GF-changing phenomena sketched in the
previous section, I claim that a shift in persepective is needed, such that
the traditional type of GF-changing rules do not exist at all. Instead,
like Phrase Structure Rules in Chomsky (1981) and Stowell (1981), they are
nothing more than én epiphenomenon of deeper principles of human language.
Of course, it is clear that something goes on in grammatical function
changing phenomena; the generalizations captured in GF changing rules of
various sorts are after all true. I will claim that at the heart of all
apparent GF changing processes is the process of movement of a lexical

category--which I will call X-o0 movement. In section 1.1.3, I observed

that GF changing processes are uniformly associated with characteristic
morphology appearing on the pivotal verb. Suppose that the characteristic
morpheme is in fact generated as an independent lexical item in its own
right at underlying syntactic structure, and then undergoes movement in the
syntax, leaving its base position and combining with the verb. This
movement will then automatically change the government relations in the
structure, which gives the primary effect of apparent GF changing. All the
other aspects of the syntax will follow from general principles. This
perspective allows the GF changing procesées to be seen in a very different

light.

If this approach is correct, it would come to relating GF changing
phenomena to another type of linguistic construction independently known

from the literature: namely the process of Noun Incorporation (see Mithun

1984). This process can be illustrated by the following set of thematic
paraphrases from Mohawk (Iroquoian, Postal (1962)):
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(32) a. ka-rakv ne sawatis hrao-nuhs-a?.
3N-be-white Joim 3M-house-suf
'John's house is white.'

b. hrao-nuhs-rakv ne sawatis.
3M-house-be-white John
tJont's house is white.'

Here (32a) has independent verb root -rakv 'be white' and noun root -nuhs-
thouse'; whereas the thematic paraphrase (32b) combines the two into a
larger verb form. Baker (1985) argues that the pair can be related by
assuming that they have parallel underlying structures, but that in (32b)
the head noun of the direct object moves in the syntax to combine with the

governing verb. Thus, it is associated with the following structures:9

(33) S S
/\ /\
NP VP NP VP
/ / \ / / \
e Vv NP e \' NP
/ / \ /N A\
be- NP N N V NPty
white | | T

John house houéeibe- John

white
Then to say that GF changing phenomena involve moving one lexical item into
another in the syntax comes to identifying GF changing phenomena with this
noun incorporation process. Indication that it is in fact correct to the
two theoretically comes from the fact that a kind of possessor raising
takes place between (32a) and (32b): note that the (object) agreement on
the verb switches from neuter agreement with the thematic argument of the
verb in (32a) to masculine agreement with the thematic possessor of that
argument in (32b). In this particular way, the possessor comes to act like

an obJject of the verb, presumably as a result of the incorporation itself.
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We now begin to see how the traditional GF changing processes of section
1.1.2 can be made to fit into this framework. Thus, reconsider
causativization in Chichewa (Bantu). Morphological causatives in Chichewa
in fact have thematic paraphrases with a full biclausal structure:

(34) a. mtsikana a-na-chit-its-a kuti mtsuko u-na-gw-e.

girl do-cause that waterpot fall

'The girl made the waterpot fall.'

b. mtsikana a-na-gw-ets-a mtsuko. (=18b)

girl fall-cause waterpot

'The girl made the waterpot fall.'
The important thing to notice about (34a) and (34b) is not only that they
are thematic paraphrases, but that they also (apart from syncategormatic

morphemes) contain exactly the same lexical stems. (The e/i alternation in

the form of the causative morpheme is due to a general rule of vowel
harmony.) The key difference between the two sentences is that -gw- 'fall'
and -its- 'cause' appear as distinct morphologically distinct verbs in
(31a), whereas -gw- appears in the position of -its- and morphologically
combines with it in (34b). Thus, it is natural to relate these two
sentences by assigning them parallel underlying syntactic structures, and

deriving (34b) by moving the verb -gw- 'fall':

(35) S S
VA N — > /\

NP VP NP VP

/N /[ /N

girl V S girl V S
/N \ /N A
ke NP 1P vy e
pét ? faliimaﬁe éot ti
féll

These structures are almost exactly parallel to those in (33), except that

- 39 -



this time it is a verb that moves, rather than a noun. In this way, an
'Incorporation' analysis for the class of causative processes is

motivated.

Next, reconsider the example of the applicative given in (15) above, from

Kinyarwanda:
(36) a. Umwaana y-a-taa-ye igitabo mu maazi.

child SP-past-throw-asp book in water

'The child has thrown the book into the water.'

b. Umwaana y-a-taa-ye-mo amaazi igitabo.

child SP-past-throw—asp -in water book

'The child has thrown the book into the water.'
These thematic paraphrases can be seen to be related in a similar way to
that in which (34a) and (34b) are: (36a) contains a verb root and a
preposition that are morphologically independent, while (33b) lacks an
overt preposition but adds a related affix onto the verb. If we identify
the applicative affix in (36b) with the preposition in (36a), we can relate
the two sentences by assigning them parallel underlying syntactic
structures, and then deriving (33b) by moving the preposition from its base
position onto the verb. This motivates a 'Preposition Incorporation'

analysis for the class of applicative constructions.

In this way, we begin to see how the general process of movement of an
X-o category from an independent base structure position to combine with
another X-o category in the syntax can form the heart of an account of GF
changing processes. In the chapters that follow, it will be seen that the
other GF changing processes--passive, antipassive, and possessor
raising--are properly analyzed as subcases of Noun Incorporation, thus

bringing them into the fold as well. Suggasted by the original Noun
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Incorporation example, I will refer to this particular type of movement

with the technical term Incorporation. The notion that essentially all

apparent GF changing phenomena can be explained without explicit rules in
terms of Incorporation plus independently motivated syntactic principles is

the central idea of this work.

This proposal naturally finds its place as part of a more general shift
in linguistics--and in particular in the Extended Standard Theory and its
successor Government-Binding Theory--away from positing specific and
explicit rules, in an effort to acheive explanatory depth and to account
for that fact that language can be learned; Instead, linguistics has
focused more and more on the discovery of certain very general constraints
each of which in part determines the nature of a wide variety of
superficially very different processes. Thus, to give a few examples, Ross
(1967) observed that a wide variety of transformational processes such as
question movement, relativization, and topicalization seemed to obey
identical conditions (his 'island' conditions), and proposed that these
conditions should be factored out of the statement of the transformational
rules themselves and studied in their own right. Chomsky (1977) made a
further move, claiming that processes such as question movement,
relativization, and topicalization (in Enhglish) are in fact not independent
transformational rules at all, but rather specific instances of a more
general transformation 'move-wh', with apparent differences being
consequences of independent conditions. In another domain, Chomsky (1981)
and Stowell (1981) show that explicit phrase structure rules of the
familiar type seen in Chomsky (1965) are nearly or completely redundant and
should be eliminated from the grammar in favor of specifications of the

subcategorization/selection properties of individual lexical items together
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with certain very general constraints of Universal Grammar and particular
languages (namely the X'-convention and Case Theory; perhaps Theta role
assignment also plays a role--see Koopman (1983), Travis (1984)). Thus,
while the generalizations about word order and phrasal groupings
traditionally captuggd by Phrase Structure Rules are true, the Phrase
Structure Rules themselves appear to be no more than epiphenomenal
consequences of other things. In this example, the shift in perspective
reaches its natural limit, and the entire burden of linguistic explanation
falls on the interplay of general conditions, rather than on the existance
of explicit rules in the grammar. My claim about GF changing processes is
parallel: they are all simply reflections of X-o movement, as it is

restricted by other conditions of grammar.

Finally, one can already see how this idea is the right kind to properly
explain the properties of these processes as sketched in section 1.1.
First, a glance at (33) and (35) shows that incorporation simultaneously
has two types of consequences in a linguistic structure: it both creates a
complex category of the X-o level, and creates a syntactic link between two
positions in the phrase marker. The first of these is a morphological
change, the second a syntactic change. Thus, Incorﬁoration gives the right
foundation for answering the question of how and why GF changing processes
fundamentally link the two (section 1.1.3). Second, the concept of movement
of XP type phrases (e.g. NP, PP, etc.) is a familiar (if controversial)
one, whose linguistic nature and properties are fairly well defined in
Chomsky (1981) (for example). Assuming that X-o movement can be naturally
assimilated to the more the familiar XP movement, general constraints on
the latter will also be constraints on the former. One can then appeal to

these independently motivated constraints (notably the ECP) in order to
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limit the class of possible Incorporations. This in turn will limit the
class of possible GF changihg processes in an explanatory way (section
1.1.2). Next, on this view the weight of determining how GF changing
processes function falls on a system of independent principles and
constraints. Thus, when languages vary in the precise form of these
constraints, this variation will be reflected in apparent variation in the
behavior of the GF changing processes themselves. In this way, nighly
particular aspects of how GF changing takes place in a given language can
be related to more general distinctive properties of that language (section
1.1.4). Finally, note that the derived structures in (33) and (35) are not
identical to the surface structures of simple transitive sentences, due to
the traces left by the X-o movement. This makes it likely that these
structures will not be subject to other processes in exactly the same way
that simpler structures are. This provides a basis for explaining the
successes and failures of composing more than one GF changing process
(section 1.1.5). I conclude that the program of explaining GF changing
processes in terms of Incorporation is a highly promising one. Whether it
can be proven to be satisfactory in detail is, of course, quite a different

matter--and one which the remainder of this work will explore.

1.3 The General Theoretical Framework

It is futile to claim that the effects of GF changing phenomena can be
derived from Incorporation as governed by independent principles of grammar
unless one nas fairly detailed and specific theoretical framework in mind.

The framework which I will adopt is the Government-Binding Theory (GB), as
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it has been developed by Chomsky (1981, 1982, 1984) and others. This
theory cannot be adequately introduced in a handful of pages; nevertheless,
I will present an overview of its basic structure, so that the specific
notions of Incorporation Theory can be properly located within it. I hope
that this overview will aid in making the chapters that follow more readily
accessible to those who have minimal familiarity with the system, and that
it will aid in clarifying the exact form of the concepts which I assume for

those who have maximal familiarity with the system.

1.3.1 The system of levels and rules

Government-Binding theory typically includes the following levels of

representation and processes relating them:

(37) D-structure
|
|
i (syntactic) Move-alpha
Y
S—st;ucture
\
stylistic /  \ @R (LF Move-alpha)
rules \
PF LF-

Formally, each of these levels (except perhaps PF) is a phrase marker,

normally represented as a tree or a labeled bracketing. D-structure
('deep' or underlying structure) is a formal syntactic level of
representation at which the thematic relations among items and phrases are
directly represented. LF (iogical form) is the level at which the language
faculty is assumed to interface with the conceptual faculties of the brain;
here the scope of quantifiers and operators of various kinds is directly

represented, in addition to the thematic relations among items. PF
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(phonological form) is the level at which the language faculty interfaces
with perceptual and motor faculties; here the phonological shapes and
groupings of items are directly represented. Finally, S-structure is the
level which is not directly interpreted, but which must be properly related
to all of the other three structures simultaneously. S-structure is
related to D-structure in that it is derived from it by successive
applications of the generalized movement transformation 'Move Alpha', where
'alpha' equals some category, the features of which vary somewhat from
language to language. A basic tenet of the current work is that ‘alpha’
can include categories of minimal bar level as well as of maximal bar
level. LF is related to S-structure primarily by 'QR' (quantifier rule),
which is 'Move alpha' in a different guise. It effects are invisible
because of its separation from PF. Finally, the syntactic levels of
description of a given sentence are only properly related to one another if
they jointly satisfy a fundamental principle of GB theory: the Projection
Principle. Intuitively, this principle states that representations at each
syntactic level (LF, D- and S-structure) are projectad from the lexicon in
that they represent the lexical selection properties of items categorially
(cf. Chomsky 1981:29). This principle of course presuppose the existence
of a lexicon, which lists the idiosyncratic properties of lexical items,
and in particular what thematic relations they may have with other phrases
(i.e. what phrases they subcategorize and assign theta roles to). The
Projection Principle has the important consequence that categories moved by
'"Move Alpha' will (generally) leave phonetically null copies, traces behind
them to preserve the representation of these selectional properties. A
moved category and its trace are related to one another by a particular

type of coindexing, identification indexing. Taken togetner they
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constitute a more abstract unit called a chain. This study will be
primarily concerned with D- and S-structures and the mapping between them;

the Projection Principle will play an important role.

1.3.2 The system of constraints

This is only the beginning of the theory, however. As discussed in the
previous section, the systems of principles and constraints are at least as
crucial to GB theory as the levels of representation and rule types are.
These principles are generally broken down by Chomsky (e.g. (1982)) and

others into subsytems. I will introduce each in turn.

X-bar Theory

This subtheory constrains the set of phrase markers allowed, and it holds
fundamentally at D-structure. Although the details will not be
particularly essential, I will assume the X-bar theory of Chomsky (1985)
for concreteness. Here the basic lexical categories are Noun, Verb,
Adjective, and Preposition (more generally 'adposition' or particle).
Higher level, phrasal categories are projections of these lexical category,

according to the following schemata:

(38) a. X' = X XP*

b. XP

X' Xp*

where 'X' ranges over the category types and order is subject to
cross-linguistic variation. XPs on the right hand of (38a) are called

complements; XPs on the right hand of (38b) specifiers. With regard to the
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structure of clauses, I will assume that the nonlexical categories of
complementizer and INFL are also heads that form projections in accordance
with (38) (see section 3.3.2), although this further structure will

sometimes be ignored.

X-bar theory defines the notion 'maximal projection' (XP), which is then
used to define a fundamental structural relationship of linguistic theory,

c-command (cf. Aoun and ortiche (1983)):

(39) A c-commands B iff A does not include B and for every
maximal projection C, if C includes A then C includes B.

This notion, or some version of it, is used by other subsystems of

grammar .

Theta Theory

This subtheory is concerned with how semantic/thematic dependencies are
represented in grammar. Ultimately, it is this theory that divides the
possible semantic dependencies into linguistically significant
classes--called theta roles--and characterizes how each theta role is
normally represented in linguistic structure, although this is not a very
developed aspect of the theory. Theta roles may be 'assigned' by a lexical
head (see section 1) to a complement of that head as defined by X'-theory,
or they may be assigned compositionally by the head and its complements to
a subject position (specifier of INFL' or specifier of N); the former are

called internal arguments, the latter external arguments (cf. Williams

(1981)). I will assume that the class of theta roles includes at least
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'agent', 'patient'/'theme', 'goal', 'instrument', 'benefactive’,
'location', 'direction', and 'possessor' in something like their usual
senses (cf. Fillmore (1968), Gruber (1965), Jackendoff (1972).
Furthermore, I will assume without argument that (at least at D-structure)
all languages canonically assign the agent theta role to an external
argument, and the patient/theme theta roles to an internal argument,
although this is controversial (cf. Marantz (1984) and section 6.1).
Following Stowell (1981), I will répresent the theta assignment relation

between two iltems by (Theta) coindexing them.

The fundamental principle of Theta theory is the Theta Criterion, a

biuniqueness condition on theta role assignment, which can be stated as

(cf. Chomsky 1982):

(40) Every term of LF that requires a theta role (each

argument) is associated with one and only one position

to which theta roles are assigned, and each theta role

determined by the lexical properties of a head is uniquely

associated with one and only one argument.
Here theta roles are taken fundamentally as being assigned from a specified
position to a specified position, and both arguments and theta assigners
are associated with the key positions either by actually occupying them,
or--given the existance of 'Move Alpha'--by being the antecedent of a trace

that occupies them. In other words, the Theta Criterion holds of chains.

Predication Theory

This subtheory, possibly related to Theta theory, has as its fundamental
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principle that predicates must be associated with a maximal projection
(usually called its 'subject', where the term is used in a somewhat
different sense than we have used so far), where a predicate can be taken
to be any maximal projection which does not itself receive a theta role
(cf. Williams 1980, Rothstein 1983). The predicate and its subject must
mutually c-command each other. Given that VP is always a predicate, this
condition has as a special case the consequence that clauses must have
subjects (cf. the 'extended' part of the Extended Projection Principle
(Chomsky 1981)).

Government Theory

This subtheory defines a notion which is central to the theory as a
whole, the relation of government, which is essentially a strong locality

condition on various structures:

(41) A governs B if and only if A c-commands B and there is no

category C such that C is a barrier between A and B (cf.

Chomsky 1985).
The proper notion of barrier in this basic definition will be discussed in
detail in section 1.4.3. I assume without argument that at D-structure all
languages contain a VP node which is a maximal projection, so that the V
will fail to c-command and hence to govern the subject (specifier of INFL')

of its clause, although various things can happen in the course of the

derivation to change this state of affairs.

This subtheory also contains the Empty Category Principle (ECP), a




condition on the traces left by 'Move Alpha' (and perhaps other categories)
that must be satisfied at LF:

(42) a. Traces must be properly governed.

b. A properly governs B if and only if A governs B, and
A and B are coindexed.
where the notion 'coindexed' in (40b) apparently includes both Theta

indexing and the indentification indexing introduced by 'Move Alpha' (cf.

Chomsky 1981, Stowell 1981, Kayne 1983). 0 Both government and the ECP will

play a central role in this work.

Case Theory

This subtheory has to do with the assignment of (abstract) Case to
categories. Certain lexical items--notably transitive verbs, prepositions,
and tensed INFLs--are lexically specified as being Case assigners. They
then assign their Case to a category (usually an NP) provided that they
govern that category. This relationship between categories I will
represent with yet a third kind of coindexing, Case indexing (cf. Chomsky
1985) . Case comes in various types (structural, inherent, semantic), and
what categories assign can assign what types of Case under what more
specific conditions is an important source of crosslinguistic variation, as

we shall see (cf. Kayne (1983), Stowell (1981), Chomsky (1984)).

It is usually necessary for an NP to receive Case in some way (the Case
Filter of Chomsky (1980), Rouveret and Vergnaud (1980)) because of the

following Visibility condition on LF (cf. Chomsky 1981, 1984, who follows



Aoun):

(43) An NP position which is the head of a chain (i.e. the last
position of a moved category) can only bear a theta index if
it bears a Case index.

Since an NP must normally be Theta indexed by the Theta Criterion, it must

also be Case indexed.

It has been suggested that the Visibility condition be extended in
various ways. First, it seems that subjects of predicates must receive
Case at LF, even when they are expletive and need no theta index. Second,
Fabb (1984) proposes that theta role assigners must be made visible in a
similar way as theta role receivers are by (43). I will adopt this
suggestion for verbs, and assume that INFL in ordinary clauses must assign
a kind of (verbal) Case to the (head of the) VP in order for the V to be
theta indexed with its arguments. Finally, in section 2.3.2 I will propose
that (43) needs to be modified, in particular by extending the notion of
what counts as 'Case indexing'. The notions of this subtheory will also be

crucial for the analyses that follow.

Bounding Theory

This subtheory relates to locality conditions; in particular, the

Subjacency Condition that limits how far 'Move Alpha' can take a category

in one step (Chomsky 1973). In essence, Subjacency states that a phrase
cannot be moved out of more than one category of a certain type (a bounding

category). Exactly what counts as a bounding category is yet another locus
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of language variation (Rizzi 1982). This subtheory turns out to be quite
peripheral to the concerns of this work, except in section 3.4, where it is
used to get evidence as to the true nature of Incorporation structures.
There I will assume the Subjacency theory in Chomsky (1985) for

concreteness.

Binding Theory

This subtheory is concerned with the relations of anaphors and
pronominals--phonologically overt and otherwise--to their antecedents.

Here the basic notions are the Binding Conditions, which specify that

anaphors (e.g. reflexives and reciprocals) must have an antecedent in a
local domain, whereas pronominals must not have an antecedent in such a
domain (Chomsky 1981, 1984). Here, the local domain, called a governing
category, is determined as a category which contains both a subject'(in the
X' sense) and an item which governs the element in question. This
subtheory also will not be central to our concerns, but will be used at
various points to give evidence about the nature of Incorporation

structures.

Control Theory

This is the subtheory--perhaps related to Binding Theory--which is
concerned with the choice of antecedents for PRO, the null pronominal

anaphor which appears as the embedded subject in 'control' or 'equi'
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structures (see Manzini 1983)). This subtheory will come up only very

briefly in chapter 5.

1.3.3 On Grammatical Functions in GB

The reader may have noticed that I have laid out the essential structure
of GB with no direct mention of Grammatical Functions, in spite of the fact
that they are presumably central to the focus of the current work. This is
no accident, because GFs have a derivative rather than fundamental role in
this theory. Normally, Chomsky defines the grammatical functions in terms
of phrase structure configurations and the primitives of X-bar theory
(Chomsky 1965, 1984). Thus, the 'subject of a clause is defined as the X'
theory specifier of INFL or N (also written [NP, S] or [NP, NP]); the
"(direct) object' of a clause is defined as the (NP) X' theory complement
of an X-o (particularly V) catégory (also written [NP, VP], [NP, N'],
etc,); and so on. However, in relating the literature on GF properties and
GF changing that comes from otherilinguistic traditions to GB, there is an
important point to be made. For concreteness, let us focus on the GF
'object'. Certainly, there is a core sense of this term in which all agree

that (for example) the NP Linda in (44) is an object:
(44) Rover bit Linda.

Nevertheless, given the modular nature of the GB theory, NPs in other
structures typically may form a natural class with this NP with respect to
some of the subtheories but not with respect to others. Thus, consider the

following range of structures:
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(45) a. Rover [VP swam the river] (after biting Linda).

b. Lindai [VP seems [S ti to have been scarred by the bite]]

c. Linda [VP considers [S Rover to be dangerous]]
d. Linda and Rover would [VP prefer [S' (for) each other to die]]

e. Linda [VP hopes [S' that Rover will never return]]

Which of the underlined NPs is an object of the matrix verb, in the sense
that it behaves like the obJject of (44)? The answer is clearly that it
depends on what subtheory one has in mind when one phrases the question.
Thus, the NP in (45a) is identical to that of (44) with respect to X'
theory (and most of the others), but perhaps not with respect to Theta
theory--if it is linguistically significant that it receives a path
thematic role rather than a patient one. The NP in (45b), on the other
hand, is not similar to that of (44) with respect to X' theory (or Theta
theory), but it is similar with respect to Government Theory, in that both
are governed by the matrix verb. The NP in (45c) is similar to that in
(45b), except that it is also identical to that of (44) with respect to
Case theory; both are Case indexed (and with structural Case) by the matrix
verb. The NP in (45d) is not an X' theory sister to the matrix verb, nor a
thematic dependent of the verb, nor governed by the verb, nor Case marked
by the verb; yet it is still in a natural class with that of (44) with
respect to Binding theory--both have the entire matrix clause as their
governing category. Finally, the NP in (45e) is not parallel to that of
(44) with respect to any subtheory. On the other hand, it is parallel to
each of the underlined NPs in (45b-e) with respect to various of the
subtheories, showing that the notion of 'subject' is Jjust as slippery as
that of 'object'. Thus, we see that given the structure of GB theory it is

very natural to make the traditional GF names into relational terms, which
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have meaning with respect to a given subtheory. Hence, when a researcher
gives evidence that a particular nominal is an object, we must ask which
subtheory this evidence is evidence with respect to. Moreover, the
framework predicts that NPs will show hybrid properties; for example, they
may act as an object with respect to some subtheories and as a subject with
respect to others. We will seé_that this is an important explanatory
virtue of this system. In what follows, I will use the terms 'subject',
'object' etc. somewhat ambiguously when it is clear from the context which
subtheories are relevant. Two senses which are particularly important for
our purposes are the X-Bar notion of the GFs and the Government/Case notion
of the GFs. To distinguish them, I will sometimes use terms like
'structural object' to refer to the former and the term '(NP with

(surface)) object properties' to refer to the latter.

1.4 Toward a Formal Theory of Incorporation

In the previous section, I laid out the basic context of
Government-Binding framework in a general way. 'However, certain aspects of
this framework need clarification and refinement so that they can be
applied to the notion of Incorporation as defined in section 1.2 in a clear
and contentful way. The task of this section will be to do this, and to
explore what consequences the grammar has for X-o movement. Some of the
concepts will be applied immediately to our basic examples, but the focus

is to derive tools for future chapters.
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1.4.1 D-Structure and the Uniformity of Theta Assignment

The first concept to be clarified is that of D-structure. Chomsky
(1981:43f) characterizes D-structure as 'a pure representation of
thematically relevent Grammatical Functions (=GF-theta).' Essentially what
this means is that at D-structure all phrases must appear in the position
to which the theta role they receive is assigned. As an example, whose
luggage and Jerry's luggage must both appear in the position marked 'x' in
the D-structures of (46a) and (46b) respectively, because they bear the

same theta role as the phrase Jerry's luggage in (46c):

(46) a. Whose luggage did the airline [lose x]?
b. Jerry's luggage was [lost x] by the airline.

c. The airline [lost Jerry's luggage].

There have been attempts to essentially eliminate D-structure from the
grammar as a level with independent status in terms of (say) chain
formation algorithms (e.g. Rizzi 1983b, Sportiche 1983, Brody to appear);
nevertheless, there is a growing weight of evidence that D-structure must
be taken to exist (see Burzio to appear, Chomsky 1984, Baker 1985). If this
is correct, its character as a linguistic representation of thematic
structure must be taken seriously. In this light, I propose a
strengthening of the notion of D-structure such that it is a direct
representation of thematic structure in general. Toward this end, I take
something like the following to be a guiding principle of grammar which

characterizes the level of D-structure:
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(47) The Uniformity of Theta Assignment Hypothesis (UTAH)

Identical thematic relationships between items are
represented by identical structural relationships between
those items at the level of D-structure.

This hypothesis clearly includes the idea that D-structure directly

represents 'GF-theta' as a special case, but is somewhat more general. In

order to make this fully formal one would need a more exact theory of theta

roles then we now possess;12 hence I will leave it at a more intuitive

level.

Even so, the UTAH can be seen to constrain linguistic analyses in
meaningful ways. For example, it supports the so-called Unaccusatiye
Hypothesis (Perlmutter 1978 Burzio 1981), according to which certain
intransitive verbs with nonagentive subject NPs have that NP as a
structural object at D-structure. This NP then becomes the subject at
S-structure via 'Move Alpha'. Given such an analysis, sentences such as

those in (48) have the D-structures given in (49):

(48) a. Julia melted the ice cream into mush.
b. The ice cream melted into mush.
(49) a. [S Julia [VP melted [the ice cream] into mush]]

b. [S e [VP melted [the ice cream] into mush]]

The D-structures in (49) are exactly those that the UTAH implies; the same
thematic relationship holds between the ice cream and the melting action in
both sentences in (48), and this is represented by having the same
structural relationship hold between them at D-structure, as in (49). In

fact, this analysis has been shown to the correct cne for alternations such
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as this by much evidence in Italian and many other languages (see
references above, etc.). On the other hand, the UTAH is not consistant
with the analysis of the dative shift construction put forth by Kayne
(1983, chapter 7). On his analysis, the thematic paraphrases in (50) have

the strongly nonparallel D-structures in (51):

(50) a. Brian gave a nickel to Sophia.
b. Brian gave Sophia a nickel.
(51) a. Brian [VP [V' gave a nickel] to Sophia]

b. Brian [VP gave [S Sophia a nickel]]

Sophia bears the goal role with respect to the verb in both sentences, yet
this relationship is not represented in the same way in the D-structures
(57a) and (51b). Thus, we see how the UTAH can be used to guide the
construction of analyses--both by the linguist and by the child--in a

nontrivial way.13

The UTAH has consequences for GF changing processes as well. Consider
again the thematic paraphrases involving causatives in Chichewa (Bantu):
(52) a. mtsikana a-na-chit-its-a kuti mtsuko u-na-gw-e.

girl do-cause that waterpot fall
'"The girl made the waterpot fall.'
b. mtsikana a-na-gw-ets-a mtsuko.
girl fall-cause waterpot
'"The girl made the waterpot fall.'
In each of these sentences, mtsuko 'waterpot' seems to bear the same
thematic relationship to the verbal root -gw- 'fall'; thus the UTAH can be

interpreted as meaning that the same structural relationship should hold

between these two items in the D-structures of both. This in turn implies
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that the verb root must be an independent constituent in an embedded clause

in the D-structure of (52b), just as in the D-structure of (52a):

(53) S

/\
NP VP
/N
girl V S

AR
make NP VP
| |

pot V

|
|
fall
A similar conclusion follows in the case of Noun Incorporation thematic
paraphrases such as our example from Mohawk (Postal 1962):
(54) a. ka-rakv ne sawatis hrao-nuhs-a?.
3N-be-white Jomn 3M-house-suf
'John's house is white.!
b. hrao-nuhs-rakv ne sawatis.

3M-house-be-white John
'Jomn's house is white.’

The nominal -nuhs- bears the same thematic relation to the stative verb
-rakv in both sentences; therefore it must occur in the same D-structure
configuration in both. Assuming that, as a stative predicate -rakv is

unaccusative, this configuration must be:

(55) S

\
/[N
white NP N

| |
John house
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More generally, whenever a part of a word shows syntactic signs of either
assigning or receiving a thematic role in the same way that morphologically
independent constituents do, the UTAH will claim that that part of the word

appears in an independent structural position at D-structure, to represent

that thematic relationship in the canonical way.14 Thus, the Uniformity of
Theta Assignment Hypothesis points away from a base generation analysis of
causative, applicative, and noun incorporation structures, and provides
theoretical motivation for an analysis of such processes in terms of

syntactic X-o movement.

1.4.2 S-Structure and the Projection Principle

Given that the UTAH determines certain properties of the D-structure
representations of 'GF-changed' sentences, the Projection Principle
determines properties of their S-structure (and LF) representations.
Chomsky (1981:38) states this fundamental principle of GB theory in the

following way:

(56) (i) If B and A are immediate constituents of C at L-i,
and C = A', then A theta marks B in C.

(ii) If A selects B in C as a lexical property, then A
selects B in C at L-i.

(iii) If A selects B in C at L-i, then A selects B
Part of the content of this principle (made explicit in (iii)) is that
transformational processes can neither create nor destroy categorial
structure which is relevant to the lexical properties of items, including

the thematic relationships that they determine. There is, however, some
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ambiguity as to what type of item is referred to by the variable 'A' in
this principle. To take a particular example, in sentence (52b) above, the
item(s) whose properties must be represented categorially at every level
could (on the one hand) be taken to be both the root —gw- 'fall' and the
affix -ets-, or (on the other hand) it could be taken to the combination of
the two -gw-ets-. This ambiguitiy arises as long as all three are assumed
to be listed in the lexicon. If the second interpretation is taken, (50b)
presumably will have the structure of an ordinary transitive sentence at
every syntactic level. However, the UTAH implies that this option is
incorrect (in some cases) and that the two morphemes must be independent at
D-structure. Then, the Projection Principle takes over, and determines
that the lexically determined theta marking properties of each item must be
categorially represented at every other level as well. Thus, in our
example, the causative affix -ets- must take a clausal complement at
S-structure (and LF) Eecause it takes one at D-structure. Similarly, -gw-
must (participate in) assigning an external theta role to a subject
position, since it does so as a lexical property and at D-structure. In
short, the Projection Principle implies that X-o movement preserve
structure by leaving traces, just as XP movement must. Thus, the
S-structure of (52b) must not be indentical to that of a simple transitive

verb, but rather essentially:

(57) S

1
fall.make pot ti
1
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By the same token, the S-structure of (54b) must be:

(58) S
/\
NP VP
/N
¥4 \Y NP
/N
N V NPN
/LN
houseiwhite Jom t

Similar consequences follow for any case of Incorporation where the UTAH
requires that two items be separate at D-structure. Chomsky makes it clear
in his discussion of (56) that 'B', the theta role receiver, must refer to
a position rather than a category; due to 'Move Alpha', that position can
be filled either by the selected category or its trace. Now we see that a
similar remark must be made about 'A', the theta role assigner; it too must
refer to a position which can be filled by either the selector or its
trace. Notice that the surface type structures assigned to sentences like
(52b) and (54b) are different from those assigned by virtually any other
theory, even those which derive the sentences syntactically (e.g. '01d
Style' Transformational Grammar, Marantz (1984)) due to the presence of the

null structure. The respecting of a strong Projection Principle is a

distinctive characteristic of my theory.15

In closing, I point out that there is a creative tension between the
Projection Principle and the Uniformity of Theta Assignment Hypothesis;
together they constrain the theory and make it interesting. One
consequence of the Projection Principle is that certain conceivable
transformational processes (2.g. Raising to Object (Chomsky 1981)) are

ruled out in principle; transformations cannot modify syntactic structure
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beyond a well-defined point. However, it is possible to escape much of the
empirical bite of the Projection Principle by claiming that structures such
as causatives and applicatives are in fact base generated, with identical
structures throughout the syntax. In the limit, this process would force
all such grammatical relationships into the lexicon. There explanation of
their properties would still be necessary at that level and nothing is
gained. In effect, the Projection Principle is thereby emptied of
explanatory content. The UTAH, on the other hand, leads away from base
generation in many cases. Yet unless the power of the transformational
component is limited by principles like the Projection Principle, it makes
little difference what D-structure is assigned to a given form, because
anything could happen on route to the interpreted levels of PF and LF. In
this case, the UTAH would have little explanatory content. However, in a
theory which contains both, each provides checks against the the
undisciplined avoiding of the other. This is the kind of creative tension
from which deep and true explanations can arise. Thus, a linguistic theory

is stronger if it contains both in balance.

1.4.3 Movement, Government, and the ECP

Up to this point, I have developed D-structure in such a way that what
constitutes a single morphologically complex unit on the surface may in
fact be a combination of things which are independent constituents at
D-structure for principled reasons. Furthermore, I have clarified
S-structure and the Projection Principle so that it is clear what the
representational consequences of such a situation will be at that level.
The stage is thus set for giving analyses of linguistic phenomena in terms

of syntactic Incorporation. The next step is to investigate the notion
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that Incorporation is in fact the syntactic movement of an X-o level
category. Within the GB framework, this is not a vague or meaningless
claim. The term 'movement' here is properly interpreted as a technical
term; it means that Incoréoration is a subcase of the generalized
transformation 'Move Alpha'--in particular, the subcase where the
'bar-level' feature of alpha is taken to be zero. This then makes the
claim that significant generalizations are captured by saying that
Incorporation is fundamentally the same process as more familiar and well
studied instances of 'Move Alpha', such as NP-movement in raising, or
wh-movement in question formation. Based on his study of these latter
cases, Chomsky (1981:55ff) discovers the following properties of the
'Move-Alpha' relation as it holds between a trace and its c-commanding

antecedent:

(59) (i) The trace is (properly) governed.
[i.e. it is subject to the ECP]

(ii) The antecedent of the trace is not in a
theta-position.

(1ii) The antecedent-trace relation satisfies the
subjacency condition.
All of these properties are not true of other, superficially similar
linguistic relationships, such as the construal relation that holds between
PRO and its antecedent, as Chomsky shows. Thus, they can be taken as a
valid characterization--perhaps in part a definition--of the movement
relation. Hence, if Incorporation is in fact movement in the technical

sense, we expect it to obey these three conditions.

Consider first property (59ii). For XP movement, this has the

consequence that NPs can never move into an object position, and can only
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move into the subject position when the VP assigns no theta role to that
position, as in unaccusative verbs and raising verbs. In fact, this
property does not need to be stipulated independently; it follows from the
Theta Criterion (40), which implies a biunique relationship between theta
roles assigned by items and phrases that need theta roles. If an NP moved
from a position where a theta role is assigned to another such position, it
would thereby be associated with two theta roles, in violation of this
condition. Following Koopman's (1983) discussion of Verb movement, I
observe that the movement of theta role assigners must obey the same
constraint as the movement of theta role receivers in this regard: if a
theta role assigner moved from a position where it assigns a theta role to
»one argument to a position where it assigns that theta role to another
argument the biuniqueness between theta roles and arguments is again
broken. This time, the other half of the Theta Criterion is violated.
Thus, the notion 'theta-position' in (59ii) is to be interpreted--somewhat
more broadly than Chomsky intended--as 'position from which a theta role is
assigned' as well as 'position to which a theta role is assigned.' In
other words, a theta-position is any position which is relevant to the
establishment of thematic relationships. A glance at the putative
Incorporation structures in (57) and (58) shows that they satisfy this
property of movement; the antecedent of the trace is in a position which is
(Chomsky) adjoined to a lexical item--surely not in general a position of
either theta role assignment or reception. In fact, given that X'-theory
holds at D-structure, adjoined positions in general will not exist at this
level, where the set of thematically relevant positions is defined (cf.

Jackendoff (1977), Stowell (1981)).

More interesting is the question of whether the Incorporation type X-o
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movement must satisfy condition (59i): i.e. whether the trace that such a
movement leaves is subject to the ECP. One may think of the ECP
intuitively as a requirement that the position (and perhaps the content) of
a phonetically null trace must be strictly locally identified, either by an
item that theta marks it or by the antecedent itself. In fact, there seems
to be a strict locality condition on Incorporation that comes to mind in
this connection. Travis (1984:131) gives this condition shape in terms of
the following constraint on what I have called incorporation structures
(based on observations about Germanic Verb and INFL movement together with

the ideas on Noun Incorporation in Baker (1984)):

(60) Head Movement Constraint (HMC)

An X-o may only move into the Y-o which properly

governs it.
Notice that each of the putative Incorporation cases introduced so far
(section 1.2) obeys this condition: in (34b) a verb moves into the verb
that governs it; in (36b) a preposition moves into the verb that governs
it; in (32b) a noun does the same. I will put off the task of establishing
that this is true in general, and for the time being will assume that the
HMC is a descriptively correct generalization. Note, however, that as an
independent principle of grammar, it is suspicious. 1In particular, it
makes use of the notion 'proper government', which is the hallmark of the
ECP. I will endeavor to show that the HMC can be derived from the ECP, and
in fact it is simply the empirical evidence that traces of X-o movement are
subject to this principle, just as all other traces of movement are. In

order to do this, some particular assumptions are necessary.

Assume that the trace of an X-o known to exist by the Projection
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Principle as discussed in section 1.4.2 must be properly governed. This
means that it must be governed by an element which is either theta-indexed
with it (i.e. a head) or by an element which is identification-indexed
with it (i.e. an antecedent). Now suppose that X-o level categories are
never theta marked by an argument taker; only the XP level categories which
they head are. This makes sense from a number of perspectives. Formally,
it is in a way implied by the combination of X' theory and Theta theory: by
X' theory only XP level categories can be sisters of (complements of) a
lexical head, and by Theta theory (direct) theta marking takes place under
sisterhood. Thus, XPs are theta marked and not X-o's. From a semantic
viewpoint, this also makes sense. To take a particular example, the
linguistic relation of theta marking as it holds between a verb and a
nominal phrase is supposed to correspond to a given semantic relationship
that holds between the referent of the nominal expression and the action or

state type named by the ver'b.16 Now it is the category NP which is

typically used to refer, and not the category N. Thus, it is reasonable to
say that the V theta marks the NP but not the N. This can be illustrated

with the following trivial example:
(61) I finally found [[someone] who really cares about me].

Here the point is obviously not that the speaker located anyone in
general--the potential referent of the head N taken on its own--but rather
a very particular person--the referent of the NP as a whole, including the
restrictive relative. Thus, XPs can be theta marked but Xs cannot.
Formally, this can be represented by saying that theta indexes are
initially assigned to the XP node under sisternood as above, and

stipulating that theta indexes do not percolate to the head X-o of that XP,
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although other types of indexing do percolate. This has the implication
that the trace of an X-o can never be properly governed by a lexical head
since it will never bear a theta index. It then follows from the ECP that
it must be governed by its antecedent. This consequence can be stated in

the following form:

(62) An X-o must govern its trace. (<== ECP)

Given that X-o movement must leave a trace, (62) will be logically
equivalent to (60) if it can be shown that an X-o will govern its former
position if and only if it appears in a position where it is united with a

Y-o which governs the XP that X headed at D-structure.

For an X-o (or any category) to govern its trace, it has to meet two
conditions, in accordance with the definition of government given in (41).
The first is that it must c-command its trace. Consider the abstract

Incorporation structure given in (63):

(61) YP

Y*  XP
/N
X; Y

L ZP.'Q

The central idea of the c-command relation is that the first branching node
of a particular type that dominates the c-commander must also dominate the
node to be c-commanded (cf. Reinhart 1976). The question then is whether
the zero level node Y* counts as a branching node of the relevant type for
c-command: if it does, X will not c-command its trace; if it does not, it
will. Clearly, we must assume that it does not in order to allow

Incorporation structures at all. The intuitive idea is that branching



structure with in a X-o level item is simply not relevant with respect to
syntactic relations such as c-command. This can be formally accomplished
in a number of ways; perhaps the easiest is to assume that branching X-o

structures are interpreted in accordance with the following convention:

(64) The indexes of the parts of an X-o category count as
indexes of the X-o category itself.

This convention is essentially identical to that assumed by Borer

(1983:35¢) her analysis of clitics.!? Given this, the identification index
of X would be considered an index of Y* as well, and Y* certainly
c-commands the trace of X. Thus, this requirement for government is
satisfied in an incorporation structure. On this view, it is technically
the complex category Y* = X+Y which will be the c-commander and proper
governor of the trace, but crucially by virtue of the fact that it contains
the antecedent. Thus, I will often speak as if it were the antecedent

itself that governs the trace.

The second requirement that must be met in order for an X-o to govern its
trace is the locality requirement proper: there must be no barrier category
which intervenes between the two, where the notion of barrier is introduced
by Chomsky (1985). Chomsky has the insight that what counts as barrier to
government between two nodes must be made relative to those nodes

themselves. Thus, consider the following structures:

(65) a. John decided [S' e [S PRO to [VP see the movie]]]
b. John preferred [S' for [S Mary to [VP see the movie]]]

c. Howidid Jom want [S' tt [S PRO to [VP fix the car EJ]]
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In (65a), decide must not govern the embedded subject position, since PRO
can appear in this position. Therefore, either S' or S (or both) must be a
barrier to government here. Nevertheless, S cannot be a barrier to
government in (65b), because the complementizer for assigns Case to the
subject and must therefore govern it across the S boundary. Furthermore,
S' cannot be a barrier to government in (65c¢), because the wh-word how must
properly govern its trace in COMP across this boundary, following Lasnik
and Saito (1984). Therefore, neither S' nor S can be inherently a barrier

to government; one of them must be a barrier in (63a) relative to the

particular positions of the elements involved in some sense.

In this context, Chomsky considers two distinct notions of what creates a
barrier for government, both of which have roots in the literature. One is
that maximal projections of certain kinds block government (cf. Aoun and
Sportiche 1983); Chomsky proposes that in fact it is maximal projections
which are not theta marked arguments that create barriers. The second idea
is a 'minimality' one, in which government between two nodes A and B is
blocked if there is another lexical head C which is closer to B than A is
(cf. Rouveret and Vergnaud (1980), Reuland (1983)). On this idea, we
might say that a category which contains such a C and B but not A is causes
a pbarrier between A and B. Chomsky explores both notions to some degree,
but does not ultimate chose between them. In fact, if the Head Movement
Constraint is correct and is a reflection of the ECP, we have evidence that
both notions are necessary. Thus, suppose that both (66b) and (66¢) are
impossible Incorporations, where the links represent the theta marking

relationships (for evidence that this is true, see sections 2.1, 3.1, 4.1):
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(66) a. [yp X; +Y [ypt; ZP]]
\_/
b. *[yp X, + Y [ypt; ZP]]

co *ypZi+Y [yp X [5pt 1]
\_/

Here structure (66b) would be ruled out given the first notion of
barrierhood, since 'XP' is a non-theta marked category intervening between
X (or X+Y) and the trace. The second notion would not rule it out,
however. On the other hand, structure (66c) is ruled out by the second
notion of barrierhood, but not the first: both XP and ZP are theta marked
and hence not barriers in the first sense, but XP does contain the trace
and a lexical head but not the antecedent, and is therefore a barrier in
the second sense. Thus both notions seem to be required; neither is
redundant. As it stands, this is rather unattractive conceptually.
Fortunately, the two conditions can in fact be reduced to a single
condition in a simple way: in Chomsky's definition, the notion 'barrier' is
relative only to the governed element B; I propose to replace this notion
with one that makes the notion of barrier doubly relativized with réspect

to both A and B in the following way:

(67) The maximal projection C is a (government) barrier

between A and B if and only if C contains B, C does not

contain A, and C is not theta indexed (with A).
Let us see how this definition gives the right results with respect to the
abstract test cases in (66). In (66a), the only maximal projection which

contains X+Y but not t is 'XP', so this is the only potential barrier.

However, this category is theta indexed with Y and hence also with X+Y
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given (64); thus is not in fact a barrier between the two. Hence X+Y
governs t. In (66b), the potential barrier XP is not coindexed with Y (or
anything else) and thus is an actual barrier. Hence, government is blocked
between X+Y and the trace, and this structure will be ungrammatical by the
ECP. Finally, in (66c) both XP and ZP are potential barriers. XP is theta
indexed with Z+Y via Y and therefore is not a barrier; ZP however, although
theta indexed, is theta indexed with X and not with Y or Z+Y. Therefore, it
is a barrier between Z+Y and the trace, although not between X and the
trace. This is how the minimality condition is encoded into (67); A will
never theta mark the potential barrvier unless that barrier is a sister of A
by Theta theory, so any more distant potential barrier will always be an
actual barrier. The result is that X is not coindexed with the trace, so
it is not a proper governor, and Z+Y (although coindexed with it) does not
govern it, sé it is not a proper governor either. Therefore, (66c) is also
ungrammatical by the ECP, as desired. Thus we see that the definition of
government in (41) together with the definition of barrier in (67) gives

the correct range of consequences in a conceptually unified fashion.
Several remarks are in order with respect to (67):

First, it is necessary to understand the phrase 'C contains B' in this
definition as 'C contains or is equal to B' rather than 'C properly

contains B.' Tne empirical consequence of this is that in a structure like:

(68) [yp¥ lgp X [p2 1]
/A

Y will not only fail to govern Z, but also ZP--the ZP node itself will be a

barrier for each. In this way, we achieve the result of Belletti and Rizzi
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(1981), that if Y governs a phrase XP it governs the head of that phrase X
but no other category in the phrase. This will be required for certain
Case theory and Binding theory facts in section 2.2. Perhaps it is
unintuitive to think of a category as being a barrier between some other
category and it itself, but the actual definition gives the correct results

in a straightforward way.18

The word 'barrier' may be unfortunate in this
respect, but I will maintain it for the sake of consistency with Chomsky

(1985).

The second remark to be made about (67) is with respect to the
parentheses. One of the goals of Chomsky (1985) is to use essentially the
same notion of barrier in both government theory and bounding theory, such
that if the path between two nodes crosses one barrier government is
blocked, if it crosses two barriers a subjacency vioclation results.

Chomsky notes that it is reasonable to expect a minimality condition to
hold on government but not on bounding theory. Thus (67) defines two
slightly different but intimately related notions of barrier: one, without
the parenthesized phrase which induces minimality, which is relevant to the
Bounding theory; and one, with the parenthesized phrase, which is relevant

to Government theory.

The third remark to be made about (67) is that in some cases it
determines a different set of barriers to government from Chomsky's
definition. For example, in (65a) both accounts agree that it is crucially
the presence of the two nodes S' and S between the verb and the PRO that
causes one of them to be a barrier; the difference is that for Chomsky it
is S' that becomes the barrier and given (67) it is S that formally does

the blocking. In this case, however, the effect is the same. Indeed, this
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is true of most other such cases. Since the difference between the two

formulations is in no way fundamental to the idea behind (67),19 I will not

explore the possibility of distinguishing the two notions empirically.

Returning to the major theme, we now successfully derive the Head
Movement Constraint on ¥X-o movement from the Empty Category Principle. The
pieces fit together into the following formal proof. Suppose that an X-o
'X' moves into an X-o 'Y' that theta marks (= properly governs) XP. Then
the complex category X+Y will govern the trace of X, since the only
intervening maximal projection is XP. XP is not a varrier between X+Y and t
because by hypothesis it is theta indexed with Y, and therefore with X+Y
given (64). X+Y is also identification indexed with t since X is, again by
(64). Thus, X+Y both governs and is coindexed with t; therefore it |
properly governs t, and the ECP is satisfied. Thus movement of an X-o into
a Y-o which properly governs the XP that the X-o heads is permitted. Now
suppose that X-o moves anywhere else, say to a Y which is not theta marked
with the XP that X heads. The only elements which are identification
indexed with the trace are X and X+Y; yet neither of these will govern the
trace. The reason is that XP, which now contains the trace but not X or
X+Y, is by hypothesis not theta indexed with Y. Therefore it is not theta
indexed with X or X+Y either, and it will always be a government barrier
between these and the trace. It follows that the trace can never be
antecedent governed. Neither can it be lexically governed, since it is an
X-o level category and, as discussed above, X-0 categories never bear theta
indexes. Therefore, the trace cannot be properly governed at all, and ECP
is violated. Hence it is forbidden for the X-o to move anywhere but to the

Y-o that properly governs its projection. Thus, the Head Movement
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Constraint (60) follows entirely from the ECP. Now, we are Justified in
interpreting the fact that X-o movement obeys the HMC as showing that the
trace of X-o movement in fact is subject to the ECP. In other words,
Incorporation crucially does have property (59i), the first of the
characteristic properties of the 'Move Alpha' relationship, as well as

property (59ii).

There is an important empirical point to be made nere, in addition to the
conceptual points. We predict that the pattern of movement of X-o's and
the pattern of movement of XPs should be parallel in certain respects,
since both are determined in part by the same principle, the ECP. This
will be masked somewhat for argument XPs, because they. unlike X-o's, can
be properly governed by the local head that theta marks them, thereby
satisfying the ECP in a way which is unavailable to X-o's. Adjunct XP
phrases, however, have no theta marker by hypothesis. Therefore their
traces, like those of X-o's, must be governed by the antecedent, and we
predict that the two will have similar distribution in certain ways. In
fact, this is true. It is poséible to wh-move adjuncts under certain

conditions:

(69) a. I fixed the car in a careful manner.

b. In what manner did you fix the car?

Following Chomsky (1985), I assume that, at least in the case of adjuncts,
wh-phrases can move through a position adjoined to VP on their way to

COMP. Thus, (69b) will have an S-structure approximately like (68):

(70) [In what manner']i did you [VP t; [VP fix [the car] t5 ]
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Here, the movement from thé VP internal position to the VP adjoined
position is parallel to the very strictly local movement allowed in X-o
movement, illustrated in (66a). On the other hand, it is quite impossible
to extract an adjunct out of an adjunct clause (cf. Huang 1982, Lasnik and

Saito 1984):
(71) *In what manner did you leave [before fixing the car t]

The full structure of this clause will be something like:

(72) [In what manner]i did you...
[vp g [VP leave [S' before PRO [VP t;' [VP fixing the car ti]]]

Here fhe structure is ungrammatical because t'' fails to govern t', since
the intervening S' node is not theta indexed and hence a barrier between
the two traces. This is directly parallel to the fact that it is
impossible to move X-o's out of adjuncts (66b). Moreover, it is also
impossible to move an adjunct if it is embedded one level further, even in
a complement, when that complement is headed by another lexical item. Thus

compare (from Huang 1982:564):20

(73) a. Of which city did you [witness [the destruction t]]?
b. Of whom did you [buy [the pictures t]]?
(74) a. *On whicn table did you [ t [buy [the books t]]]?

b. *From which city did you [‘f [meet [the man t]]17

In the sentences in (73), the PP is a complement of the object NP;
therefore its trace is properly governed by the head N, and the structures

are acceptable. In (74), however, the PP is an adjunct of the NP and hence

- 76 -



it must be governed by its antecedent. The nearest that an antecedent can
be is in the position adjoined to VP. Here the object NP category contains
the initial trace but excludes the adjoined trace. Moreover, even though
this NP is theta indexed, it is certainly not theta indexed with the
adjoined trace; hence according to the definition in (67), NP is a barrier
to government. Thus, the sentences in (74) are correctly ruled out by the
ECP on this account, crucially by the added minimality phrase of (67).
This case is directly parallel to the fact that X-o movement is impossible
when the trace is separated from its antecedent by one extra phrasal node,
even if that phrase is a complement (66¢). Thus, this range of evidence
from adjunct extraction gives independent evidence for the theory of
government that includes the doubly relativized notion of barrier in (67).
More importantly, we have discovered a deep similarity between the
distribution of Incorporation and that of XP movement, thereby confirming
the hypothesis that Incorporation does in fact involve the same relation

'Move alpha'.21

The final property of 'Move Alpha' which we expect to appear in
Incorporation processes is that Incorporation should respect the subjacency
condition (59iii). In fact, this requirement is vacuous, because the ECP
induces a strictly stronger locality condition on X-o movement already, as
we have seen. Subjacency says that a movement cannot cross more than one
barrier (cf. Chomsky 1985), but if an X-0 moves over even one barrier its
trace will never be properly governed. Thus, we can assume that
Incorporation is in fact subject to Subjacency, but this condition will
always be redundant, just as it is for the wh-extraction of adjuncts

(Chomsky 1985) and (at least for the most part) in NP-movement (cf.
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Marantz 1982).

In conclusion, we héve seen that Incorporation can be fully subsumed as a
special case of the general transformational rule 'Move Alpha'. The main
empirical consequence is that it makes it possible to derive the
distribution of Incorporation--as described by the Head Movement
Constraint--in terms of the ECP, thereby also capturing parallelisms with
the distribution of wh-movement. The explanatory benefits of this will be
seen to be many in later chapters; ultimately this will provide the
explanation for why one certain GF changing processes are possible. In
what follows I will sometimes continue to refer to the HMC for clarity and
convenience, but it should be kept in mind that this is not a basic

principle of Universal Grammar, but rather a derived consequence of it.

1.4.4 The Government Transparency Corollary

The concepts and conventions defined in the last subsection have a
further consequence that will be of fundamental importance in this work:
the consequence that Grammatical Functions (appear to) change in
Incorporation structures Consider once again an abstact example such as
that in (75b), and compare it with the parallel structure without

Incorporation in (75a), where the theta indexing are explicitly

represented:
(75) a. YP b. YP
/\ /\
Yj—2 XPj Y* _XPJ
/\ /\N A\
Xif?IZPi Xi ¥y ti ZPi
; ~"7
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In the last subsectioh we discussed (75a) and concluded that Y governs into
XP tb govern X, but it does not govern ZP; ZP, since it is not theta
indexed with Y, is a government barrier for itself. There is a crucial
difference in (75b), however. Here the parallel lexical category Y* again
governs the head of XP, properly governing the trace in that position.

However, our principles imply that Y* also governs ZP in this

configuration. This can be stated in the following terms:

(76) The Government Transparency Corollary (GTC)

A lexical category which has an item incorporated into it

governs everything which the incorporated item governed in its

original structural position.
By standard convention, I assume that when a category moves, it both
carries its indexes with it and leaves them on its trace. Thus, in
particular, when X moves onto Y in (75b), it carries the theta index that
it shares with ZP with it. Independently of convention, this is probably a
necessary assumption for the Theta Criterion to be satisfied at LF--there
every theta assigner (of which X is one) must be theta indexed with an
argument. Now by convention (64), this theta index of X will be considered
to be a theté index of the containing lexical category Y* = X+Y, just as
the theta index of Y is. This implies that neither of the maximal
projections that intervene between Y* and ZP will be a government barrier
between the two: XP is theta indexed with Y* = X+Y via Y; ZP is theta
indexed with Y* = X+Y via X. Y* certainly c-commands ZP, and it follows
that Y* governs ZP. Now, (75b) is the structure that is derived from (75a)
by the Incorporation of X. Thus we see that X-o movement automatically
changes the government properties of a structure in the way described in

(76), simply by virtue of the fact that it, like all movement, induces a
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coindexing relationship between two distinct nodes. (76) is called
'Government Transparency' because intuitively it says that an XP becomes
transparent/invisible for the purposes of government when its head is
incorporated. This conclusion follows automatically from the very same
principles that were seen to make Incorporation possible in the first
place; thus the theoretical framework captures the fact that Government

Transparency is an essential property of Incorporation.

The GIC is of fundamental importance because it explains the fact that
GF-changing phenomena as characterized in section 1.1 are inherently
associated with Incorporation. Take again one of our introductory examples
of Incorporation: Noun Incorportion in Mohawk:

(77) a. ka-rakv ne [sawatis hrao-nuhs-a?]. (=32)

3N-white John 3M-house -suf

'John's house is white.'

b. hrao-nuhs-rakv ne [sawatis t].

3M-house-white John

'Jon's house is white.!'
Here the unincorporated sentence (77a) includes exactly the structure of
(75a), while the incorporated sentence nas that of (75b), where the verb
-rakv 'white' is 'Y', the noun -nuhs- 'house' is 'X', and the NP sawatis
'John' is 'ZP'. Now assume, following standard assumptions, that a verb
can only agree with an NP which it governs. Then the GTC immediately
explains the peculiar shift in verbal agreement between (77a) and (77b): in
the unincorporated structure (77a) the verb does not govern the possessor
and hence cannot show masculine agreement with it; if, however, the
intervening head is incorporated as in (77b), it does govern the possessor,

and agreement with that possessor is possible. In other words, the

possessor comes to have a canonical object property of Mohawk as an



automatic side effect of the incorporation, thereby giving the appearance
of Possessor Raising--one of the core GF-changing processes of section

1.1.2.%2

Recall from section 1.3.3 that grammatical function names in GB
can be defined relative to a particular subtheory of the framework, because
of the framework's modular structure. Thus, we can say that 'Jom' changes
from a possessor to an object of the matrix verb with respect to
government, even though it does not change GFs at all with respect to X'
theory (the standard definition of the GFs in the work of Chomsky). More
generally, we predict that such a phrase stranded by incorporation will
always come to behave like an object of the higher verb with respect to the
Government theory module, and those modules which are directly dependent on
it (notably Case theory), although it does not change status with respect
'to X' theory and those modules dependent on it. Thus, it will appear that
the GFs change, although only partially so. This fact, which makes sense
only with the GB type notion of the nature of grammatical functions, will
be the root cause of the idiosyncracies of GF changing processes described
in section 1.1.5 In fact. the Government Transparency Corollary will be the
pillar of my explanation of the so-called Grammatical Function changing

phenomena at large.

1.4.5 The Place of Morphology

The last general issue about the framework that must be addressed with
respect to Incorporation is how the theory of Morphology relates to the
theory of syntax. This has been a topic of rather lively debate in recent
years: see, for example, Anderson (1983%), Pranka (1983), Fabb (1984),

Sproat (in preparation), and Marantz (1984), (1985) for a variety of
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views. The view which I will adopt is one with essentially the same
content as that which emerges from the work of Marantz: I claim that
morphology is in effect another subtheory, with a status roughly on a par
with the established subtheories of principles of Government-Binding theory
as enumerated in section 1.3.2. As such, Morphology theory (as we may call
it) can be characterized as the theory of what happens when a complex

structure of the form [Z—o X +Y ] is formed. In this way, it is parallel

to (say) the Binding Theory, which is the theory of structures of the form

[ NP, ... NP.' ], where the index is a referential index. Morphology
i i

theory's responsibility is twofold: first, it has the task of determining
whether a structure dominated by an X-o level category is grammatical or
not in a given language; second, if the structure is well-formed it haé the
responsibility of assigning it a phonological shape. Thus, Morphology
theory potentially includes whatever principles, Universal or particular,
determine the level ordering effects of Seigel (1974) and Allen (1978);
principles of the strict (phonological) cycle; principles of morphological
subcategorization and feature percolation such as those of Lieber (1980);
or whatever else in this general domain proves relevant. Probably,
Morphology theory also has at its disposal a simple list of forms in order

to deal with phonological exceptions and suppletions of various kinds.

All or many of the various functions listed above have been for the last
15 years or so been generally restricted to the lexicon (since Chomsky 1370
and the Lexicalist Hypothesis). I am using the term lexicon in a specific
sense, however, as a defined level of grammar at which the inherent
properties of lexical items are represented; in particular, those

properties which are atomic from the point of view of other levels (cf.
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Fabb 1984). Morphology theory, in contrast, is like the other subtheories
in that it is somewhat freed from inherent association with any one
particular level of description, although it may of course contain
principles which make specific reference to a given level. In this way, it
can be compared, for example, to Government theory, which includes both the
definition of government--relevant térall syntactic levels levels--and the
constraint ECP, which holds specifically at LF. Similar remarks are in
order with respect at least to Case theory and perhaps the Binding theory.
Thus, I will assume many of the constraints of Morphology theory simply
have the same consequences for an X-o and a Y-o that combine to form a
category of zero bar level, regardless of the level at which the
combination takes place. In particular, it becomes natural from this
perspective to have the same morphological principles apply when two
morphemes come together in the lexicon in the standard way, and when
similar (or the same) morphemes come together in the syntax as a result of

Incorporation.

In fact, this seems to be the usual case in language. To take a simple
example, consider the morpheme -ir in the Bantu language Chichewa. As we
have seen in (27) above, this is the characteristic morpheme of the
- applicative construction in this language, which I propose to analyze as
Preposition Incorporation (section 1.2, cf. chapter 4). It appears in
structures like the following:

(78) a. Msangalatsi a-ku-yend-a ndi ndodo.
entertainer SP-pres-walk-asp with stick

'The entertainer walked with a stick.'
b. Msangalatsi a-ku-yend-er-a ndodo.

entertainer SP-pres-walk-appl-asp stick
'The entertainer walked with a stick.'
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(79) a. Mpalame zi-ma-uluk-a ndi mapiko.
birds SP-hab-fly-asp with wings
'Birds fly with (using) wings.'
b. Mbalame zi-ma-uluk-ir-a mapiko
birds SP-hab-fly-appl-asp wings
'Birds fly with (using) wings.'
Here the underlined applicative morpheme in the (b) sentences is associated
with a clear, semantically transparent instrumental thematic role (the one
assigned to the postverbal NP); the same role whicn is canonically assigned
to [NP, PP] in this and other languages, as shown by the (a) sentences.
Thus, the Uniformity of Theta Assignment Hypothesis implies that this
morpheme must be an independent constituent at D-structure, and hence the
(b) sentences are derived by (P) Incorporation. Hence, the verb and the
affix must together in the syntax in these sentences. Now compare the
following sentences from the same language:
(80) a. Mkango u-ku-yend-er-a anyani.
lion  SP-pres-walk-appl-asp baboons
'The lion is inspecting the baboons.'
b. Mkango u-ku-yend-a ndi anyani.
lion SP-pres-walk-asp with baboons
*'The lion is inspecting the baboons'
(0K 'The lion is walking with the baboons.')
(81) a. Mtolankhani a-ku-thamang-ir-a chiphadzuwa.
Jjournalist SP-pres-run-appl-asp beauty
'The journalist ran toward/pursued the beautiful woman.'
b. Mtolankhani a-ku-thamang-a ndi chiphadzuwa.
Jjournalist SP-pres-run-asp with beauty
*'The Jjournalist ran toward/pursued the beautiful woman.'
(0K 'The journalist ran with the beautiful woman.')
The verbs in the (a) sentences contain a recognizable morpheme very similar
in shape to the applicative morpheme; yet in these cases there is no

consistent semantically transparent theta role associated with its

appearance--and certainly not a prepositional theta role--as a comparison
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with the corresponding (b) sentences shows. Rather, the theta role
assigned to the postverbal NP in these sentences must simply be listed in
the lexicon as an idiosyncratic property of the forms -yend-er- and
~thamang-ir-. Thus, given the UTAH and the Projection Principle, the two

morphemes in these words must not be independent constituents at any
syntactic level. Thus, the verbal affix in these structures must be a
simple derivational transitivizing affix, which combines with verbs in the
lexicon. Now, one may or may not want to identify this affix
synchronically with the one that appears in (78b), (79b). Either way,
however, the two share a property that certainly must be captured by the

grammar: both occur in two forms -ir- and -er-, as the examples show.

Which form appears is determined in both cases by a simple rule of vowel .
harmony--the form with tense /i/ appears after verb stems whose last vowel
is tense (/i/, /u/, or /a/); the form with lax /e/ after verb stems whose
last vowel is lax (/e/ or /o/). Moreover this rule of vowel harmony is a
very general one in Chichewa. The very same morphological principle is at
work in determining the shape of combinations formed in the lexicon and in
determining the shape of combinations formed in the syntax. Further
examples of this will be abundant in the chapters that follow. This
situation argues in favor of the view that Morphology is simply the theory
of the shape of structures dominated by an X-o level node, independently of
how or where this structure is formed; such a view is equipped to explain

these similarities without duplicating rules or principles.

A further virtue of this approach to the relationship between morphology
and syntax is that it allows principles which are fundamentally
morphological principles to determine syntactic structure in various ways.

In this way, Morphology theory is again parallel to other subtheories such
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as Case theory and Binding theory, whose requirements either force or
forbid certain movements in the syntax. This can come about in a variety

of ways.

The most important effect which Morphology Theory has on syntax is that
it filters out various impossible Incorporations. Thus, 'Move Alpha' can
be allowed to apply freely, but if it generates an X-o level structure
which Morpnology rules illformed or to which it fails to assign a
phonological shape, the structure as a whole will be ungrammatical. Thus,
Incorporation processes need not be absolutely productive, since an
idiosyncratic gap in a morphological paradigm will suffice to block the
incorporation from taking place. Moreover, this gives us a way of
answering certain questions about language variation. For example, it can
be a consistent morphological property of a language that it has no

productive compounds of the form:

(82) v
/ \
N V
[+ tense]

English, in fact, has just this pr'oper'ty.23 Then if the Morphology
component of a language rules out structures like (82) derived in the
lexicon, it will also rule out such structures derived in the syntax,
thereby making Noun Incorporation impossible in the language. Thus, we
have the beginnings of an explanation of what it means to say thaf Ehglish
lacks Noun Incorporation but Mohawk has it, without claiming that there
exists an explicit rule of Noun Incorporation which a language can either

have or lack. Finally, we can use this to explain why the position of



adjunction to a X-o category is normally a possible landing site for X-o
movement, but not for XP movement. It is a natural principle of morphology
to block syntactic phrases inside a word. Thus, for example, one cannot
normally form Fhglish compounds such as 'eat-lunch-in-parks-hater', meaning
'one who hates eating lunch in parks' because of a principle such as this.

This could be expressed as:

(83) * X-o

i-n, where n is greater than O
This Morphological wellformedness condition, which blocks the creation of
impossible compounds in the lexicon, would also then block the same
structure from being formed in the syntax, thereby ruling out adjunction to
X-0 as a valid landing site for XP-movement. This then has the consequence

that 'phrase incorporation' will generally not be allowed in natural

language, a positive result (e.g. cf. section 2.2).

This filtering function of morphology can take place in the opposite way
as well. Lieber (1980) claims that affixes are specified for all of the
same types of features as independent words are, including category. I am
accepting this conclusion (at least for a range of cases) in a strong way
when I assume that elements which appear as affixes on the surface can head
phrases and assign theta roles in exactly the same way as normal words do
at the level of D-structure (section 1.4.1). The difference between affixes
and words then, according to Lieber, is simply that affixes must attach to
a word--clearly a morphological requirement. Then, if an item is specified
as being an affix, but is generated independently at D-structure in

accordance with the UTAH, that item will obligatorily have to undergo X-o
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movement to adjoin to some other X-o; failure to do so will result in a
structure which violates a principle of Morphology theory. This notion
will be presupposed in section 2.4, and developed in more detail in section
3.2. Thus, we see how Morphology theory can make Incorporation obligatory
in some cases, and forbidden in others, even though the movement process is

itself, as always, tecmically optional.

Finally, we can appeal to Morphology Theory to close one remaining gap in
our derivation of the Head Movement Constraint from the ECP. In section

1.4.3, it was shown that a structure such as (84) is ruled out by the ECP:

*YP

/ 0\

Y~ XP
/N b\
Zy Y X zP
Ty

(84)

However, a priori there would be another possible derivation that would
result in the same impossible surface string as (84) but without violating
the ECP: namely having Z undergo a type of successive cyclic movement

through a position adjoined to X. This would yield:

(85) *YP
/\

Y~ XP

/N

Z;{ Y X" 7P

/\ A\

. X ot

tl. N

This derivation can plausibly be ruled out by Morpnology theory. It is

obvious that 'Move alpha' cannot in general move a part of a word to some



other part of the string. This part of the old Lexical Integrity
Hypothesis still seems true. This can be captured in terms on an obvious

principle of Morphology theory such as:

(86) * Teowen ]

(%o o+

In other words, a trace can never be dominated by a zero level category,
meaning that there are no traces inside words. This principle, of
independent value, will rule out structure (85): the category X~ violates

the constraint. Now, the HMC does truly follow from the ECP.

It should be mentioned in this regard that there is still one kind of
'successive cyclic movement' available to 'Z' in order for it to appear
farther from its intial trace than is usually possible: the whole derived

category X~ can incorporate into its governor Y, yielding a structure such

as.:
(87) *YP
/ \
Y~ XP
Xé \Y : \Z
t:: ZP
/\ J 1
ARSI

Here no morphological principles are violated. Moreover, since X~ is
coindexed with the trace of Z (by (64)), when it moves it will leave a copy
of this index behind on its trace. Hence, the (original) trace of Z
continues to be properly governed after the second Incorporation, and ECP
is satisfied. In fact, in the course of our investigation we will find

sentences with substructures such as that in (87).

Thus, we see how the view of Morphology as a semi-independent system of
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principles rather as than a subpart of the lexicon proper has a number of
attractive consequences. This perspective in turn makes possible an
analysis of GF changing phenomena in terms of Incorporation from the
morphological point of view, since the complex word structures that X-o
movement generates in the syntax can legitimately be considered to be
morphological structures in good standing; they have the same status as
lexically formed structure with respect to the Theory of Morphology.
Hence, in a typical case of Incorporation such as:
(88) YP
/ N\
Y~ XP
/N

Xi Y 'tiZP
the X-o movement simultaneously causes a morphological change--by creating
a new zero level structure Y™--and a syntactic change--by creating a new
‘indexing between two nodes, thereby causing apparent GF changes by the
>GTC. Thus an Incorporation analysis would explain the fundamental link
between Grammatical Function changing and morphology, thereby answering the
questions raised in section 1.1.3. In the chapters that follow, I will show
that, for each of the GF changing processes considered in its own right,
there is strong empirical evidence for exactly such an analysis of the

process.



CHAPTER ONE: FOOTNOTES

1. For glossing and transcription conventions, see appendix A.

2. In particular, see Keenan (1975). Chomsky (198l) has a critical
discussion on the validity and empirical content of identifying processes
of 'passive' (for example) across languages. His points are valid in part,

and will be addressed in what follows.

3. I restrict the domain of inquiry in these ways to focus on what seem to
be 'core' grammatical processes rather than those which are peripheral in
the sense of Chomsky (1981), and to limit the possibility of misanalysis by

individual researchers.

4. The case marking on the subject in (13a), (13b) changes as well; this
however is a normal reflex of the fact that Eskimo employs an ergative case
marking system in which the subject of an intransitive verb bears the same
morphological endings as the object of a transitive verb. This contrasts
with the more familiar accusative case marking system in which the subject
of an intransitive verb bears the same morphological endings as the subject
of a transitive verb (as in Latin, for example). For recent discussion of
this case marking difference in frameworks compatible with mine, see B.
Levin (1983), Marantz (1984), J. Levin and Massam (1984). Thus, the case
shift on the actor NP is not evidence that its GF has changed, but it is
further evidence that the GF of the patient has changed, such that it is no
longer an object, thereby triggering the intransitive case marking

pattern. Often in the course of this work I will abstract away from this
difference in case marking systems, calling 'nominative' any structural

case assigned to the subject and 'accusative' any structural case assigned
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to the object.

5. For example, Lawler (1977) argues that the passive in Achenese
(Austronesian) has no overt morphology. Mark Durie (personal
communication) claims that what Lawler calls a passive is more properly a

type of topicalization process, however.

6. It is not rare for (say) a special particle to appear on a verb in a
question clause; what is more unusual is for such a particle to reflect the
grammatical function of the questioned phrase with respect to that verb

(but see Chung 1982).

7. See Baker (1985) ﬁor discussion of the morphological issues involved

here.

8. An important exception to this is Marantz (1984). Comparisons with his
approach will be made throughout this work. On more current GB approaches

to the phenomena discussed here, see section 6.3.

9. Here I assume without argument that the stative verb 'be-white' is
unaccusative in the sense of Perlmutter (1978). See section 2.1.1 for

discussion.

10. It seems that Case indexing must be included in 'coindexing' as well,

given Exceptional Case Marking structures (Lasnik and Saito 1984).

11. In fact, it is this that will given an explanatory account for the
facts that necessarily involve relativizing GFs to strata in Relational
Grammar or taking GFs to be 'cluster concepts' in the terminology of Keenan

(1976) .
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12. In particular, one would need to understand exactly what coﬁnts as an
identical thematic relationship. Possibly to be avoided is the result that
Mary must have the same D-structure position in the following two
sentences, since they both imply that Mary came to own the gift as a result

of the event:

(i) a. Mary was given *(t) a nice gift yesterday.

b. Mary received (*t) a nice gift yesterday.

13. In fact, the study of Incorporation will provide more crosslinguistic
evidence in favor of the Unaccusative Hypothesis (section 2.1) and evidence
against Kayne's analysis of dative shift (section 4.3). Kayne later (1983,
chapter 9) extends his analysis of dative shift to include the existance of
a phonetically null preposition governing Sophia in (48b); this part of his
analysis is in fact implied by the UTAH and confirmed by incorporation

evidence (cf. section 4.3.1, 4.4).]

14. Marantz (1984) also assumes a principle which has the consequence of
forcing certain items which appear as morphological affixes on the surface
to be independent in underlying syntactic structure (his (7.1)):
If a lexical item assigns a semantic role or has an argument
structure [corresponds to 'assigns a theta role'], it is an
independent constituent at 1-s structure [corresponds to
D-structure].
The UTAH is in a sense stronger than this principle, in that it implies
that theta role receivers as well as theta role assigners must be
independent constituents at D-structure, thus requiring incorporation

analyses of Noun Incorporation, Passive, and Antipassive, as well as of

Causative and Applicative.
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There is also a conceptual similarity between the UTAH and the 'Universal

Initial Assignment Hypothesis' of Relational Grammar.

15. Marantz's (1984) derivation of causatives like (51b) is syntactic and
obeys a projection principle in the loose sense that the surface structure
is related to the underlying, semantically determined structure.
Nevertheless, in Marantz's framework the relationship need not be--and in

this case crucially is not——full isomorphy of categorial structure.

16; The correspondence between theta marking relationships and true
semantic relationships cannot be a direct one, as shown by Chomsky's
“examples 'I found the flaw in the argument' versus 'I found the coat in the
closet.' These sentences are thematically parallel but not parallel in

real semantics. Nevertheless, the point in the text holds.

17. Borer would write (63) in the following form:

(1) YP
/ \
[ X+Y] XP
y* U I \

t: ZP...
l

This may make the c—command properties of the structure slightly more
clear, but the interpretation of the two diagrams is exactly the same. As
Marantz (1984:43) points out, some.principle is needed just so that the
actual verb like c—commands and hence governs its object in spite of the

intervening node V in an elementary structure such as (ii):
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(ii) VP

/ \
\'4 NP
| |
like N
[
John

(64) fills this need as well.
18. For an alternative, see note 19.

19. The basic idea of (67) is to collapse the adjunct-type barriers with
minimality type barriers by making reference to the category that theta .
marks the potential barrier invthe definition. This can just as easily be
worked into Chomsky's definitions in the following way:

(i) C is a (government) blocking category between A and B if
and only if C includes B but is not theta indexed (with A).

(ii) C is a (govermment) barrier between A and B if and only
if it excludes A and (a) or (b):

(a) C immediately dominates a D, D a (government) blocking
category between A and B.

(b) C is a (government) blocking category between A and B,
C not of category S.
These definitions without the parenthesized material--which again is only
relevant to government theory—are identical to Chomsky's. I chose to work
with the definition in the text primarily because it is simpler. It should
be mentioned that both Chomsky's definitions and mine must include some
special stipulations about the role of complementizers and INFLs (see

section 3.3.2).

20. As Huang observes, the contrast between (73) and (74) interacts with

the possibility of Preposition Stranding in English. For some speakers,
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P-stranding is highly preferable in both structures, and this can cause the
contrast to become less clear. Huang shows that in French, where

P-stranding is never possible, the same contrast holds very clearly.

21. Of course there are also differences between the distribution of
adjunct movement and the distribution of X—-o movement. These follow from
independent differences between the two types of categories; notably
differences in where they can be generated given X' theory, and differences
in possible landing sites. Adjuncts as XP categories can adjoin to the XP
category VP (cf. Chomsky 1985); X-o's can adjoin to the X-o category V

(see section 1.4.5).

22. This and related examples will be studied more closely in sections 2.2

and 2. 3.

23. This is true apart from a few backformations based on deverbal

compounds such as babysit (from babysitter).

24. Condition (83) may be subject to linguistic variation. Thus Dutch and
German apparently form phrasal compounds much more readily than English
does. I do not know if this type of freedom carries over to incofporation

in any languages or not.
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Chapter 2

NOUN INCORPORATION

Consider the following sentences from Mohawk, an American Indian Language

of the Iroquoian language family (data from Postal 1962):l

(1) a. watesyvts hra-nuhs-nuhwe?-s
doctor MS-house-like-perf
'The doctor likes the house'

b. i?i ye-k-kar-hrek-s
I tl-lsS-bark-push-perf
'T push the bark'

c. i?i k-rihw—nuhwe?-s
I 1sS—custom-like-perf
'T 1ike the custom®

Each of these sentences consists of two morphophonological words which are
independently inflected: a subject N(P) (which may optionally be
‘pro-dropped') and a verb. Moreover, the verb is morphologically complex:
it consists of both a basic verb root and a noun root, in addition to a
standard collection of agreement, tense, and aspect morphemes. The special
characteristic of these sentences is that the noun root seems to count as
the direct object of the structure, productively receiving a thematic role
from the verb root. This can be seen by comparing the Mohawk sentences in

(1) with their only natural counterparts in English:
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(2) a. The doctor likes the house
b. I push the bark

c. I like the custom

In each of these sentences, there are three independent lexical items (not
counting the nonlexical determiners and INFLs), a subject, a verb, and a
direct object. In fact, examples with similar structure occur in Mohawk,
alongside those in (1):
(3) a. watesyvts hra-nuhwe?-s ne ka-nuhs-a?

doctor MS-like-perf  pre-house-suf

'"The doctor likes the house’

b. i?i ye-k-hrek-s ne yao-kar-?
I tl-lsS-push-perf pre-bark-suf
'I pushed the bark'
c. i?i k-nuhwe?-s ne yao-rihw-a?

I  1sS-like-perf pre—custom-suf

'T like the custom'
In these examples, as in English, there is no noun root in the verb form;
rather the thematic object nominal appears as a seperate word, heading its
own phrase and receiving a theta role from the verb in the ususal way.
This is the expected situation, with the verb acting as a sort of semantic
function, and the direct object serving as the argument of that function.
Superficially, the sentences in (1) do not seem to have this same
functipn/argument structure at all. This not withstahding, sentences like
those in (1) and (3) are good paraphrases of one another. In particular,
the same thematic roles and selectional restrictions relate the same verbs
(or verb roots) to the same nouns (or noun roots) in the sentences in (1)
as in the sentences in (3). One may say that one morphologically complex

word in Mohawk can 'do the work' of two words in a language like English,

creating a kind of mismatch between morphology and syntax. Similar
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constructions exist in Southern Tiwa, as described by Allen, Gardiner, and
Frantz (1984). Compare (4) with (5):
(4) Seuan-ide ti-mu-ban

man-suf  1s:A-see-past

'T saw the/a man'
(5) Ti-seuan-mu-ban

1s:A-man-see-past

'] saw the/a man'
Again, (4) has a standard verb and direct object NP structure; while (5) is
a thematic paraphrase of (4), but with the root noun of the direct object
appearing inside the verb form rather than as an independent phrase.
Constructions like those in (1) and (5) are often referred to as instances
of 'Noun Incorporation'; I will follow this usage, developing it into a
particular analysis of these structures in terms of the theory of
Incorporation (in the technical sense) sketched in Chapter 1. Noun
Incorporation also exists in the other Iroquoian languages (Onondaga, Chafe
1970; Tuscarora, Williams 1976; Oneida; Seneca), Wichita (Caddoan, Rood
1976), Nahuatl (Merlan 1976), Eskimo (Sadock 1980, to appear), Niuean
(Austronesian, Seiter 1979), and many others. A comprehensive survey of

languages in which NI occurs and its various superficial forms can be found

in Mithun (1984).2

Noun Incorporation in languages like Mohawk and Southern Tiwa must be
distinguiéhed from cases of noun-verb compounding in English. The two are
similar in one way: both alow a noun and a verb to combine rather
productively into a larger word, in which the noun is arguably associated
with one of the verb's thematic roles (see Lieber (1983), Fabb (1984),

Selkirk (1982), Sproat (to appear)). Thus forms like the following are
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acceptable in English, partly parallel to those in (1) and (5):

(6) a. The doctor is a compulsive house-liker.

b. Bark-pushing is illegal in civilized cultures.

c. Custom—ignorers. should be fined heavily.

d. Martha went man-watching.

Nevertheless, these are very different from true Noun Incorporation cases.
For example, the N-V combinations in (6) are crucially deverbal; the
resulting form serves as a noun (or an adjective) instead of as a verb.
This contrasts with Mohawk, where the N-V combination is regularly the main
verb of its clause. In English, there are a few cases of N-V compounds

acting as main verbs:

(7) a. I babysat for the deOrio's last week.

b. (?)We need to grocery-shop tomorrow.

but these are unproductive and siaoratic forms, which are quite clearly
backformations from the productive deverbal compounds illustrated in (6).
Hence the forms in (7) depend on the existence of very common forms such as

babysitter and grocery-shopping. Furthermore, in these cases there is no

general relationship between a '"Noun Incorporation' structure and an

unincorporated counterpart, as there is in Mohawk:

(8) a. *I sat the baby for the delrio's last week.

b. *We need to shop the groceries tomorrow.

Related to this difference is a clear difference between the referential
value of the noun root in the English compounds and that of the noun root

in true cases of Noun Incorporation. In English cases such as (6) or (7),
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the noun root is nonreferential: no house or set of houses is referred to
in (6a); neither is a specific man or set of men referred to in (6d). The
situation can be quite different in the case of true Noun Incorporation.
An incorporated noun may refer to a generic or unspecific class, giving a
reading rather similar to that of the English compound. However, they can
also be used to refer to a very specific object which happens not to be
focused in the discourse in languages like Mohawk and Nahuatl (see Merlan
1976, Mithun 1984). The difference is clearly illustrated in the following
segment of a Mohawk discourse from Mithun (1984): |
(9) Nb:nv akwé: yo—stéthv né-:nvhst-e sok ni:wa v-tsaka—nvhst-arﬁzko

when all 3N—dry pre-corn-suf then now fut-1lpS-corn-takeoff
'When the corn was completely dry, it was time to shell it (the corn)'

Here the incorporated N root ‘'corn' in the second clause refers
specifically to the same ears of corn specified by the NP 'corn' in the
preceeding clause. This type of example is common in true noun
incorporating languages. Another example, from Nahautl, is given in (10)
(Merlan 1976):
(10) person A:
Kanke eltok ko¥illo? Na' ni'neki amanci .
where 3sS-be knife I 1sS-3s0-want now
'Where is the knife? I want it now.'
person B: ,
Ya' ki-kocillo-tete'ki panci

he 3sS/3s0-knife-cut bread
'He cut the bread with it (the knife)'

Again, the incoporated 'knife' in B's response refers to the same specific
piece of steel as that mentioned by A. Other languages such as Southern
Tiwa and perhaps Onondaga (Chafe 1970) take this even farther, such that it

is unmarked to incorporate the noun root even in the first use, with no
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implication of indefiniteness (Allen, Gardiner, and Frantz 1984). English
compounds are very different in these ways:
(11) person A:

Why did the doctor buy that house?

person B:

Because he is a house-liker.

It is absolutely clear that, unlike the Nahuatl case, B's response can only
mean that the doctor likes houses in general, not that he liked the
particular house he bought. Thus, incorporated nouns in these Indian
languages are fully referential in a way that 'compounded nouns' in English
are not. Complex verbs in Mohawk and Nahuatl can truly do the work of two
words in that they both predicate and refer, whereas English compounds
cannot. The English facts are familiar, and are often related to the fact
that English compounds are words formed in the lexicon, together with some
principle to the effect that words are 'islands' with respect to
referential properties (see Williams (in preparation), Sproat (to
appear)). Something different must be happening with Noun Incorporation,

however.

The great productivity and the referential transparency of Noun
Incorporation suggests that it is a syntactic process, rather than (just) a
lexical one. In fact, the guiding assumptions set down in Chapter 1 point
in exactly this direction. As a concrete example, let us focus on sentence
(la). Here, it is the house that is being appreciated, and the doctor that
is doing the appreciating. Thus, the same theta assignments are present in
(la) as in (3a). The Uniformity of Theta Assignment Hypothesis therefore
implies that (la) and (3a) have parallel D-structures, where these same

theta assignments are represented in the same way. This suggests a
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D-structure such as (12) (details omitted):

(12) S
/ \
NP VP

/ / \
doctor V NP

I I
nuhwe? N
'like’ |
nuhs
'house'
In (3a), all that happens to this structure is that inflectional morphology
is added. In (la), however, the verb 'like' and the noun root 'house'
combine into a single word at some stage. This will be accomplished Noun
Incorporation involves syntactically moving the structurally lower lexical
item (the noun) in order to combine with the higher lexical item. Finally,
by the Projection Principle, this movement is not allowed to destroy
thematically relevant structure. Thus, the moved noun root must leave a
trace in order to head a direct object phrase that will receive a theta

role from the verb and satisfy the verb's subcategorization requirements.

Therefore, the S-structure of (la) must be approximately:

(13) S

/\
NP VP

/ / \
doctor V NP

/N N\
N V ti
I
housei—like
Notice that this structure begins to explain the difference in

referential status between nouns in N-V combinations in Mohawk and those in

English: only in Mohawk is the noun root associated with an external NP
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position. This NP position can then be the locus of the referential
behavior of the internal argument, rather than the noun root directly.
Thus, we keep the idea that words are 'referential islands' in and of
themselves essentially intact, accounting for the English facts, and still
explain how the Mohawk facts can be different. I will take (12) and (13)
to be the prototypical Noun Incorporation structures. This chapter will be
devoted to developing this syntactic analysis of Noun Incorporation,
défending it against alternatives, and drawing out its implications for

linguistic theory.

2.1 Syntactic Incorporation and the Distribution of NI

One of the most salient descriptive aspects of the Noun Incorporation
process is that it has a limited distribution. This is noted in some
manner or another by virtually all who have investigated Noun Incorporation
in a particular language. We may take as our starting point the following
generalization from Mithun (1984:875), based on her comprehensive survey of
Noun Incorporation in languages of the world:

Verb-internally, incorporated nouns bear a limited number of
possible semantic relationships to their host verbs, as already
noted. If a language incorporates nouns of only one semantic
case, they will be patients of transitive verbs, whether the
language is basically ergative, accusative, or

agent-patient... If a language incorporates only two types of
arguments, they will be patients of transitive and intransitive
verbs—again, regardless of the basic case structure of the
language. The majority of incorporating languages follow this
pattern. Many languages additionally incorporate instruments
and/or locations....

The question then arises, what is the nature of this restriction on the

class of possible incorporates? How can the distribution characterized
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above be explained? I will argue that the restriction is fundamentally
syntactic, thereby concluding that Noun Incorporation is a syntactic
process. Thus, in the first subsection, I will show how this distribution
can be made to follow from the Head Movement Constraint corollary of the
Hnpty Category Principle (cf. section 1.4.3). In the second subsection, I
will argue against the most commonly stated alternative: that Noun
Incorporation is purely lexical and its distribution is to be captured in

semantic rather than in syntactic terms.

2.1.1 NI and the ECP

The core fact about the distribution of Noun Incorporation is that in
ordinary transitive clauses, the direct object may be incorporated, but the
subject may not be. This is the case in Mohawk (based on Postal (1962)):
(14) a. yoa-wir-a?a ye-nuhwe?-s ne ka-nuhs-a?

pre-baby-suf 3F/3N-like pre-house-suf
'The baby likes the house'
b. yoa-wir-a?a ye-nuhs-nuhwe?-s

pre-baby-suf 3F/3M-house-like
'The baby house-likes'

c. *ye-wir-nuhwe?-s ne ka-nuhs-a?
3F/3N-baby-like pre-house-suf
'baby-likes the house’

A similar situation holds in Southern Tiwa (Allen, et. al. (1984)):

(15) a. Seuan-ide ti-mu-ban
‘ man-suf 1s:A-see-past
'T saw the man'

b. Ti-seuan-mu-ban
1s :A-man-see-past
'T saw the man'

(16) a. Hliawra-de f—k'ar-hi yede
lady-suf  A:A-eat-fut that
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'The lady will eat that'
b. *0-hliawra-k'ar-hi yede

A:A-lady-eat-fut that
'The lady will eat that'

Likewise, the Oceanic language Niuean (based on Seiter (1980)):

(17) a. Volu nakai he tau fanau e fua niu?
grate Q erg-pl-children abs-fruit coconut
'Are the children grating (the fruit of the) coconut?'
b. Volu niu nakai e tau fanau?
grate—-coconut Q abs-pl-children

'Are the children grating coconut?'
(18) a. Fa totou he tau faiaoga e tau tohi
Hab-read erg-pl-teacher abs-pl-book
' (The) teachers often read books'
b. *Fa totou faiaoga e tau tohi
Hab~read-teacher Abs-pl-book
'Teachers often read books'
This pattern can be repeated for language after language: including
Tuscarora (Iroquoian, Williams (1976)); Onondaga (Iroquoian, Chafe (1970));
Eskimo (Sadock (1980)); and so on. This is also implied by Mithun's

generalization stated above, given that in transitive verbs agents are

cannonically subjects and patients are cannonically objects.

This subject-object asymmetry in Noun Incorporation is immediately
understood if we assume that NI is a syntactic process; in particular, that
it is derived by adjoining the noun root to the verb in question by

'Move-alpha'. For object incorporation, this will yield a structure such

as (19a), while subject incorporation will yield (l9b):3
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(19) a. S b. S

/ \ / \
NP VP NP VP
/ / \ / / \
N V NP ty V NP
/ / \ \ / \ \
baby N V tf N VvV N
| | | | |
houseilike babyilike house

Movement of the noun root necessarily leaves a trace in both cases, by the
Projection Principle. Furthermore, this trace, like all traces, is subject
to the ECP and must be properly governed. As discussed in section 1.4.3,
the assumption that theta roles are assigned only to maximal projections
implies that traces of X-o's can never be lexically governed. Therefore,
they must be governed by their antecedent. This condition is met in object
incorporation structures like (19a), since the antecedent is a part of the
verb which governs and theta markes the embedded NP. The condition is not
met in subject incorporation structures such as (19b), however. C-commands
is a condition on government, and the noun root in (19b) has moved lower in
the tree such that it does not c-command its trace; in particular, the VP
is a maximal projection which contains the noun root but not the trace.
Therefore, incorporation of a subject violates the ECP, while incorporation
of an object does not. In this way we explain the incorporation asymmetry
in terms of familiar principles of grammar (for technical details, see

l. 4. 3) L]

At this point, I observe that there is a construction closer to home
which seems to be related to Noun Incorporation in these respects: namely
cliticization of the partitive clitic ne in Italian (similarly en in
French). Here I follow the data and (most of) the analysis of Belletti and

Rizzi (1981). In the relevant structure, an argument of the verb is
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expressed as a bare quantifier, while the clitic ne appears attached
phonologically to the verb. Belletti and Rizzi claim that the clitic is a
nonmaximal nominal item which heads the NP containing the quantifier at
D-structure. Then ne syntactically moves to attach to the verb, leaving a
trace. Interestingly, exactly the same subject-object asymmetry that we
have seen in Noun Incorporation appears in ne—cliticization as well:
(20) a. Gianni trascorreré tre settimane a Milano

'Gianni will spend three weeks in Milan'

b. Gianni gg_trascorrerg tre t a Milano
Gianni of-them will-spend three in Milan

(21) a. Alcuni persone trascorreranno tre settimane a Milano
'Some people will spend three weeks in Milan'

b. *Alcuni t ne trascorreranno tre settimane a Milano
'Some of them will spend three weeks in Milan'

There are some fairly clear differences between Italian ne—cliticization
and Noun Incorporation. From the morphological point of view, ne is only
superficially phonologically dependent on its host verb, while the noun
root of NI characteristically forms a full-fledged compound with the verb.
Furthermore, ne may categorially be an intermediate nominal projection,
rather than a pure N-o. Nevertheless, as long as it is not an NP, it will
not in itself receive a theta role, so it cannot be lexically governed.
Thus, when it moves, its trace must be antecedent governed, just as the
trace of a Mohawk or Southern Tiwa noun root must be. Thus, we explain the

fact that the two processes have the same distribution in these respects.

This account extends naturally to explain other aspects of the
distribution of Noun Incorporation. For example, Noun Incorporation never
takes a noun root out of a prepositional phrase contained in the verb

phrase. Seiter (1980) is explicit about this for Niuean:
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(22) a. Ne tutala a au ke he tau tagata
past-talk abs-I to pl-person
'T was talking to (the) people'’

b. *Ne tutala tagata a au (ke he)
pst-talk-person abs-I (to)
'TI was talking to people'’

(23) a. Fano a ia ke he tapu he aho tapu
go abs-he to church on day Sunday
'He goes to church on Sundays'

b. *Fano tapu a ia (ke he) he aho tapu
go-church abs-he (to) on day Sunday
'He goes to church on Sundays'
(24) a. Nofo a ia he tau ana
live abs-he In pl-cave
'He lives in caves'

Q

b. *Nofo ana a ia (he)
live—cave abs-he (in)
'He lives in caves'
What is explicit in Seiter (1980) seems to be just as true in the other
Noun Incorporating languages, as implied by the generalizations made by
researchers (although ungrammatical sentences are not given). Thus, in 50
pages of Mohawk text (Hewitt 1903) there is not a single example of
incorporation from a preposition phrase onto the verb. An example would
have the form:
(25) *John [3M-lake-ran [along t] (near home)]
='John ran along the lake near home'
(compare (47) below)
Partitive ne-cliticization in Italian follows Noun Incorporation in this
respect as well, according to Belletti and Rizzi (1981):
(26) *Me ne sono concentrato su alcuni t
I of-them have concentrated on some

'T concentrated on some of them'

(27) *Gianni ne ha telefonato a tret
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Gianni of-them have telephoned to three
'Gianni telephoned three of them'

This can be explained in the same terms as above. The structure of these

~examples is given in (28):

(28) s
/ \
NP VP_
/7 N\
I Vv PP
/ \ I\
N V P NP

peopléita{k io li
'As usual, the trace of the noun root must be governed by its antecedent in
order to satisfy ECP. However, in the structure in (28), the category PP
will block government of the trace by the root 'people', since PP contains
a closer lexical governor, namely the prepostion to. Technically, the
resulting verb complex is theta indexed with the PP but not the NP, and
this creates a barrier to government. In this way, we do not merely
describe but also explain the fact that nouns can never be incorporated out

of a prepositional phrase.

The ECP account of the distribution of Noun Incorporation makes a further
prediction: Noun Incorporation should never be able to take a noun root out
of an NP adjunct that appears in the VP. Such an incorporation would give

the structure in (29):

(29) S

NP VP
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In terms of dominance relations, this structure is similar to that of
object incorporation illustrated in (19a). The crucial difference is that
in (19a) the NP is theta marked by the V and thus is theta indexed with it,
whereas in (29) the NP has no direct relationship to the V. This implies
that the NP node will be a barrier to govermment in (29), even though it is
not in (19a). Hence, the antecedent will not govern its trace invthese
structures, so that Noun Incorporation out of an adjunct NP should never be

possible. This prediction is confirmed for ne-cliticization in Italian

(Belletti and Rizzi 1981):%
(30) a. Gianni & rimasto [tre settimane] a Milano
Gianni has spent three weeks in Milan
b. *Gianni ne % rimasto [tre t] a Milano
Gianni of-them has spent three in Milan
'Gianni spent three of them in Milan'
(compare (20) above)
The prediction seems to be quite true for cases of full-fledged Noun
Incorporation as well, although my data is unfortunately fragmentary.
Seiter (1980) gives incorporations such as the one in (30) as bad for
Niuean:
(31) a. Gahua a ia he po, ka e mohe he aho
work abs-he at night but sleep at day
'He works nights, but sleeps days'
b. *Gahua po a ia, ka e mohe aho
work-night abs-he but sleep-day
'He works nights, but sleeps days'
However, in this language the impossibility of incorporation in (31b) might
not be a new fact, but rather reducible to the impossibility of

incorporation out of a prepositional phrase. In 50 pages of Mohawk text
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(Hewitt 1903), I discovered no examples of the relevant type for that
language:
(32) *The baby [agr-time-laugh [five t]]
='The baby laughed five times'
Thus, I conclude tentatively that this prediction of the syntactic analysis

of Noun Incorporation is true, giving support to the syntactic approach.

Finally, we consider the case of subjects of intransitive verbs. Here
there is some variation, both across languages and across lexical items in
a language. Some such subjects can clearly incorporate in the Iroquoian

languages and in Southern Tiwa:

MOHAWK: (Postal (1962))

(33) a. ka-hur-? ka-hu?syi
pre—gun-suf 3N-black
'The gun is black'

b. ka-hur-hu?syi
N-gun-black
'The gun is black'

ONONDAGA: (Chafe (1970))

(34) wa?-o-nohs-ateka?
aor-3N-house-burn
'The house burned'

TUSCARORA: (Williams (1976))
(35) ka-hehn—-akwahat
3N-field—good
'"The field is good'

SOUTHERN TIWA: (Allen, Gardiner, and Frantz (1984))
(36) a. I-k'uru-k'euwe-m

B-dipper-old-pres

'The dipper is old'

b. We—gan-lur-mi
C/neg-snow-fall-pres/neg
'Snow isn't falling' (='It is not snowing')

Recall that it is systematically impossible to incorporate the subject of a
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transitive verb in all these languages, as discussed above. This we
accounted for in terms of the ECP, observing that a noun root will not
govern its trace if it moves downward, into the VP. This account, however,
has nothing to do with the transitivity of the verb per se, and the same
analysis should make the incorporation of intransitive subjects impossible

as well--if they are indeed subjects, that is.

Perlmutter (1978) has argued for what he terms the Unaccusative
Hypothesis, which claims that there are not one but two classes of verbs
which take only a single argument (see also Perlmutter and Postal 1984,
Burzio 1981, etc.). One class, called the 'unergatives', take a true
subject, external argument at D-structure, as usual. The other class,
called the 'unaccusatives', differ in that they do not theta mark an
external argument; rather, their sole argument is an internal one,
appearing in the direct object position at D-structure. This difference is
generally neutralized on the surface, since .the internal argument of an
unaccusative verb usually moves to the subject position by S-structure.
Nevertheless, there is strong evidence for the distinction in many
languages. Furthermore, there is a strong correlation to the effect that

unergative verbs take an agentive (or experiencer) argument, while

unaccusative verbs take a patient/theme argument.5 Now note that all of the
predicates which incorporate their subject in (33)-(36) do in fact take
clearly nonagentive arguments. Suppose that they are unaccusative. Then
the NP in question will appear inside the verb phrase at D-structure, and
from this position it can legitimately incorporate into the verb, instead

of moving to the subject position:
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(37) a. S b. *S

/ \ / \
NP VP NP VP
/7 0\ / I
e \' NP ti \
/ \ \ / \
N \' ty N A"
ot |
houseiburn babyilaugh

The structure in (37a) satisfies the ECP and is grammatical, being
identical in all relevant respects to (19a). This account explains why
only intransitive verbs can incorporate their 'subjects': only with
intransitive verbs can the S-structure subject in general be analyzed‘as a

D-structure object, since transitive verbs have the object position filled

independently--namely with the S-structure object.6 Furthermore, this
analysis based on the Unaccusative Hypothesis predicts that there should be
a second class of intransitive verbs: unergative verbs with agentive sole
arguments. These arguments will be subjects at all levels of
representation; hence incorporating them into the verb necessarily gives a
structure like (37b). This structure violates the ECP, being identical in
all relevant respects to (19b). Thus, the argument of agentive

intransitive verbs should never be incorporated. This appears to be true

in Southern Tiwa (Allen et. al. (1984)):7

(38) a. Khwien-ide O-teurawe-we
dog-suf A-run-pres
'The dog is running’

b. *0-khwien-teurawe-we
A-dog-run-pres
'The dog is running’

The prediction is also confirmed in the Iroquoian languages, where

researchers agree that only theme subjects can incorporate; never agent
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subjects, even in intransitives (Mohawk, Mithun (personal communication);
Tuscarora, Williams (1976); Onondaga, Chafe (1970)). Moreover, in Hewitt's
(1903) Mohawk text, there are no examples of the form:
(39) *agr-baby-laughed (*-ran, *-swam, *-danced, etc.)
='The baby laughed'
Finally, ne—cliticization in Italian illustrates the same pattern. 1In
Italian, there is rich independent evidence for the Unaccusative
Hypothesis. Verbs known to be unaccusative by other tests, such as
auxiliary selection, allow ne to move and cliticize onto the verb (Belletti
and Rizzi 1981):
(40) a. Sono passate tre settimane
have elapsed three weeks
b. Ne sono passate tre t
- of-them have elapsed three
However, verbs known to be unergative do not allow ne to move and cliticize
onto the verb:
(41) a. Hanno parlato tre  persone
have spoken three people

b. *Ne hanno parlato tre t
of-them have spoken three

In this way, a syntactic account of Noun Incorporation interacts with the
" Unaccusative Hypothesis to explain its distribution with intransitive

verbs.8

In conclusion, we have seen that the major aspects of the distribution of
Noun Incorporation can be naturally explained in terms of the Empty

Category Principle, a principle known independently to restrict syntactic
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movement. Indeed, this same principle is used to explain the fact that, in
moving wh-phrases position positions where there scope is directly
represented, moveament of direct objects is generally freer than the

movement of subjects, adjuncts (see Huang 1982, Lasnik and Saito 1984), and

objects of prepositions.9 Now, notice that we have found much the same
distribution in Noun Incorporation: the movement is free from direct
objects, but ungrammatical from subjects, adjuncts, and objects of
prepositions. I assume that this similarity of distribution is not
accidental; in fact it is explained on this account, since hoth movements
are governed by the same principle. Yet, in order for the ECP to be
relevant in determining the distribution of Noun Incorporation, there must
be a trace in Noun Incorporation structures whose distribution ECP can
goverﬁ. This implies (i) that Noun Incorporation involves syntactic
mo&anent of the Noun root and (ii) that the Projection Principle requires
that a trace be left in this movement. This is exactly the nature of the
analeis of Noun Incorporation that is sketched out in the introduction to
this chapter and that accords with the principles of Chaptezl 1. Thus, this
theory of Noun Incorporation is strongly supported by the fact that it
accounts for the distribution of Noun Incorporation and reveals a
significant parallelism between Noun Incorporation and the movement of

wh-phrases. 10

2.1.2 Against a lexical analysis of NI

In the last section, I claimed that NI is a syntactic process because
syntactic principles explain what can and cannot be incorporated. There is

however, a competing generalization: namely that the class of incorporable
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nouns should be characterized in semantic/thematic terms. In these terms,
the generalization is that only nouns which are patients can be
incorporated. This statement is particularly common in the Iroquoian
literature (see Chafe (1970), Williams (1976), Mithun (1984) as quoted
above). Now semantic/thematic notions generally play little role in GB
theory per se, except in as much as they canonically project into certain
D-structure positions (e.g. agents tend to be external to the VP).
Therefore, if the correct generalization concerning Noun Incorporation‘ is
in fact to be given in thematic terms, it will suggest strongly that
Noun-incorporations are formed in the lexicon, where thematic information
is clearly available and relevant. Then, from the point of view of the

syntax, Noun Incorporation structures will simply be base—generated.

The thematic analysis of NI is at first sight very reasonable. In the
last section we saw that the two types of nouns which can incorporate are
objects of transitive verbs and nonagentive 'subjects' (sole arguments) of
intransitive verbs. These are, in fact, the cannonical positions of NPs
bearing theme and/or patient semantic roles. Furthermore, there is at
least one fact which seems to support the thematic account against the
syntactic account. Tryadic, 'dative'-type verbs in incorporating languages
normally have their dative/goal argument as the direct object rather than
their theme argument--at least on the surface. Thus, the goal but not the
theme triggers object verb agreement and becomes the subject of a passive
sentence. Nevertheless, the goal can never incorporate, while the theme
can. This is illustrated in Southern Tiwa (Allen, et. al. (1984)):

(42) a. Ta-"'u'u-wia-ban hliawra-de

1s:A/A-baby—give-past woman
'I gave the woman the baby
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b. Ka-'u'u-wia-ban
1s:2s/A-baby—-give-past
'I gave you the baby'

(43) *Ta-hliawra-('u'u)-wia-ban
1s :A/A-Wwoman- (baby) give-past
'I gave the woman him (the baby)'

(42a,b) clearly show that it is the goal argument that determines verbal
agreement in the manner of a direct object. Nevertheless, the theme
argument can (in fact, must) incorporate, while the goal cannot (43),
whether or not the theme is incorporated as well. The same situation holds
in the Iroquoian languages (e.g. Tuscarora, Williams (1976:19)). This
appears to be conclusive evidence for the 'patient/theme' theory over the
‘object' theory. Nevertheless, I claim that there is a syntactic
explanation for the ungrammaticality of sentences like (43), but one that
will have to wait till Chapter 4 and its understanding of dative shiftt
verbs. In the meantime, I will argue that the 'object' theory is correct
after all. My focus will be on the Iroquoian languages, where the

'patient' theory is advocated most consistently.

The lexical analysis claims that only patients/themes can incorporate.
My syntactic analysis, on the other hand, predicts that incorporated roots
can bear exactly the same range of thematic roles as can be assigned by the
verb to an [NP, VP] at D-structure. Gbviously, these two generalizations
are very different conceptually. Can an empirical difference be found
between the two, given that languages very generally tend to assign
patient/theme roles to the underlying direct object position? Clearly, in
order to answer this question, we must have independent notions of
'patient' and of 'thame' which are purely semantic, and not
semi-structural. This is a notoriously murky issue. However, suppose that

we take straightforward definitions, such as those in (44) and allow only
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relatively clear extensions of these notions into abstract domains along
lines such as Jackendoff (1976, 1983):
(44) a. The THEME of a given predication is the argument which

moves or is located in that predication. (cf. Gruber 1965)

b. The PATIENT of a given predication is the argument which

is affected (i.e. its nature changed) by the action of

the predication.
Now we can ask if all incorporated noun roots can be grouped into one or
the other of these semantic categories. An inspection of the first fifty
pages of the Mohawk text in Hewitt (1903) shows that many of the cases do
in fact fall within this general sphere. This is expected either way,
since these classes describe the majority of direct objects in English as
well. Not, surprisingly, there are a number of unclear cases. There are,
however, a handful of examples in this corpus which fairly clearly do not
fall into these categories under any natural extension:
(45) a. Hakare' nen' ia'—e'-hent-ara'ne' ka-'hent-owane'

after now tl-3F-field-reached pre-field-large

'Then, after a while, she reached a grassy clearing that

was large' (Hewitt 1903:270)
b. 0' nakarontote' nene' karonto' ne dji teieita-'hia-tha'

what part-pre-tree-suf pre-tree-suf where imp-stream-cross-instr
'"What kind of tree is used to cross the stream there?'

In (45a) it is the subject, not the incorporated N root, which is changing
position, while the N-root is semantically an ordinary goal or locative, as
in the English sentences 'She went to the field' or 'She arrived at the
field.' (45b) is similar, except that this time the incorporated N root
'stream' is a 'via'-type path in the sense of Jackendoff (1983). These
examples raise serious questions about the adequacy of giving a purely

thematic/semantic condition for Noun Incorporation. It is significant,
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however, that English has an class of verbs exactly parallel to those in

(45) which take direct objects rather than PPs:

(46) a. She reached a large field at midday

b. How did you cross the stream?

Thus, the generalization that the class of thematic roles which can be
expressed by incorporated nouns is the same as the class of thematic roles
that can in general be assigned to an [NP, VP] at D-structure seems neither
too broad nor too narrow, but just right. The generalization that only
themes and/or patients can incorporate, on the other hand incorrectly
excludes sentences like (45). Thus, we have found support for the
syntactic analysis that singles out objects over the lexical analysis that

singles out patients.

There is another type of incorporation structure in the Iroquoian
languages which distinguishes the structurally based theory from the
lexical/semantic based theory: nouns may incorporate into governing

prepositions as well as into governing verbs. Consider Mohawk sentences

such as the following (from Hewitt (1903)):ll

(47) a. ...la'tionte'shennia'te’ o-'hont-ako ia-honwa-ia't-onti'
she-used-her-whole-strength pre-bush-in tl-3F/3M-body-threw
'...and with all her might she cast him into the bushes'

b. ...0'k tcinowe' e' t—-on-tke'tote o-ner-a'toko'
just mouse there du-3N-peeked pre-leaf-among
'A mouse peeked up there among the leaves'

c. Wa'-hati-nawatst-a'rho' ka'-nowa—-ktatie ne Rania'te'kowa'
aor-3Mpl-mud-placed pre—carapice-along Great Turtle
'They placed mud along (the edge of) the Great Turtle's carapice'

Each of these examples has a root with a prepostional meaning which has
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incorporated a noun root, in a way which has by now become familiar. This
process is productive and works for a range of prepositional elements,

incoluding at least: ke', on; -ako, in; -akta', beside; -akesho', along;

—ktatie, along the edge of; -toko, among. Thus, I claim that elements of

12

this class are true prepositions,”” and that the D- and S-structures of a

sentence like (47c) are (48a) and (48b) respectively:

(48) a. S b. S
' / \ / \
NP VP NP VP__
/ / 1\ / /1 N\
they V NP PP they V NP PP
/1 I\ /N 11N\
place N P NP N V tt P NP_
/ I 1\ I /N |I'\
mud along NP N mud. place N P NP Ej
__ I\ t 1N\
turtle shell shell: along turtle

J

Here the Iroquoian languages have D-structures, subcategorizations, and
theta assigmments parallel to those of English, in accordance with the
Uniformity of Theta Assignment Hypothesis. Then, in the syntactic
derivation from. D-structure to S-structure, the head noun of the object of
the preposition adjoins to the preposition by 'Move Alpha'. From this
position, the N antecedent governs its trace, thereby satisfying the ECP,
as in the parallel case of incorporation into a verb. In fact, this type
of incorporation is governed by the same principles applying in the same

way that they do in the case of incorporation into a verb.

Now, this incorporation into a preposition is unexpected on a
lexical/semantic approach to incorporation phenomena. Moreover, the
existance of preposition incorporation dooms to failure any simple

generalization about the class of possible incorporates in terms of
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samantic roles. In particular, one certainly cannot claim that only themes
and patients incorporate, since the the incorporates of these prepositional
items systematically have locative and path roles of various kinds

instead. Essentially, this is the same problem as the first one discussed
above in a different guise; the generalizations in terms of semantic types
are simply not true in detail. On the other hand, preposition
incorporation is entirely normal and expected under the syntactic analysis
I have been developing. The relationship between a verb and its object is
the same as the relationship between a preposition and its object in
relevant structural ways: both govern and assign theta roles to their
objects. Thus, if NI is a structurally dependent process, we expect it to
be equally possible (and to have the same properties) in both cases.

Again, the syntactic analysis is shown to be superior to the

lexical-semantic alternative.l3' 14

2.2 Incorporation, Stranding, and Government

In the last section, I argued in favor of analyzing Noun Incorporation as
a case of syntactic movement by showing that the process is governed by
known syntactic principles. In this section, we will consider another type
of argument for syntactic movement, based on the fact that Noun
Incorporation movement can 'strand' certain kinds of NP material.
Furthermore, the properties of some of this stranded material give insight
into the nature of Government; in particular by giving empirical support

for the Government Transparency Corollary of section 1.1l.4.
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2. 2.1 Determiner stranding

One classical arguments for movement transformations from the early days
of generative grammar is that they can simply account for what is sometimes
called 'discontinuous dependencies'. For example, consider the following

English sentences:

(49) a. The time has come [for my departure].
b. The man doesn't exist [that can reconcile these feuding factions].

c. The claim was disproved [that pigs have wings].

In each of these cases, the phrase in brackets modifies the subject noun
phrase of the sentence. Nevertheless, the phrase in brackets is separated
from that subject by the verb and potentially other material. This is a
discontinous dependency; there is a semantic dependency between two phrases
which are not adjacent at all, as is standardly required for these kinds of
modification relationships (at least in English). Clearly, the
relationship between the subject NP and the bracketed phrase must be
expressed in some manner, since it is part of a native speaker's knowledge
of English. A standard way of making this relationship is to assume that
the bracketed phrases do in fact form a constituent with the subject NP at
D-structure, and that they are then moved to the right-peripheral position
by PF. In this way, the discontinuous dependency is explicated in terms of
a normal, continuous dependency, plus a movement transformation. This is
the motivation behind the old 'extraposition' transformation. The
existence of such a transformation is supported by the fact that the
bracketed phrases may also appear in their presumed D-structure position,

‘as part of the NP that they modify:
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(50) a. [The time [for my departure]] has come.
b. [The man [that can reconcile these feuding factions]] doesn't exist.

c. [The claim [that pigs have wings]] was disproved.
Another type of example of discontinuous dependencies appears in (51):

(51) a. Little heed seems to have been paid to my warning

b. Some headway finally appears to have been made on this problem.

These sentences contain noun like heed and headway which have a highly

restricted distribution: normally the former only appears as the object of
the verb pay, and the latter as the object of the verb make. These items
combine with their immediately governing verbs to form a kind of idiom.
Now, idiomatic interpretation is generally strictly local, between a verb
and its directly governed object. In (51), however, the idiomatic object
is far away from its licensing verb, with a matrix verb intervening between
the two. This type of discontinuous dependency is also accounted for by
movement. Specifically, the idiomatic NP appears as the object of its
licensing verb at D-structure, and is moved to its final position by

passive and raising 'transformations'.

In some languages, Noun Incorporation can create similar discontinuous
dependencies. In particular, the incorporated noun root can be modified or
specified by a nonadjacent word or phrase that remains morphologically
outside of the verb complex. For example, the external specifier can be a
demonstrative element:

(52) MOHAWK (Postal (1962:395))
a. ka-nuhs-rakv  thikv

N-house-white that
'That house is white'
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ONONDAGA (Chafe (1970:32))

b. neke o-nohs-akayoh
this 3N-house-old
'"This house is old'

SOUTHERN TIWA (Allen et. al., (1884:295))
‘c. Yede a-seuan-mu-ban

that 2sS:A-man-see-past

"You saw that man'

Sentences of this type frequently correspond to sentences in which the noun
root is not incorporated, but rather forms a phrase with the demonstrative

in the usual way:

(53) MOHAWK
a. ka-hu?syi [thikv ka-hyatuhsr-a?]
N-black that pre-book-suf
"That book is black'

SOUTHERN TINA

b. [Yede seuan-ide] a-mu-ban
that man-suf 2sS~-see-past
'You saw that man'

Similarly way, relative clauses and modifier phrases can appear outside the

verb but be interpreted as modifying a noun root inside the verb:

(54) MOHAWK (Postal (1962:395))
a. ka-nuhs-rakv [nehneh a-ak-ahninu?]
3N-house-white that indef-3F-buy
'The house that she would buy is white'

ONONDAGA (Chafe (1970))

b. wa?-k-hwist-acheni? [Harry ha-hwist-ahto?tihna?]
aor—-1sS-money-£ind Harry M-money-lost/past
'I found the money that Harry lost'

SOUTHERN TINA (Allen et. al. (1984:297))

c. Te-pan-tuwi-ban [kukha-ba-'i]
1sS:C-bread-buy-past 2S:C-bake-past-subord
'T bought the bread you baked'

GREEENIANDIC ESKIMO (Sadock (1980))

d. Kusanartu-mik sapangar-si-voq
beautiful-instr bead—get-indic/3sS
'He bought a beautiful bead'
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Again, parallel sentences exist in which the noun is not incorporated but

forms a phrase together with the relative clause or modifier:15

(55) MOHAWK
a. ka-hu?syi [ne ka-hyatuhsr-a? nehneh k-nuhwe?s]
N-black pre-book-suf that 1sS-like

'The book that I like is black'

GREENLANDIC ESKIMO

b. [Sapannga-mik kusanartu-mik] pi-si-voq
bead-instr beautiful-instr O0—get-indic/3s
'He bought a beautiful bead'

Finally, quantifiers and numeral phrases may also appear in this sort of
construction:
(56) MOHAWK (Postal (1962))

a. ka-nuhs-rakv [ne wisk ni-ka-wal]

3N-house-white five part-3N-pl
'Five houses are white!

SOUTHERN TINA (Allen et. al. (1984:295))
b. Wisi bi-seuan-mu-ban

two 1sS:B-man-see-past

7T saw two men'

And, as usual, the noun root may optionally appear outside of the verb

root, forming a phrase with the quantifier:16

(57) MOHAWK
a. ka-hu?syi [ne wisk ni-ka-wa ne ka-hyatuhsr-a?]
MN-black five part-N-pl  pre-book-suf

'Five books are black'
SOUTHERN TIWA —~
b. [Wisi seuan-in] bi-mu-ban
two man-pl 1sS—-see-past
'I saw two men'
Quantifiers are also discontinuously related to the clitic element on the

verb in Italian ne—cliticization structures such as those in the previous

section.
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The possibility of this kind of discontinuous dependency is explained and
even expected given the analysis of Noun Incorporation as the syntactic
movement of a subphrasal category. n this account the noun root to be
incorporated is separate from the governing verb at D-structure, where it
heads the noun phrase that is assigned the verb's direct internal theta
role. A specifier or modifier can then be a part of this NP in the usual

way. Thus the D-structure of (for example) (56b) would have the form:

(58) S
/ \
NP VP

/o /N
I V NP

I/ \
saw 'Q' N'
two N

men

Perhaps nothing happens to this structure, in which case it surfaces
essentially 'as is', yielding a sentence like (57b). However, it is also
possible for 'Move alpha' to apply, creating a Noun Incorporation
structure. We are assuming that there is a morphological principle to the
effect that only a lexical category can adjoin to a lexical category (see
1.4.5). Thus, only the N-o projection 'man' can be moved, necessarily

stranding the specifier. This gives an S-structure for (56b) like (59):

(59) S
/' \
NP VP
/7 N\
I \Y NP
/ \ I\
N v Q' N!

I [ [\
mani see two ti
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Here, the trace of the N-o is in a local configuration with the specifier
or modifier, and thus provides the link between the incorporated N root and
the external phrase which is needed so that they will be interpreted
together by the LF component. Furthermore, this set of structures for the
incorporation cases explains straightforwardly why they are (thematically)
equivalent to their unincorporated counterparts. 1In this way, the
discontinuous dependencies laid out above are accounted for. Moreover, in
the same way that discontinuous interpretive dependencies such as those in
(49) and (51) provide evidence for syntactic movement analyses of
extraposition, passive, and raising, the similar dependencies discussed
here provide evidence for a syntactic movement analysis of Noun
Incorporation. If N-V combinations were always generated in the lexicon
and NI structures like (56b) were base generated, then some special
stipulation will have to be added to express the fact that the quantifier

may and must be interpreted as modifying the incorporated N root.l7

2. 2.2 Possessor Raising

Related to the determiner stranding examples of the last subsection are

the following slightly more complex examples:

(60) MOHAWK:
a. hrao-nuhs-rakv ne sawatis (Postal 1962:319)
M-house-white John
'John's house is white'

b. Kvtsu v—kuwa—nya't—é?'ase (Mithun 1984)
fish fut-3pS/3F-throat-slit
'"They will slit the fish's throat'

(61) ONEIDA: (M. Doxtator via Michaelson, personal communication)
wa-hi-nuhs-ahni :nu: John
aor-1sS/M-nuhs-buy John
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'T bought John's house'

(62) GREENIANDIC ESKIMO: (Sadock 1980)
Tuttu-p neg-itor-punga
reindeer—-erg meat-eat-indic/1sS
'T ate reindeer's meet'

In these sentences, there is both an incorporated noun root, and an
independent noun phrase outside the verbal complex. The external noun
phrase is interpreted as being the possessor of the incorporated root.
Following the cases discussed above, the obvious account is to assume that
the external NP is the possessor of the noun root at D-structure in the
normal way. Then, the noun root incorporates, stranding the possessor,

just as it strands other NP material:

(63) a. S b. S
/ \ / \
NP VP NP VP
/ / \ / / N\
I \' NP I \ NP
b/ N\ /N '\
buy NP N! N V NPN'
o [ [ 1 N\
John car caribuy John 13y

Also as in the other cases of stranding, the noun root may fail to
incorporate, yielding a synonymous sentence in which the noun forms a

phrase with its pos:sessor:18

* (64) MOHAWK

a. ka-rakv ne [sawatis hrao-nuhs-a?]
MN-white John M-house—suf
'‘John's house is white'

ONEIDA

b. wa?-k-nuhs-ahni:nu: [John lao-nuhs-a?]
aor-1sS-house-buy John M-house-suf
'TI bought John's house'

GREENLANDIC ESKIMO
c. [Tuttu-p neqaa-nik] neri-vunga
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reindeer—-erg meat-instr eat-indic/1sS

'I ate reindeer's meet'
In fact, given that Noun Incorporation consists simply of moving a N-o out
of a normal NP, all things being equal, we expect cases of 'possessor
stranding' to arise. Thus these structures fit very naturally into the

framework being developed.

There is a complication with these possessor stranding structures,
however. This can be seen most clearly by comparing the two Mohawk
possessive examples carefully. Notice in particular the shift in agreement
marking on the verb in (66):

(65) a. ka-rakv thikv ka-nuhs-a?
3N-white that pre-house-suf
'That house is white'
b. ka-nuhs-rakv  thikv
N-house-white that
'That house is white'
(66) a. ka-rakv ne sawatis hrao-nuhs-a?
N-white John  M-house-suf
'John's house is white'
b. hrao—nuhs-rakv ne sawatis
M-house-white John
'‘John's house is white'
When the noun head of the verb's internal argument is not incorporated, the
verb shows object agreement with that head, as one would expect. Hence in
examples (65a), (66a) the verb is 3rd person neuter, matching the person
and gender of the external noun 'house'. Normally, when the noun root is
incorporated into the verb, the agreement on the verb is unchanged; it
still references the features of its object, which now come from the

incorporated noun root, as in (65b) (Postal (1962:285); also Allen et.

al. (1984) for Southern Tiwa). When a possessor is stranded, however, the
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verbal agreement shifts, so that it agrees with the possessor rather than
with the incorporated noun. Thus, in (66b) the verb is 3rd person
masculine, reflecting the features of 'John', rather than 3rd person
neuter, reflecting the features of 'house' (compare also the Oneida
examples (61) _and (64b)). In fact, this verbal agreement with the
possessor suffices to license 'pro—drop' of the possessor—i.e. the
possessor can be a phonologically null pronoun whose features are
identified by this verbal agreement. This is illustrated below in Mohawk
and Southern Tiwa: |
(67) MOHAWK (Mithur} (1984))
Wa-hi-'sereht-anvhsko
past-MS/1lsO-car-steal
'He stole my car'
(68) SOUTHERN TIWA (Allen et. al. (1984))
a. Im-musa-'i-hi
1sS|B—cat-come-fut
'My cats are coming'
b. Ka-shut-seur-a
2sS|A-shirt-fall :sg-pres
"Your shirt is falling'
c. Kam—kuchi-tha-ban
1sS/2s | B—pig-find-past
'T found your pigs'
Triggering verbal agreement and being able to 'pro-drop' are normally
characteristic properties of the direct object in these languages. For
this reason, Allen, Gardiner, and Frantz (1984) call this process

'possessor ascension' to direct object, and state that incorporation of the

possessed noun is necessary for possessor ascension to take place.

In order to understand this shift of agreement, we must consider two
questions: (i) why may the verb agree with the possessor when the possessed

noun root is incorporated; and (ii) why must the verb agree with the
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possessor in this situation. Taking the second question first, note that
there is an intrinsic difference between possessor stranding and
specifier/modifier stranding in the B framework; the possessor is a full
NP which (I assume) receives a possessional thematic role from the head
noun. Therefore, the possessor, unlike other specifiers and modifiers,
will need to receive Case in order to pass the Case filter. In ordinary
possessive structures in the Mohawk, a possessor NP has no special
morphological case ending of any kind. The possessor does, however,
trigger agreement morphology on the possessed head noun. For example, in
(66a) , 'house' appears not with its usual inflectional prefix (ka-), but
rather with the prefix hrao-, which indicates that its possessor is 3rd
person masculine. We may assume that it is this agreement process which
causes the possessor 'John' to pass the Case Filter (see 2.3.2 for a
development of the formal mechanisms at work here). Now, when the head
noun is incorporated into the verb form, it no longer is in a position to
directly assign Case to the possessor via the agreement relation.
Furthermore, I assume that traces of X-o's never either assign Case to NPs
which they govern, or transmit Case to such NPs from their antecedents (see
section 2.3.3). Thus, stranded possessor NPs in Noun Incorporation
structures must receive Case from some other source, or the structures will
be ungrammatical. The main verb complex is the only likely candidate;
therefore, it must assign Case to the possessor, a relation which again is
morphologically expressed by agreement in Mohawk and Southern Tiwa. Thus

verbal agreement with the possessor is obligatory.

Now, we return to the question of why the verb is permitted to agree with
the possessor at all. Given that this kind of verb agreement is the

morphological reflection of an abstract Case assignment relation, we
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conclude that the verb must govern the possessor NP in this configuration,
since government is a necessary precondition for Case Assigmment. This is
confimed by the fact that null pronouns can appear as possessors in this
construction by virtue of the verbal agreement, since most theories of
licensing null pronouns require those pronouns to be governed by the

element that identifies their features (see Rizzi (1985) and references

cited there).

This not withstanding, it does not seem that the verb governs the
possessor of its object in general, at least in these languages. For
example, the verb can never show object agreement with the possessor if the
head noun of the possessor is not incoporated; nor can it saction its

'pro—drop’': 19

(69) MOHAWK: (Postal 1962:319)
a. *hrao-rakv ne sawatis hrao-nuhs-a?
M-white John M-house—-suf
'John's house is white’

SOUTHERN TIWA: (Allen et al. 1984:307)
b. *Kuchi-n Kam-tha-ban
pig-suf 1sS/2s|B-find-past
'I found your pigs'
The same conclusion is strongly supported by considering the distribution
of Noun Incorporation. Thus, it is impossible to bypass the head noun of
the object NP and incorporate the head noun of the possessor of the object

instead; structures such as the one illustrated in (70) never occur in

natural language (as far as I know):
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(70) a. *Mary [agr-man-found] (that) pigs
='Mary found (that) man's pigs'
(OK as 'Mary found that pig's man'!)

b. S
/ \
NP VP
/ / \
Mary V NP
/ \ I\
N \'4 NP N'
(I '\ N\
manifind | N'N
(that) | \
ti pigs

If we assume that the verb governs the possessor in this structure, then
the noun root 'man' will likewise govern its trace within the possessor NP,
satisfying the ECP. Thus, we would predict that the structure in (70)
-should be good. Therefore, the fact that such structures are actually
ungrammatical indicates that the verb does not govern the possessor in this
structure. Based on this range of data, we must say that the verb governs
the possessor of its object if and only if the verb has incorporated the
head noun of that object. In fact, this is exactly what follows
theoretically from the assumptions concerning government laid out in
Chapter 1 (section 1.4.3), which result in the Govermment Transparency
Corollary (section 1.4.4). Technically, the verb 'white' does not govern
the possessor 'John' in a structure like (69a) because it is not
thematically indexed with 'John', and hence this category is a barrier to
government between the verb and it itself.  Informally, we say that 'John'
has a closer governor, namely the noun 'house' which it is theta indexed
with; hence government fails. However, when the head noun of the object
moves out of its NP and is incorporated into the verb, the resulting verbal

complex will inherit the theta indexes of the incorporated noun; thus, it
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will be coindexed with 'John' in the derived structure. Thus, this time
'John' is not a barrier to government between the verb complex and itself.
Nor is the larger object NP a barrier (as before), since the complex verb
is theta indexed with this category, having inherited this index from the
verb root. Hence government holds between the verb and the possessor--when
and only when the head noun has been incorporated. Intuitively, we can say
that the trace of the N does not count as 'closer governor' of the
possessor. In other words, because of general properties of»Government
theory, incorporation has the side-effect of making the projection of the
moved category 'transparent' to government from the outside; in particular,
the category to which the moved category adjoins will govern into this
projection. This result holds in general, and is the content of the
Government Transparency Corollary. Thus, we account for why the verb can
govern the possessor of its object in noun incorporation structures,
thereby agreeing with it and allowing it to 'pro-drop', in (67) and (68)
but not in (69). These sentences (together with (70)) are the empirical
evidence that the GIC, previously developed in the abstract, is a true
principle of grammar. In a way, these structures turn out to be similar to
Exceptional Case Marking structures, in which a verb comes to govern a NP
which it does not theta mark or subcategorize for because of a special
process. The only difference is the nature of the special process that
brings about this extension of the government domain: in ECM verbs it has

been claimed to be S'-deletion; in NI structures it is a result of

Incorporation.20 Thus, we have accounted for the peculiar properties of
possessor stranding in NI languages, and found new evidence about the

nature of government along the way.
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Independent evidence that the government properties of a configuration
change when a head X-o is incorporated comes from the Binding theory. Note
that in English, a pronoun can be coreferent with the subject of the clause
if it is the possessor of the direct object, but it cannot be coreferent

with the subject if it is the direct object itself:

(71) a. Mr. and Mrs. Cuyler washed [their car] yesterday.

b. *Mr. and Mrs. Cuyler washed them yesterday.

Chomsky (1981) explains this difference in terms which crucially involve
government ,, claiming that a pronoun may not be coreferent with an NP which
is in its 'governing category': the smallest category that contains the
pronoun, a governor of the pronoun, and a subject (in the X' theory

sense). In (7la), the governing category of the pronoun is thus the object
NP itself, and does not include the matrix subject; whereas in (71b) the
pronoun is governed by the matrix verb and hence the governing category
does include the matrix subject. Hence, a coreference interpretation is

acceptable in the first case but not in the second. In the light of this,

consider the following paradigm from Mohawk (cf. Postal 1962:332):21

(72) a. I?i k-ohres ne i?i wak-nuhs-a2.
I 1sS/3NO-wash I ls-house—suf
'T washed my house.'

b. *I?i k-nuhs—ohres ne [ i?i t ].
I 1sS-house-wash I
'I washed my house.'
c. I?i k-atat-nuhs-ohres.
I 1sS-refl-house-wash
'T washed my own house.'

(72a) is exactly parallel to (7la); in Mohawk as in Ehglish a pronoun in

the possessor position of the direct object can be coreferent with the
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matrix subject. If, however, the head N of the direct object is
incorporated into the verb, as in (72b), the facts change. Now, the
possessor can no longer be coreferent with the matrix subject, even though
its phrase structure configuration with respect to the subject position is
completely unchanged, given the Projection Principle. In fact, it behaves
like an object (cf. (71b)), with the entire sentence as its governing
category. What has changed? Surely the thematic object NP still contains
the pronoun and a subject (thé pronoun itself), so the only possible
explanation is that the pronoun is now governed from outside the object NP,
by the matrix verb. Again, this is exactly what the GIC predicts: the
complex verb governs the possessor after incorporation, in this case with
the effect of expanding the pronouns governing category. On the other
hand, the possessor in (72a) does not have the same expanded governing
category, implying that the matrix verb does not govern it, in accordance
with my definition of government which includes a kind of 'minimal
governor' condition. The contrast between (72a) and (72b) thus provides a

kind of minimal pair, clearly showing that incorporation changes government

relations in exactly the way predicted by the GTC.22 The only grammatical
way to express referential identity between the matrix subject énd the
thematic possessor of the incorporated object is to use a special anaphoric

construction with a reflexive form of the verb, as shown in (72c).

Finally, there is one more type of NP internal constituent we might
consider: namely, noun complements that are generated under the N' node as
sisters of the N-o. Can Noun Incorporation strand this type of phrase, as
it can the others? According to the theory developed so far, we expect

that it should. In fact, the structures should behave just like possessor
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stranding structures, since the complement will, like the possessor, need
Case, and it is governed and theta-marked by the head noun. Thus, when the
head noun is not incorporated into the verb, the verb will not govern the
complement, since the N is a closer governor. Therefore, it will be
impossible to incorporate the head of the complement directly into the
verb:
(73) *[Mary [agr—catisaw] [NP a picture [ (of) (that) t]l]

='Mary saw a picture of (that) cat' L
On the other hand, if the head noun does incorporate, it will no longer be

a closer governor, and the verb will govern and assign Case to the stranded

complement. This should yield grammatical structures such as:

(74) [Mary [agr-picture{saw] [NP ti[bhn]]]
='Mary saw a picture of John'

where the 'agr' on the verb includes object agreement with the complement
'John'. Unfortunately, the issue is not clear empirically. The literature
does not mention a 'complement raising' construction of this kind, parallel
to the attested 'possessor raising' construction. However, there is an
interfering factor: it is not clear which if any NPs in (say) the Iroquoian
languages have this N-complement structure in the first place. These
languages lack derived nominals corresponding to items like 'destruction'
in English; kinship terms are verbal expressions rather than nominal ones;
and 'picture nouns' are English-influenced items which generally cannot
incorporate even if there is no complement to strand (Mithun, personal
communication). Hence, many imaginable instances of structures like (73)
and (74) will never arise, for better of for worse. Possible examples of

complement stranding are the following, from the Mohawk text of Hewitt
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(1903):

(75) a. ne Oterontonni'a' o~'hwendji-a' es wa'-tha'-tcan-akwe'...
Sapling pre-earth-suf prt aor-M-handful-pick
'Sapling would customarily take up a handful g_f dirt'
(Hewitt p. 302)

b. e' io'hiano'kote' ta'hno' e' ke-tho'kw-a'here' tci'ten'a'
prt it-bush-stood and prt MN-flock-rested birds
'"There stood a clump of bushes, where a flock of birds rested'
(Hewitt p. 298) -

In these sentences, the incorporated noun root is semantically interpreted
together with a full noun outside the verb; hence these qualify as cases of
stranding. The only question is: what is the structure of the noun phrases
such 'handful of dirt' and 'flock of birds' when the head noun does not
incorporate? I have no direct evidence to settle this question, but theory
internal reasons imply that 'handful' and 'flock' must have been the head
of the original NP-——otherwise they would not be able to incorporate. This
in turn implies that 'dirt' and 'birds' are not the head of the NP; thus
assuming that they are indeed complements of the head seems the most
likely. Therefore, I conclude tentatively that structures such as (74) are
possible in languages of the world. In contrast, I know of nothing with
the form of (73). Thus, N complements appear to fit into the same general

framework developed here.

In summary, we have seen in this section that Noun Incorporation can
strand a variety of nonhead NP material. The existence of discontiuous
semantic dependencies formed in this way gives strong classical evidence
for a movement analysis of Noun Incorporation. Furthermore, assuming this
approach, certain particular facts about the Case marking and agreement
with stranded possessor NPs in Southern Tiwa and the Iroquoian languages

give evidence into the nature of the government relation itself, strongly
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supporting the theory of government developed in Chapter 1. In particular,
we have found empirical support for the Government Transparency Corollary,
which implies that Incorporation automatically creates 'Exceptional Case
Marking'-like structures. This Corollary will play a central role in
accounting for the GF changing properties of a wide variety of

constructions involving X-o movement throughout this work.

2.3 Noun Incorporation and Case Theory

In the last section, we studied Noun Incorporation data both for its own
sake, but also to refine and confirm aspects of the theory of Government.
In this section, I will use the same strategy as a way of studying the
theory of (abstract) Case. In particular, it will be shown that a noun
phrase whose head noun is incorporated does not need to receive Case in
order to pass the Case Filter, even though it is phonologically overt.
Attempting to see why this should be a natural exemption to the Case Filter
will then lead to a rethinking of why NPs must have Case; I will argue that
the Case Filter is only a special case of a more general requirement of

'visibility' for interpretation at the level of LF (cf. Chomsky 1984).

2 . 3.1 Incorporates do not need Case

In section 2.1, we saw that the sole arguments of some, but not all
intransitive verbs can incorporate in the Iroquoian languages and in
Southern Tiwa. I argued that this was a reflex of the Unaccusative
Hypothesis qf Perlmutter (1978), and that these transitive verbs take an

object argument rather than a subject argument at D-structure. Then the
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head noun of this argument can incorporate into the verb from this VP
internal position and still govern its trace, satisfying the ECP. These

sentences will then have S-structures like the following:

(76) a. [neke t] o—-nohs—akayoh (ONONDAGA)
this 3N-house-old
'This house is old?

be. S
/N
NP VP
/ / \
e \"/ NR_
/N | \
N v | N'
| | this |
houseiold tL

This is all very well, except that it is a general property accross
languages thét unaccusative type verbs do not have accusative Case to
assign to their structural object—the so-called 'Burzio's Generalization'
(Burzio (198l1); see also B. Levin (1985), J. Levin and Massam. (1984),
etc.). How then does the object NP in (75) pass the Case filter, if it
cannot receive Case from the verb? The most usual way for this argument to
get Case is by moving to the subject position, where it can receive
nominative Case from the INFL node. In cases of Noun Incorporation,
however the NP node cannot move to the subject position; if it did, the
incorporated noun root would no longer c—command or govern its trace,
creating an ECP violation. This is confirmed in Italian by the following
contrast (from Belletti and Rizzi 1981):
(77) a. Sono passate tre settimane

have elapsed three weeks

b. Ne sono passate tre t
of-them have elapsed three
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(78) a. Tre settimane sono passate
Three weeks have elapsed

b. *Tre ne sono passate
Three of-them have elapsed

Italian has strict enough word order that we may conclude that a preverbal
NP is a structural subject, while a postverbal NP may be a structural
object. Then, the ungrammaticality of (78b) implies that a derivation in
which the ne clitic moves out of the object NP, followed by the remainder
of the NP moving to the subject position must be ruled out; presumably in
the manner already sketched. Hence, when the head of the object NP of an
unaccusative verb has been incorporated, this NP cannot get Case either
directly from the verb or by moving to the subject position. Nevertheless,
the NI structures are grammatical. This suggests that the NP does not need

to have Case at all.

There is a weakness in the above argument, however; namely, it seems to
be possible in some languages for objects to pick up nominative Case from
the INFL while remaining in the object position (see Burzio (1981) for
Italian; cf. also Belleﬁti (1985) and section 5.2.2 below). Thus, NPs
whose head has been incorporated could still be receiving Case in this
way. This gap can be filled by considering a particular construction in
Southern Tiwa, which B. Allen (1978) calls the 'Goal Advancement'
construction. The basic fact about this construction is that certain
intransitive verbs of motion, including —wan 'to come' and -mi 'to go', can
appear in two related syntactic frames:

(79) a. seuan-ide 0O-wan-ban liora—-de-"'ay
man-suf 3s—come-past lady-suf-to
'The man came to the lady'

b. liora-n am-seuan-wan-ban
lady-pl 3p-man-come-past
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'"The man came to the ladies'

These sentences are essentially synonymous; nevertheless, their surface
structures are quite different. In the first the theme 'man' is the
subject and the goal 'lady' appears in a postpositional phrase; in the
second the theme 'man' is incorporated into the verb and the goal 'ladies'
is the subject, as shown by the verbal agreement paradigm (see Allen
(ibid.) for details). Given my general assumptions, and in particular the
Uniformity of Theta Assignment Hypothesis, these verbs must uniformly have

both their arguments internal to the VP at D-structure:

(80) S
/ \
NP VP
/ / 1\
e V NP \
/| AN

come man NP (P)

[
lady (to)
The verb is unaccusative, assigning no theta role to the subject position;
thus we expect it to be unable to assign accusative case. Indeed, in
neither sentence form does the verb have a straightforward direct object.
Now, both agruments of the verb must find a way to receive case. One

possibility is that the goal is generated together with an appropriate

postposition, which will assign it Case,23 while the theme moves into the
subject position in order to receive the nominative Case from INFL. This
yields (79a). The other possibility is that the goal NP moves to the
subject position, thereby claiming the available structural Case.
Meanwhile the head of the theme NP incorporates into the governing verb

(79b) . This incorporation must enable the theme NP to either pass or avoid
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the Case filter in some way: the theme cannot receive accusative case,
because (as before) the verb has none to assign. Moreover, his time it is
not possible to suppose that the theme somehow inherits nominative Case
from the INFL in place, because this case is independently assigned to the
goal NP. Therefore, the coﬁnclusion is again that an NP whose head N has
incorporated into the verb simply does not need Case in order to be
grammatical. This accounts for why the theme obligatorilly incorporates in

the 'goal advancement' structure when the goal NP has become the subject.24

This conclusion is reinforced by slightly different data from Niuean
(Austronesian), as described by Seiter (1980). In section 2.1.1, we saw
that in Niuean, as in other languages, direct object NPs can undergo
incorporation, but NPs which are arguments of prepostions cannot.
Nevertheless, there seems to be an ekception to this usually reliable
generalization. A certain class of affective verbs and perception verbs
which take an experiencer subject also take an internal argument marked by
the preposition ke he 'to':

(81) a. Ne fanogonogo a lautolu ke he tau lologo
past listen_ abs they to  pl song
ke he tau tula ne ua.
to Pl clock nft two
'They were listening to songs for a couple of hours.'
b. Manako nakai a koe ke he tau manu?
like Q abs you to  pl animal
'Do you like animals?'
c. Vihiatia lahi a au he fakatali ke he tau tagata
hate greatly abs I comp wait to  pl person
'I really hate waiting for people'

With this particular class of verbs, the noun which appears in the

prepositional phrase may incorporate into the verb complex after all:
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(82) a. Ne fanogonogo lologo a lautolu ke he tau tula ne ua
past listen song abs they to pl clock nft two
'"They were listening to songs for a couple of hours'

b. Na manako manu nakai a koe?
past like animal Q abs you
'Do you like animals?'
c. Vihiatia lahi a au he fakatali tagata
hate greatly abs I comp wait person
'I really hate waiting for people’
Seiter calls these nominals 'middle objects'. These structures contrast
minimally with others in which the verb which selects the very same
preposition (with a simple goal semantic role), in which the object of the
preposition may never incorporate. For example:
(83) a. Fano a 1ia ke he tapu he aho tapu
go abs he to church on day Sunday
'He goes to church on Sundays'
b. *Fano tapu a 1ia he aho tapu

go church abs he on day Sunday
'He goes to church on Sundays'

In order to preserve our explanation of the ungrammaticality of (83b) and
similar examples in other languages, we must say that the 'middle objects'
in (8l) are not true prepositional phrases; rather they are 'pure'
arguments of the verb, receiving their theta role from it directly. If
this is the case, the preposition ke he does not need to appear at
D-structure in these sentences. Then middle objects are like 'normal'
direct objects in this way, which accounts for the fact that they can
incorporate into the verb. Nevertheless, unlike direct objects, if they do
not incorporate, they must be preceded by the preposition ke he. This can
be explained if we assume that the verbs that take middle objects are not
Case assigners; then, in order for the NP to receive Case, a special

process must apply to insert ke he in these structures as a Case
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assigner:.25 This account covers the facts. Additionally, it implies that
no verb will take both a direct object and a middle object, since the
middle object is in effect the direct object—of a slightly deficient

verb. This generalization appears true. Now, returning to the
incorporation structures in (82), we observe that they are grammatical even
though there is no inserted Case marker and we know (from (81)) that the
verbs themselves do not assign Case. As with goal advancement in Southern
Tiwa, we cannot suppose that the incorporate is somehow picking up Case
from the INFL, because this Case is needed for the subject of the

sentence. 2Again, we are forced to conclude that NPs with incorporated

heads do not need to receive Case.

To this point, I have argued that NPs which are incorporated do not need
Case by showing that they are allowed as objects of verbs which do not
assign (accusative) Case at all. There is another way to make the same
point: by showing that when the object of a verb that does assign
accusative case is incorporated, the verb's Case assigning potential is not
exhausted; rather the verb becomes free to assign accusative Case to some
other NP. In fact, this seems to be possible. Consider the folloWing
paradigm from Southern Tiwa (Allen et. al. (1984)):

(84) a. Ti-'u'u-wia-ban T-ay
1sS:A-baby-give-past 2s-to
'I gave the baby to you'
b. *'U'u-de ka-wia-ban
baby-suf 1sS:2s0|A-give-past
'TI gave you the baby'
c. Ka-'u'u-wia-ban

1sS: 2s0|A-baby-give-past
'I gave you the baby'
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Heré,_jglg 'give' is a tryadic verb, taking a theme and a goal as well as
an agent. In (84a), the goal appears as the object of a postposition, from
which it may receive Case. The goal cannot appear as a direct object,
without the postposition, if the theme argument in not incorporated into
the verb, however, as shown in (84b). (The goal argument here is
'pro—dropped', its content being identified by the verbal agreement, as is
normally possible for objects in Southern Tiwa.) In this way, Southern
Tiwa contrasts with English. A plausable account of this restriction is in
terms of Case theory; Southern Tiwa verbs can assign only one accusative
Case, but both the theme and the goal need to get a Case in this

structure. There are not enough Case assigners to go around, and one or
the other of the NPs ends up violating the Case filter. If, however, the
theme noun root is incorporated into the verb, the goal can appear without
its postposition, as a full object which can trigger agreement and be
'pro—dropped' (84c). This is accounted for given the assumption that the
incorporated NP does not need to receive Case at all. Then there will be
no competition, and the verb is free to assign the Case which would
normally go to the theme NP to the goal NP instead, giving a grammatical

structure.

This same conclusion can be reached on the basis of the
'possessor-stranding' structures of Southern Tiwa and Iroquoian, discussed
in the last section. 1In these constructions, the head noun of a verb's
internal argument is incorporated, leaving behind its bossessor. The noun
can then no longer directly assign Case to this NP, so the verb complex is
required to do so in order to avoid a Case Filter violation. A typical

example of this structure is:
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(85) a. ONEIDA (=(61))
wa-hi-nuhs-ahni:nu: John
aor—-1sS/M-house-buy John
'I bought John's house'

b. S
/ \
NP VP
/ /N
I V NPT
/| I\
NV NP*N'

/b1 N\
houseibuy John tﬂ

Here the verb assigns Case to the possessor 'John', as represented by the

fact that the verb agrees with its

thematic object 'house' (hi-, instead of k- for a 1s subject / 3 neuter
object). In the last section, we considered the implications of this for
the theory of government, given that the verb governs the possessor here.
Yet there is an implication for Case theory proper as well: even when the
verb governs the possessor, it is free to assign its case to the possessor
NP* only if it does not have to assign that Case to the object as a whole
NP~, Since it does Case mark NP*, we conclude that NP~ does not need Case
in this construction. Again, the NP whose head is incorporated can afford

to let the Case which would normally be its pass on to another NP in need.

To summarize, a rich variety of facts drawn from a number of
typologically different languages all point together to the conclusion that

a noun phrase simply need not be Case marked if its head noun is

features rather than those of the

incorporated into the governing verb.

2 .3.2 Morphological Identification and the Case filter
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Why should this fact about Noun Incorporation from the preceding
subsection be so? Given our current understanding of Case theory, and in
particular of the Case filter, there is no reason to expect this result.
Nevertheless, it seems reasonably consistent across languages that have

Noun Incorporation. This is true in spite of the fact Noun Incorporation

itself seems to be a marked grammatical process,26 and that the explicit
evidence supporting the result is rather subtle, coming from different and
somewhat unusual constructions in each particular language. This suggests
that the fact that NPs whose heads have incorporated into the governing
verb do not need Case is not a marked, peripheral exception to Case theory
which the child must learn on the basis of exposure to rich and/or obvious
data. Instead, it must reflect some deep property of Case theory itself.
On this basis, I will reconsider Case theory, seeking a perspective from
which it will be obvious rather than odd that Noun Incorporation releases

an NP from the Case Filter.

I begin by asking another question. In the Case theory of Chomsky
(1984) , the Case filter is reduced to the Visibility Condition, which says
that the head position of an (A-)chain must be Case marked in order for the
chain to be 'visible' (i.e. available) for theta role assignment at LF
(more generally, for LF interpretation). Since overt NPs are canonically
arguments which get theta roles, they must be visible in this sense, and
therefore they must receive Case; thus the core of the Case filter from
Rouveret and Vergnaud (1980), Chomsky (1980, 1981) follows from this
formulation. Moreover, the newer formulation is superior in certain ways,
in that it correctly explains both why some overt NPs do not need Case

(e.g. those in which are not arguments, such as topics and predicate
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nominals) and why other elements which are not overt NPs do need Case
(e.g. wvariables, Ss or PPs in subject position). Now, however, we can try
going a step further by asking the next question: why should an element

need to get Case in order to be visible for theta role assignment at LF?

In a language with a rich system of morphological case and fairly free
word order, such as Latin, Walpiri, Estonian, or Basque, case plays an
obvious functional role: it tells which NP argument is which. Thus, the NP
with the dative case ending is the goal argument of the verb, the NP with
the ablative case ending is the source argument, and the NP with the
accusative or absolutive case ending is (generally) the theme argument. In
fact, these morphological markings can in some cases be the only cue for
recovering the correct semantic (thematic) relations of the sentence. Now
suppose that the Visibility Hypothesis is a grammaticalization of this
general situation; it is a formal condition on representations at LF which
ensures that inferences like those above will be reliable strategies for
working out the semantic roles of a sentence. Thus, intuitively, an NP can
receive a thematic role from the verb only if that thematic role assignment
is 'visible' because the NP has gotten Case from the verb. This idea can
be developed in the following way. Consider the following abstract
representation which would schematize the VP of a sentence like 'John stole

an apple from me' in a rich case language:

(86) VERB NP-ablative NP-accusative
[[6e-1 e-2] ©-3] 'ablaj' 'acci'
theme source agent [6-2] [8-1]
(h
acc. abla.
1 J

In this structure, the following things are given. We know that, as an
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inherent lexical property, a verb like 'steal' is associated with a theta
grid, which is intimately related to the meaning of the word and which
represents the thematic roles the verb can assign. This is simply
represented in the diagram by the indexed @-positions associated with rough
semantic labels, although it is likely that the theta grid has more
structure than this (cf. the notion of lexical structure in the work of K.
Hale (1983, etc.)). Furthermore, the verb as a lexical property also
specifies which morphological cases it appears with, as represented in the
diagram by the abreviations 'acc' (=accusative) and ‘'abla' (=ablative).
Finally, the verb associates its <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>