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ABSTRACT

Reduplication rules in Tagazlog seem to function as word
formation rules (WFR's), yet they exhibit many properties that
we would like to exclude from a constrained notion of WFR. The
main conclusion of this thesis is that reduplication rules
belong to a subcomponent of the lexicon which until now has
been unrecognized,.

I argue that what was thought to be a problem with consi-
ering reduplication to be word formaticn is only an apparent one.
It appears that reduplication rules are ordered after some
phonological rules but before others. This interacticn has
attracted attention because it throws into question the claim
that WFR's can not be interspersed with the rules of other com-
ponents. In Chapter 2, these ordering relations are illustrated
and the rules invoved are characterized formally. I claim on
the basis of this characterization that all of the rules that
precede reduplication are morphological readjustment rules
(allomorphy) that apply within the lexicon. Such an argument
depends on a well-defined noticn of allomorphy. On the other
hand, all the rules that follow can be shown to be phonological.
So, if anything, the interaction of reduplication in Tagalog
reaffirms the existence of a level defined by the break between
the lexicon and the phonology.

However, a closer look at raduplication rules in Chapter 3
reveals that they exhibit other properties that would make them
exceptional as WFR's:

1. They have to be formulated transformationally.

2. They add material deep inside words although
general, affixation rules only add affixes to the
outer edges.

3. They are oblivious in some cases to the morphological
identity of the material they are copying.

4. In word formations that involve both affixation and
reduplication, the reduplication has to apply after
affixation. So the WFR has to be split intc two
sub-parts.

I propose +that these exceptional properties disqualify redupli-
cation rules from being WFR's. Reduplication is triggered by
WFR‘s, but they are stated separately and are subject to their
own constraints.



The formal properties of this new class of lexical rules
are investigated more closely in Chapter 5. 1In particular, I
propose that they are triggered by abstract morphological
features that are attached by WFR's and that they do not obey
the principle of subjacency. Furthermore, unlike allomorphy
rules, reduplication rules apply to the output of the word for-
mation subcomponent of the lexicon from which they are strict-
ly separated.

In order to formulate the reduplication rules in Chapter
5, I motivate a particular morphological analysis of verbs. In
doing so, I reach several conclusions, independent of my
central thesis, concerning the relationship betwean inflection-
al and derivational word formation. First, the distinction
between derivation and inflection is one that is observed by
lexical processes ~- in particular, reduplication rules.
Second, that there are two types of inflectional WFR's in
Tagalog. Derivational WFR's can apply to the output of the
first type. But the second type of inflection defines the
final, outer layer of word formation. Finally, our analysis
of Tagalog verbs leads us to the conclusion that infixes are
attached by WFR's as prefixes. They are inserted into their
final resting places by an infix metathesis rule.

Thesis Supervisor: Morris Halle
Ferrari P. Ward Professor of Modern
Languages and Linguistics
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Orthographic Conventions

I would like to mention a couple ot conventions I will be
following in giving Tagalog examples. /Ng/ will represent
/3[ /?/ represents glottal stops; they are never represented
in standard orthography. /H/ is never represented in
word-final position in standard orthography. But I assume
that /?/ and /h/ enjoy the same distribution as other
non-syllabics, an assumption that I will justify in Chapter 2.
Hence I will represent them in all positions in which they
phonologically occur. Length, which is usually not
represented in standard orthography either, will be indicated
with a macron: V. I will only be consistent in marking

length in the sections where it is relevant.

I will also assume that the presence of English and
Spanish loans has introduced certain permanent changes in the
phonemic inventory of Tagalog. Originslly Tagalog had a three
vowel system; /i,u,a/, with /i/ and /u/ lowered to [e] and
[o], respectively, 1in phrase-final position. Many 1loans,
however, show [e] and [o] in non~-phrase-final positions, hence
I will assume they have been added to the phonemic inventory.
Similarly /£/ and /v/, and consonant clusters in
syllable-initial and syllable-final positions, have been

introduced through loan words.



To My Parents
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CHAPTER 1: Introduction

I. The Organization of the Lexicon

Transformational—-generative linguists have sought to restrict
the theory of grammar by claiming that rules of grammar are
organized into autonomous systems. This claim has bheen
expressed by the division of the grammar into components with
the following two restrictions: the rules of each component
have their own tight formal characterization, and they are not
interspersed with the rules of another component. In the
early days of Transformational-generative grammar, linguists
working toward restrictive theories of syntax and phonology
relegated various processes to the morphological component, in
the hopes tﬁat some day there would be a theory of morphology.
It has only been very recently that they have gotten down to

the business of constructing such a theory in any detail.

I think a common criticism of work in morphology in this
framework is that much of it is based on studies of English;
we are bound to find holes in the theory of morphology worked
out so far when we hold it up to the light of a language whose
morphological system is much more complicated than, or simply
different from, that of English. It is with this in mind that
I am studying Tagalog. Like other Philippine 1languages, it
has & rich morphological system, and therefore provides an

interesting testing ground for the theory of morphology.
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I will very briefly sketch here the theory that 1 will
take as my starting point. I will draw heavily in parts on

Mark Aronoff's 1976 monograph, Word Formation in Generative

Grammar (from which all references to Aronoff are taken,
unless otherwise indicated) because it is one of the first
extensive treatments of morphology in the
Transformational-generative framework. The seeds of his

theory can be found in the Sound Pattern of English

(SPE) (Chomsky & Halle, 1968), and other earlier works. But
Aronoff attempted to formalize and clarify certain assumptions

that had not in earlier work been made explicit.

In the 1968 paper, "Remarks on NomInalizations", Chomsky
argued that certain types of word formation which had
previouvsly been assumed to be syntactic could not be performed
by syntactic rules. In particular, he argued that sentences

containing derived nominals (e.g. organization) could not be

syntactically derived from sentences containing their base
verbs (organize). Briefly, his argument was as follows. He
observed (1) that the semantic relations of such pairs were
not transparent, (2) that there was not always a derived
nominal corresponding to a given verb, nor, conversely, a verb
corresponding to a given nominal, and (3) that the structure
of the phrases 1in which these derived nominals occurred
paralleled the structure of simple noun phrases, rather than

that of the verb phrases in which their verbal counterparts
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were found. In each of these cases, the arcument against a
transformational account of the relationship was based on the
assumption that the power of transformations would be
unacceptably unconstrained if such conditions could be

expressed by transformations.

He proposed instead, that the semantic and distributional
generalizations which had in earlier accounts (e.g. Lees
1960) been expressed by transformational rules, be expressed
by morphological rules relating the two forms in the lexicon.
This proposal expanded drastically the role of the lexcion in
the theory of generative grammar. Much of the work in
morphology which followed (including the present work) was

involved in defining this role.

The semantic idiosyncracies of the noun-verb pairs
Chomsky discussed suggest something further about the nature
of the relation between them in the 1lexicon; one could
imagine that the 1lexicon consisted of a list of morphemes,
plus rules for concatenating them, and nothing more, if the
semantics of derived words were fully compositional. But in
the case of +ation nominals, for example, in addition to the
predictable derived meanings available (i.e., "the act of X",
"the manner of X-ing"), many of che nouns have idiosyncratic

meanings--organization can mean "a <c¢lub, a union, or a

society," for example. Since this last meaning is in no way

predictable from the meaning of organize plus the meaning of
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+ation, we are forced to have an entry in the lexicon for the

word organization.

The lexicon must therefore contain a list of all those
words which are unpredictable in any way. This includes
polymorphemic words that can be derived by fairly productive
rules from more basic words. Although it is well known that
abstract nominals are derived by suffixing +(at)ion, a Word

Formation Rule (WFR) that we might represent as:

l. [ [ -—= ] (+at)+ion ]
N V \" N

both the abstract nominal organization and the verb organize

that it is derived from have to be listed in the lexicon.

Lexical WFR's, then, must operate as redundancy rules
analyzing morphologically complex words (detailed proposals
have been worked out by Aronoff (1976) and Jackendoff (1975)).
However, they may also operate generatively, to create words

which are not listed--and whose meanings will be

compositional. For example, from modularize, (1) will derive
modularization, "the modularizing of; the act of
modularizing". So the Word Formation (WF) component contains

a list of words, including morphologically complex ones, and a
set of WFR's which both relate pairs of listed words and
derive new ones. Each application of the (+at)+ion WFR,

either in its redundancy or denerative capacity, is



-15-
represented by the internal bracketing of the word it derives,

Both modularization and organization contain .abelled brackets

around the verb they are cerived from (the base).

2. [ [ modulariz Jat-ion ] [ [ crganiz lat-ion ]
N V \ N N V \' N

Aronoff (1976) has proposed that onlv those words that are
idiosyncratic in some way are listed. Some words which are
already in the language (i.e. are not new coiningsg) are by
this account generated rather than listed (e.g. good-ness).
I will refer <co this hypothesis as the Partial Listing
Hypothesis. (Y will wuse phrases =such as "derived from",
"output", "input", and "trigger" whether I am talking of the
relationship between two 1listed words or between words that
are generatively related to each other. I will distinguish
the role of WFR's as generative rules from their role as

redundancy rules only where necessary or relevant.)

Though we have seen that lexical WFR's must relate words
when the meaning relationship is not totally compositional, it
has been assumed that the meaning of one word has to be at
least partially a compositional function of the other.

Aronoff points out that words such as receive, conceive and

deceive do not share any meaning that could be assigned to the
morpheme =ceive; it appears to be totally meaningless. So

these words must be 1listed as polymorphemic words with no
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internal bracketing, [con=ceive] rather than [con=[ceive]l].
The meanings of words tend to drift semantically. A
polymorphemic word wnose meaning has drifted so far that it is
no longer a function of 1its base ceases to be analyzed as

being derived from that base. So transmission meaning "act or

fact of transmitting", 1is derived from transmit by the
(at+)ion WFR, and has the structure given in (3a) . But

although transmission meaning "set of gears in a car" was

originally derived from the verb transmit and also had the
structure in (3a), 1t 1is no longer so analyzed due to the
degree to which its meaning has drifted from that of the verb;

it now has the structure in (3b).

3a. [ [ trans=mit ]-ion ] b. [ trans=mit+ion ]
N V \'4 N N N

Not all WFR's were pushed into the lexicon in Chomsky's
paper. Those WF that depended on syntactic information
remained in the transformational domain (cf. Siegel (1974)).
The wview that some WF is performed in the lexicon but some WF
applies to strings of words plus syntactic features generated
by the syntax provides an expression of the traditional
distinction between derivation and inflection. The two types

cf WF apply at distinct points in the grammar.
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4. |Lexicon: -—-=>|Syntax | —-->|[Inflectional |--->| Phonology
WFR
Deriva-
tional WFR

It explains why affixes that are dependent on syntax are
semantically transparent, and always occur outside

derivational affixes.

But it is clear that some supposed inflected forms must
be 1listed 1in the lexicon. All forms of the verb to be in
English have to be 1listed, for example, because they are
totally 1idiosyncratic. Lapointe (1978) has worked out a
system that would allow the wvarious forms of the English
auxiliaries to be spelled out in the lexicon rather than after
a syntactic affix-hopping rule. So it 1is possible, and
perhaps necessary, to assume that inflectional WF is not

separated by syntax from derivational WF.

5. | Lexicon: —-—> |Syntax -—=> Phonology

Deriv. WFR
Inflec.WFR

Recent proposals (Bresnan (1978); DeGuzman (1978); Hale
(1979)) for relating sentences non-transformationally also
throws into question what role syntax plays in determining
whether forms constitute a single paradigm or whether they

belong to distinct lexical entries.
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The distinction between derivation and inflection can
still be expressed, even in a picture like (5).
Inflectionally related words can be 1listed as a single

paradigm within a single lexical entry, while derivationally

related words fcrm separate entries. (Halle 1973) proposed
exactly this. Lexical insertion 1in his system inserts the
entire paradigm given in a lexical entry: the appropriate

member of the paradigm is chosen following the syntax.) Such a
distinction would be in lexical rather than syntactic terms.
The syntax would provide no convenient way to make the

distinction.

In this thesis I will argue that such a distinction is
valid and deserves formal expression 1in a well-worked-out
theory of morphology. With this in mind, it is important to
lay out the terminology that we will use to distinguish
derivation and inflection. The uninflected stem or lexeme 1is
the most basic member of a word's paradigm. Each lexical
entry has 1its own stem. So stands in English 1is the
inflected, third-person singular, present form of the verb,
based on the uninflected stem stand. In English, stems can
actually occur in sentences without any overt inflectional
markers, but in many languages, stems require inflection to do
so. The Tagalog stem bukas, for example, requires either the
prefix mag- or the suffix -an (which will be shown in Chapter
4 to be inflectional) before it can occur in a sentence. (I

assume, 1incidentally, that inflectional affixes, like
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derivational affixes, are added within brackets.) Still, bukas

is the uninflected representative of the word or paradigm.

6. .a. [ mag[ bukas ] ]
N \) \Y VvV
[ bukas ]'.
v Voo
“b. [ [ buk(a)s Jan ]
open VvV \' \"
(transitive)

There are also inflected stems; that 1is, already inflected
words to which further inflected affixes can be added. (7)
can be derived from (6a) by adding the further inflectional

prefix 2i-.

7. [ ?i[ pagl bukas ] ] ]

Vv \") \" VVvVvy
Every stem is minimally composed of a root. However, a
root 1is not a word. In fact, several stems (words) can

contain the same root. Withstand and understand both <contain

the same root stand. The stem of the verb in (8) does not

contain a morpheme in addition to its root;

8. ©She stocd there for three hours.

yet it is important to distinguish the root stand from the

stem stand. The verbs in (9a-b) are distinct lexical entries
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from the verb in (8), as evidenced by their differences in

meaning and subcategorization.

9a. She stood the box on its end.

b. ©She stood his henpecking for years.

Yet they all contain the same root stand, as do understand,

and withstand, which can be seen from the fact that they all
have the same irreqular past tense forms (--)stood. Tagalog
also has verbs which are distinct 1lexical entries which
therefore haye different stems, but which are based on the
same root. For example, in addition to the transitive verb
bukas-1, there is an intransitive verb bukas-2. In Tagalog,
however, unlike English, two different stems based on the same

root take different inflectional affixes in their paradigms.

10. bukas-2 . . . /-um-bukas/ (---> b-um-ukas)

open (intrans.)

The distinction between uninflected stem (or lexeme) and
inflected word is an 1important one to bear in mind as we
investigate how WFR's function. Aronoff has proposed as a
constraint on the WF component that WFR's can only relate
pairs of words (the Word Base Hypothesis). Put in generative
terms, rather than redundancy terms, this means that only

words can be inputs or outputs to WFR's.
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I will only briefly (in Chapter 4) be concerned with the
claim that only words can be inputs—--that is, that WFR's never
form words by concatenating morphemes. I will, however, be
making extensive use throughout this thesis (especially in
Chapter 3) of the claim that only words can be outputs; that
is, that WFR's do not produce intermediate forms that are not
complete words. It is quite clear that such a claim cannot be
maintained without a clear distinction between uninflected
word (or stem) and inflected word. WFR's commonly derive
words that are not complete 1in the sense that they cannot
actually occur 1in sentences. This point cannot be made
clearly in English, where words with no overt inflection can
show up in sentences. But we will see that 1in Tagalog the
outputs of some WFR's will require overt inflectional markers
before they can show up in sentences. Bearing this in mind,
the constraint that we will be using is that the output of

every WFR must be an uninflected word, associated with its own

lexical entry (which includes 1its paradigm of inflectional

markers).
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II. Readjustment Rules

The recognition of a class of readjustment rules allows
us to simplify and constrain the WF component significantly.
Readjustment rules figure greatly into later discussions, so I

will spell out here in detail what I take them to be.

According to SPE and other standard accounts,

inflectional WF is performed after the syntax by readjustment
rules. This is because it is dependent on information such as
structural position, and structural features that are only
available after 1lexical insertion or the application of
syntactic transformations. A readjustment rule rewrites a
word dominated b?\its lexical node plus any syntactic feature
that has been appended to it in the course of the syntactic
derivation. Because inflectional WFR's were seen as rules
that clean up syntactic surface structures to make them
presentable to the phonology, they were called readjustment
rules. The term "readjustment" 1is also used to refer to a
whole class of clean-up rules which are not really WF at all
(one subclass that will not concern us eliminates extra
boundaries that have been inserted by the syntax to ensure
that phonological rules will apply to the proper domains).
Chomsky and Halle noted in SPE that the outputs of some WFR's
are not ready to be acted on by the phonology. For example,
the abstract nominal corresponding to the verb receive is not

receive+ion, as predicted by rule (1). To handle
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discrepancies such as this one, Chomsky and Halle posited an
additional <class of morphological readjustment rules, which I
will call allomorphy rules, to alter the phonological shape of
morphemes prior to the phonology. Aronoff adopted this basic
notion of allomorphy rule and gave it a formal definition. He
proposed that allomorphy rules are distinguished from
phonological rules in that they make reference both to a set
of morphemes that can serve as their environments and to a set
of morphemes that can serve as their targets. The allomorphy
rule that accounts for the example at hand changes the
morpheme ceive to cept before the morpheme +ion. (Note that
this rule applies to all words containing the morpheme ceive,
provided they are followed by +ion, €.g. deception,
reception.) I will also assume that inflectional WF can feed
allomorphy rules. So for example, before the plural ending
#s, the final /s/ of house is voiced, as in houses ([z]).
This rule is allomorphy by Aronoff's criterion; it does not
apply to just any noun ending in /s/. The plural of glass is
glasses ([s]), for example. And voicing does not apply before
the genitive suffix #s, although genitive #s is homophonous
with plural #s. We say "the house's roof" with a [s]. So
both the target and the environment of the voicing rule are

morphologically restricted.

Aronoff identified a second class of readjustment rules,
called truncation rules, which delete entire morphemes and

therefore do not resemble phonological rules. Again, 1like
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allomorphy rules, they apply to specific morphemes in the
environment of specific morphemes. For example, Aronoff
proposes that the noun nominee is derived from the verb
nominate; the suffix +ate is truncated before the suffix tee.
(Throughout the rest of this thesis, I will continue to use
the term "readjustment" to refer to the class of rules that
adjust the output of WFR's—--both derivational and

inflectional. They are not themselves WFR.)

IIA. Arguments for Separating Allomorphy Rules from the
Word Formation Component

Aronoff argues for isolating certain allomorphy from
WFR's on the grounds that this would allow us to formulate the
WFR's in question in more general terms than would be possible
otherwise, The following pairs of words appear to bear the
same morphological relationship to each other. The (b) forms
are abstract | nominals formed by adding +i. to the

corresponding verbs in (a)-.

lla. immerse b. immersion
a. Subvert b. subversion
a. conceive b. conception

But if we were to incorporate the root allomorphy into the WFR

that affixes +ion, we would have to posit three separate
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WFR's, each of which adds +ion, and each of which forms an

abstract nominal from a verb.

l4a. [ X] -——> [ [ X ]l-ion ]
vV NV V N
b. [ X=ceive ] ---> [ [ X=cept ]-ion ]
\" \" N V \" N
C. [ X=vert ] =---> [ [ X=verd ]-ion ]
A \Y NV A N

On the other hand, if the processes that change vert to verd
and ceive to <cept are separate from affixation of t+ion, the
same +ion rule will handle the derivation of all three

abstract nominals.

Aronoff makes a similar argument for the existence of
truncation rules. The suffix -ee attaches to verbs that
require animate objects to form nouns which mean "a person who
is understood as the object of the verb," for example

employ/employee, pay/payee. However, there are some -ee

nominals in which it appears that -ee has been attached to a
verb's stem rather than the verb itself, for example

nominate/nominee. Nominee bears the same set of relationships

to nominate as employee does to employ. This can only be
expressed 1if the same WFR relates the members of both pairs.
Aronoff proposed that -ee only attaches to verbs, including

those that end in -ate, but that a later truncation rule
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deletes —-ate before the morpheme -ee.

15. [ nomin-ate ] =---> [ [ nomin-ate ]J-ee ] >>>>>
v v N V v N trunc.

nominjﬁ—ee

In addition to allowing us to achieve more generality in
the formulation of WFR's, separating allomorphy from WFR's
enables us to formulate allomorphy processes themselves with
more generality. Some allomorphy processes seem to be
associated with several WF's. This generality can be
expressed only if the allomorphy is separated from the WFR and
stated as a single rule that applies in several different
morphological environments. Otherwise they will have to be
repeated in the formulation of several WFR's. I will
demonstrate this point with an allomorphy rule that is
triggered by more than one inflectional WFR, and with one that

is triggered by more than one derivational rule.

In a 1977 article in Linguistic Inquiry, Halle argues

that Vowel Shift is a synchronic rule of English by showing
that several rules can be stated more simply if they apply to
pre-vowel shift forms. Some of the alternations he uses to
argue for vowel shift in this way are interesting for my
purposes because they are base-dependent processes which must
be considered allomorphy, independent of my claim. If the

present tense verbs in (16-18) are represented at some level



as Halle's
irregular
rules (19) and (20).

brackets.

past tense

The seaments in parentheses represent the output of

un-vowel-shifted
forms

(The
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forms, we
with

underlying

can

vowels

derive

the two simple allomorphy

are in

vowel shift, diphthongization, and other rules.)

16a.

b.

PRESENT

drink /i/
sing /i/

swim /i/

sit /i/

lie /f/(éé——>ay)
choose /&/ (uw)
eat /e/(iy)

find /i/
(ae——->ay)

bind /i/

break /ae/
(ey)

wear /ae/ (e)
dig /i/
shrink /i/
write /E/
(de-->ay)

rise /I/
(de-->ay)

speak /€/ (iy)

PAST

*drank /ae/
*sang /ae/
*swam /zae/
*sat /ae/
*lay /ae/(ey)
*chose /3/(ow)
*ate /ae/(ey)
$found /u/

(0 —-->aew)
$bound /G/

$broke /5/
(ow)

$wore /O/
$dug /u/

$shrunk /u/
*3wrote /5/ (ow)
*3rose /)/ (ow)

*3spoke /3/
(ow)

PARTICIPLE

gdrunk /u/
$sung /u/
$swum /u/
*sat /ae/

*lay /ae/(ey)
*chosen /35/ (ow)
eaten /e/(iy)
$found /u/
(0—->aew)
sbound /0/

$broken /9/ (ow)

sworn /0/
$dug /u/
$shrunk /u/

written /i/

risen /i/

*3spoken /H/

(ow)

their

slash
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d. freeze /&/ (iy) *3froze /2/ *3frozen /0/
(ow) (ow)
e. get /e/ *3¥got /O/ *%gotten /J/

*=(19) has applied $=(20) has applied

19, Vv —-—-—> +low
-high
20 V --=> [+back]

The past tense forms in (16) can all be derived by rule (19),
those in (17) by rule (20), and those in (18) by both (19) and
(20) . The same two rules also apply in the participle forms,
although for a given verb for the past tense form may or may
not trigger the same rule(s) as 1its participle. So, for
example, both the past tense and participial forms of (17c)
undergo the backing rule, while in (l16c) the past tense form
undergoes the lowering rule only while the participial form
undergoes the backing rule only. Because each class of verbs
chooses a different rule or combination of rules to mark its
past tense and participial forms, it is necessary to extract
the processes of 1lowering and backing from the inflectional
WFR's themselves. For example, we would not want to formulate
a past tense formation rule that simultaneously suffixes -en
énd backs the verb's vowel to account for the participle
broken in (17c). This is Jecause the backing process would
have to be repeated in the rule that derives the participle

swum in (16c), or the past tense form rose in (18b).
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Separating the processes of backing and lowering f{rom the
inflectional WFR's themselves also allows us to express ‘he
WFR's with more generality. Some of the participles take the
suffix -en. If the WFR that derives the participle broken in
(17c) both affixes -en and specifies a particular combination

of the backing and lowering rules.

So extracting the processes of backing and lowering from
the 1inflectional WFR's allows us to state the processes and
the WFR's with more generality. The existence of such
arguments is important for Aronoff. Since he claims that
WFR's can specify base-dependent processes, there is no reason
backing and 1lowering could not be specified by WFR's rather
‘than by allomorphy rules. On the other hand, I am claiming
thhiat even 1in the absence of such evidence, processes must

still be extracted from WF.

There are also allomorphy rules triggered by derivational
WFR's that must be stated separately from the WFR's themselves
if they are to be stated in as general terms as possible.
There 1is a class of nouns in English which end in a voiceless
fricative which is voiced before the plural suffix -s. A few

are given 1in (2l1;. Many verbs derived from these nouns also

undergo voicing.
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f/v

68/%

s/z

SINGULAR

wife
calf
half

wreath
mouth

house
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PLURAL VERB
wives

calves calve
halves halve
wreathes wreathe
mouths mouthe
houses house

Again, if we assume that the same voicing process is

involved

in the nouns and the verbs, we would not want to encode it in

the WFR that derives the plurals of nouns; if we

rule that

the voicing process.

can be

regular plurals as long as we disassociate it

Similarly,

formation rule.

by simple zero affixation.

seen

voicing

as the

same

should

rule

from

did, the
derives the corresponding verbs would have to echo
Furthermore, the affixation of plural -s
that applies to derive all

voicing.

not be stated as part of the verb

The voicing rule is perhaps more interesting than

in the

strong

verbs, because

This means that the verbs in (21) are derived

ablaut

a process which I am claiming

must be stated separately from WFR's as an allomorphy rule 1is

triggered by both derivational and inflectional environments.

I have argued that the rules of

voicing in

English

incorporated into any one WFR, because they apply in

different WFR's.

they are extracted from the formulation of any one

backing, 1lowering, and
discussed above ought not to be
several

Their generality can be be expressed only if

WFR. I
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would 1like to propose that such rules have to be separated
from WFR's, even in the absence of arguments concerning their
generality, and that WFR's can only add affixes of constant
phonological shape. It follows from this assertion that base
dependent rules, that is, rules whose structural changes can
only be specified through reference to some phonological
property of the base word, cannot be WFR's or parts of WFR's.
They must either be phonological rules or ailomorphy rules.
So phonological changes that commonly mark morphological
categories such as ablaut, changes in vowel 1length, doubling
of consonants, must be separated from the WFR's they seem to

mark.

IIB. Arguments for Separating Allomorphy from Phonology

If it is given that such processes must be separated from
WFR's, why assume that they apply within the lexicon at all?
Why not assume rather that they belong to the phonology
proper? It is generally accepted that many phonological rules
have exceptions. Exceptional words or morphemes that fail to
undergo a rule X whose structural description they meet are
marked [-rule X]. Kisseberth (1970) and Coates (1970) have
discussed cases where a phonological rule has exceptions to
its environment as well. They propose that for each
phonological rule there 1is a pair of features, [ttarget of

rule X], and [+environment of rule X].
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If it is correct that there are phonological rules which
have exceptions to their environments, marked by rule
environment features, as well as rules which have exceptions
to their focus, it seems that allomorphy rules as defined by
Aronoff could be formulated with the notation available as
phonological rules. Seen in this way, the so-called
allomorphy rules are simply a subclass of the exceptional
phonological rules: those whose targest and environments have
exceptions. For example, why not formulate the rule that

relates permit and permissive (mit™mis) as follows, and assume

that mit is the only morpheme in English that 1is [+Focus:
t--->s], and that -ion, -ive and -ory are the only morphemes

that are [+Environment: t--->s]?

22. t--->s (minor phonology)

t -—=>s / _ [+syll]

(22) is Dblocked 1in e.qg. digest-ive because (di)gest is

[-Focus: 22]: it is blocked in commit-tal because -al is

marked [-Environment: 22]. Aronoff did not explicitly argue
against using phonological rule features to formulate
allomorphy rules as phonological rules in this way. But it
seems that he and others assume that the morphological
restrictions on phonological rules are encoded very
differently from the morphological restrictions on

readjustment rules. Minor phonological rules do net mention
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rule features, let alone morphemes. On the other hand,
according to Aronoff's definition, morphemes (or some abstract
morphological feature) are actually specified in the

structural description of readjustment rules.

Taking his definition of allomorphy to an extreme, we
might propose that allomorphy rules refer only to morphemes,
and not to phonological properti-s at all. For example, we
might assume that each morpheme is assigned a number by which
it can be referred to by allomorphy rules (and perhaps WFR's

as well).[1l]

23. Morpheme [32] —---> /

Morpheme [38]

{Morpheme [27]
Morpheme [43]

listed elsewhere:

Morph.[32]= -mit- Morph.[28]= -ion
Morph.[38]= ~ive Morph.[43]= -ory

Obviously a problem with (23) is that it does not specify a
structural change to the right of the arrow. It is not clear
that it is possible to do so except in phonological terms.
That is, allomorphy rules, like phonological rules, must refer
to some phonological segment (or some particular feature of a
segment) that is undergoing the change, in order to specify a
change in the feature composition of that segment. This point
becomes especially dramatic when we consider an allomorphy

rule that applies to several morphemes. Take for example
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(24), which Aronoff gives (1976: 108) in order to account for

the alteranation of the stem~final consonants in the sets in

(25).
-ive
24, d --=> s / {—ion
—-able

25. defend defensive

comprehend comprehension comprehensive comprehen-

sible
pretend pretension
expand expansion expansive
ascend ascension

Aronoff notes that all the stems that undergo (24) end in -nd,
but that there are stems ending in -nd which do not undergo

it, e.g. commendable, unmendable. Thus it is necessary to

specify the morphemes that undergo (22) as well as those that
trigger it. But a phonological property of the stenm, namely
that at least it ends in /d/, must also be specified in order
to specify the structural change. The formulation of the rule
given in (26), whereby morphemes are specified by some
abstract notation such as numerical indices, would not express
the fact that there 1is a clear phonological generalization
concerning each morpheme that is subject to the rule, and its

allomorph.
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M[17] ---> fens
M[20] ---> hens M[27]
26. // M[38]
M[29] ---> pans M[43]
M[41l] ---> dens
Where: M[l7]= fend M[27]= -ion
M{20]= hend M[38]= -ive
M[29]= pand M[43]= -ory

M[41l]= cend

Similarly, a rule that simply 1listed the morphemes that
underwent the rule would miss the generalization that the same

process is taking place in each of the morphemes.

27. fend ---> fens -ion
hend -—--> hens // o {;ive}
pand ---> pans -ory
cend -—--> cens

This solution would be as unsatisfactory as one which posited
a separate allomorphy rule for each morpheme. Thus (22),
Aronoff's formulation, seems to be the only reasonable one. I
only wish to point out that this formulation, in which the
focus and the structural change are expressed in phonological
terms, is not simply a convenient abbreviation for a

formulation in which morphemes are referred to as abstract

entities. It 1is correct to see (22) as a /t/ ---> /s/ rule,
and not a mit ---> mis rule. It is correct to think of (24)
as a /d/ ---> [/s/ rule and not a rule that changes hend to

hens, etc. In terms of their targets and their structural
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changes, then, allomorphy rules seem very much 1like
phonological rules, and it is not clear to me why rule
features are not the appropriate device for distinguishing
those morphemes that undergo a particular allomorphy rule from

those that do not.

On the other nand, when we consider the nature of the
environments of allomorphy rules and the place in the grammar
at which they apply, there seems to be real justification for

distinguishing allomorphy rules from minor phonological rules.

The environments of allomorphy rules are in no way
phonological; it 1is not only possible, it is necessary to

specify their environments in abstract morphological terms.

Even 1if it were correct that phonological rules can be
blocked by rule environment features, such features could not
be wused to express the morphological conditions in the
environment of the voicing rule discussed in Section I. Rule
features are not mentioned by phonological rules as triggers;
they simply block or allow the application of phonological
rules whose S.D.'s are otherwise met. Formulated as a
phonological rule which has exceptions to both its target and

its environment, the voicing rules would have no environment.

28. Voicing:

+obstruent --=> [+voice]
+continuant
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Nor would the rules of backing and 1lowering (19-20) have

phonological environments when they apply in the past tense

forms in ve:bs.

It seems reasonable to assume that all phonological rules
have phonological environments, regardlesgs of whether or not
there are morphemes which are exceptional with respect to
their environments. On this assumption, (28) cannot be a

phonological rule.

Let wus assume that the wvoicing rule, like other
morphological rules, can refer directly to 1its abstract

morphological triggers.

29. Voicing:
+obstruent +Plural
+continuant |---> [+voice] /
+Class 0 +Verb

Class Q = {house, wreath, ...}

A less dramatic example of the non-phonological nature of
the environments of allomorphy rules 1is the /d--->s/ rule
discussed above. Unlike the voicing rule, this rule could be
said to be triggered by phonologically overt affixes. But the
initial vowels of the triggering suffixes (which are in the
immediate environment of the segment undergoing the change) do
not form a natural phonological class. We might assume then

that /d--->s/ does not have a phonological environment. It
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refers to the triggering morphemes as abstract entities

without specifying any phonological property.

30. M[27]
d --->s / ___ \M[38]
M[43]

I would like to propose that morphological readjustment rules
never have phonological environments. They can refer to
abstract morphological features only. In making such a
proposal, I am claiming that there is a clear-cut distinction
between all allomorphy rules and all phonological rules
(including lexically governed phonological rules).
Phonological rules are always formulated with phonological
environments. Allomorphy rules never are. Even 1f this
proposal is correct, however, it will not always give us a way
to decide whether any given rule 1is a phonological or an
allomorphy rule. It will tell wus that a rule whose
environment is in no way restricted morphologically is
phonological, since its environment must be formulated in
phonological terms. And it will tell us that a rule whose
envirocnment is completely morphological must be an allomorphy
rule. But what of those rules whose environment we could
formulate either in phonological or morphological terms? Take
the following hypothetical rule, which closely resembles a
rule of Tagalog that we will be considering later on. Suppose

that stem-initial obstruents are deleted when preceded by the
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final /ng/ of a prefix, but that there are a small number of
prefixes that do not trigger this obstruent deletion (i.e.

there are exceptions to the environment of deletion).

31. /rang-kunot/ ---> rangunot
/kang—-kunot/ ---> kangunot
/bang~-kunot/ ---> bangunot
/wang-kunot/ ---> wangunot
/nang-kunot/ ---> nangkunot
/lang-kunot/ ---> langkunot
/sang-kunot/ ---> sangkunot

The loss of stem—-initial obstruents can be handled with the
following phonological rule. But certain prefixes, namely

nang, lang, and sang will have to be marked as being

exceptions to that rule with the rule environment feature
mechanism proposed in Kisseberth (1970) and in Coates (1970)

(or something like them).
32. [+obst.] ---> @ / ng +

But how do we know that obstruent deletion should not instead
be formulated as an allomorphy rule with no reference to any
phecnnlogical aspect of the class of triggering affixes at all?
As 1long as it is necessary to recognize two arbitrary classes
of /ng/-final prefixes in order to describe their behavior
with respect to obstruent deletion, why not formulate the
deletion rule to refer directly and simply to those classes,

omitting the phonological condition from the rule altogether?
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33. [+obst.] ---> ¢/ [(+Class Q]+

(Notice that under this solution, the fact that all prefixes
that trigger obstruent deletion end in /ng/ would have to be
expressed by a redundancy rule.) Hopefully, when we know more
about allomorphy and phonological rules, we will be able to

answer this question.

I am proposing that the property of allomorphy rules that
distinguishes them from phonological rules 1is that their
environments are specified 1in purely morphological terms.
Their targets, however, need not differ in nature from those
of phonological rules. This definition is weaker than
Aronoff's, which requires the target of allomorphy to be
restricted as well. In Chapter 2 (Section IC) I will present
an argument that the weaker definition is correct. Certain
length adjustments have purely morphological environments

although their targets have no morphological restrictions.

There 1s also evidence that allomorphy rules are
distinguished dramatically from minor rules by the place in
the grammar at which they apply. Since allomorphy rules
readjust the output of WFR's, we might suppose that they apply
to the output of the WF component at the exit gate of the

lexicon.
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34. LEXICON:

IWFR's: -—=> Syntax -—--=> | Phonology
Derivation
Inflection

Readjustments:
Allomorphy
Truncation

This picture predicts that allomorphy rules will always
precede phonological rules. But it 1is not clear that its
predictions about possible rule interactions are any different
from those predi<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>