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Abstract

Machine vision systems are used in a wide range of applications such as security, auto-
mated quality control and intelligent transportation systems. Several of these systems need
to extract information from natural scenes in the section of the electromagnetic spectrum
visible to humans. These scenes can easily have intra–frame illumination ratios in excess
of 106 : 1. Solid–state image sensors that can correctly process wide illumination dynamic
range scenes are therefore required to to ensure correct reliability and performance.

This thesis describes a new algorithm to linearly increase the illumination dynamic
range range of integrating–type image sensors. A user–defined integration time is taken as
a reference to create a potentially large set of integration intervals of different duration (the
selected integration time being the longest) but with a common end. The light intensity
received by each pixel in the sensing array is used to choose the optimal integration interval
from the set, while a pixel saturation predictive decision is used to overlap the integration
intervals within the given integration time such that only one frame using the optimal in-
tegration interval for each pixel is produced. The total integration time is never exceeded.
Benefits from this approach are motion minimization, real–time operation, reduced memory
requirements, programmable light intensity dynamic range increase and access to incremen-
tal light intensity information during the integration time. The algorithm is fully described
with special attention to the resulting sensor transfer function, the signal–to–noise ratio,
characterization of types and effects of errors in the predictive decision, calculation of the
optimal integration intervals set given a certain set size, calculation of the optimal number
of integration intervals, and impact of the new algorithm to image data compression.

An efficient mapping of this algorithm to a CMOS process was done by designing a
proof–of–concept integrated circuit in a 0.18µm 1.8V 5–metal layer process. The major
components of the chip are a 1/3” VGA (640 × 480) pixel array, a 4bit per pixel memory
array, an integration controller array and an analog–to–digital converter/correlated dou-
ble sampled (ADC/CDS) array. Supporting components include pixel and memory row
decoders, memory and converter output digital multiplexers, pixel–to–ADC/CDS analog
multiplexer and test structures. The pixels have a fill factor of nearly 50%, as most of
the needed system additions and complexity were taken off–pixel. The prototype is fully
functional and linearly expands the dynamic range by more than 60dB.

Thesis Supervisor: Charles G. Sodini, Ph.D.
Title: Professor of Electrical Engineering
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Chapter 1

Introduction

1.1 Motivation

Solid–state image sensors have become part of everyday life. Ubiquitous in a wide range

of consumer applications, they are also a critical component in various machine vision sys-

tems. Automated quality control [1,2], security [3,4] and emerging intelligent transportation

systems [5–7] are only a handful of examples where visible light image sensors constitute

the interface between the real world and processing elements.

A machine vision system typically includes an image sensor, which nowadays provides

digital output, and a signal processor which also handles the data in the digital domain [8]

(Figure 1-1). The natural scenes which these systems have to process can have light inten-

sity ratios exceeding 106 : 1 [9–11], so image sensors that meet this requirement are critical

for adequate performance and reliability. Additionally, other applications such as scientific

research (astronomical telescopes, biological cell filming, etc.) and high–end consumer cam-

eras stand to benefit from advances and improvements in the intensity dynamic range of

image sensors.

The implications of a bounded dynamic range, as well as the challenges involved in
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Figure 1-1: Typical machine vision system.
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extending it, have long been identified. Consequently there have been numerous attempts

to solve the problem, and several techniques have been developed. Since increasing spa-

tial resolution is a constant driver for all areas of imaging (machine vision, scientific and

consumer), techniques that minimize the impact on pixel design and transistor count are

preferred. Also, since most of the current methods to implement color processing and

other image processing tasks rely on a linear irradiance transfer characteristic, imagers that

achieve wide dynamic range in linear fashion are preferred, since then there is no need to

account for (and remove) the non–linearity of the sensor. This saves processing power, pro-

cessing time and does not reduce the pixel output resolution. Additionally, linear sensors

are also preferred because they preserve details even for high illumination regions.

The goal of this thesis is to demonstrate that the light intensity dynamic range of

integrating–type image sensors can be linear and dramatically increased in an efficient

manner, without major alterations to existing sensing arrays.

1.2 Thesis Contributions

The main contribution of this thesis is the development of a predictive multiple sampling

algorithm to increase the upper bound of integrating–type image sensors. The predictive

decision was used to arrange integration times of different duration so that they would have

a common end. In this way the dynamic range expansion afforded by the multiple sampling

technique is maximized because the longest integration time matches the total integration

time. The algorithm was fully described and its performance fully characterized. In this

area the novel results that are portable to other multiple sampling techniques include:

• A technique to find the optimal set of integration times given a certain (fixed) number

of them. This technique is based on a new, computationally–friendly formula to

evaluate the intensity–to–digital (I2D) code quantization error. This expression can

also be used to evaluate whether adding integration times reduces the I2D quantization

error for given image statistics.

• The relationship between the resolution of the analog–to–digital converter(s) (ADCs)

used to quantize the pixel output and the set of integration times used, and how this

affects the monotonicity of the sensor transfer characteristic.
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• The effects on image compression resulting from the unique transfer characteristic of

multiple sampling sensors.

The CMOS proof–of–concept imager showcases a key advantage of the novel multiple sam-

pling algorithm, the creation of a framework for significant dynamic range increase that can

be efficiently implemented. This is highlighted in 1) a pixel design that requires minimal

alterations to the standard three–transistor cell, which results in good fill factors and allows

the pixels to be suitable for sensing arrays of large spatial resolution, 2) shift of the complex-

ity to the column or system level and 3) simple implementation of an automatic brightness

adaptation mechanism. While the design of the supporting structures (analog–to–digital

converters, SRAM cells, etc.) did not include new techniques, two blocks are new and

relevant of mention:

• A compact integration controller for predictive multiple sampling algorithms. A cus-

tom 4–bit digital summer, 4–bit digital comparator, a “D”–type flip–flop and a dy-

namic comparator are the only major blocks needed. The design is small enough that

it could be used to minimize pixel size when pixel–parallel performance is required.

• A M–to–N analog multiplexer. While the decision to have 64 ADCs instead of full

column–parallel ADC array significantly increased the complexity of the system timing

and affected system performance, it did create the need for a compact, efficient analog

multiplexer able to route the 1920 pixel output lines to the 64 converters. While

developed specifically for the proof–of–concept integrated circuit, this multiplexer

can be used anywhere analog multiplexing is needed, being particularly suited for

situations where a large number of input channels have to be routed to a relatively

small number of output channels. As the number of input channels (columns in a

imager) increase, the use of a standard pass gate chain decoding multiplexer becomes

suboptimal. Extra parasitic resistive and capacitive elements are unnecessarily added

to potentially sensitive analog nodes, and settling time is compromised. The new

structure brings the number of pass gates needed to its bare minimum (one) and does

so in an efficient, compact way, as only a “D”–type flip–flop is needed per input channel

(M). This also allows the multiplexer to be used in designs where tight inter–channel

spacing (like an imaging array) is required. Selecting channels is as easy as loading a

shift–register. Finally, the layout of this multiplexer does not significantly scale with
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the number of output channels (N), only added interconnect is required.

1.3 Thesis Organization

This chapter briefly stated the need for wide dynamic range image sensors in machine

vision systems. Chapter 2 provides an overview of the different dynamic range increase

methods previously reported. Due to their overwhelming popularity, most of the imagers

presented use CMOS technology, though charge–coupled devices (CCD) are also presented

when they show techniques unique to this technology. The basics of the multiple sampling

technique for integrating–type image sensors can also be found in this chapter.

Chapter 3 delves into the specifics of the multiple sampling dynamic range increase

method developed as part of this thesis. Its particular implementation of the general concept

is reviewed, as well as its performance, features and benefits. A novel technique to obtain

the optimal duration of integration times given a fixed number of them can be found in this

chapter. The effects that the new algorithm has on image compression are also discussed.

Chapter 4 covers the design of a proof–of–concept image sensor. This integrated circuit

has a VGA sensing array, 64 on–chip analog–to–digital converters, on–chip per–pixel digital

memory and column–parallel integration control.

Chapter 5 presents the experimental results obtained from the proof–of–concept imager.

Relevant measurements include the sensor transfer characteristic, signal–to–noise ratio and

noise. Sample frames showing the new algorithm in action can be seen in this chapter.

Chapter 6 summarizes the results and contributions of this thesis. Directions for future

work in the area of wide dynamic range image sensors are suggested.



Chapter 2

Background

2.1 Illumination Dynamic Range Overview

A typical image sensor is made out of pixels, arranged in a two–dimensional array, that

capture light coming from a scene and convert it to an electrical quantity (charge, voltage or

current). When incident photons have energy in excess of the bandgap of the semiconductor,

they create electron–hole pairs that are separated by the electric field present in the pixel’s

photodiode. Only one type of carrier is preserved (typically electrons), the other is discarded

to the substrate.

Imagers can be broadly classified in two types, continuous–time or integrating, based

on when the illumination signal can be read. In the former, the illumination signal can

be read almost instantaneously. In continuous–time pixels, the output is typically either

the photocurrent itself (possibly amplified) or a voltage when a transconductance element

is present. Power supply levels, maximum power dissipation, area and other technology,

system and design factors limit the maximum photocurrent or photovoltage level.

Integrating image sensors only produce a valid output at predefined intervals. Pixels in

this type of sensors allow a photodiode to accumulate (integrate) photo–generated charge

for a period of time after a reset cycle (Figure 2-1) [12]. The pixel output, which can be in

any electrical domain, is a scaled version of the photodiode charge. This output can later be

quantized by an ADC to produce a digital sample that represents the average light intensity

received by the photodiode during the integration time. The pixel signal1 (S) is proportional

to the light intensity (I) and the integration time (TINT ) as long as the pixel signal stays

1Pixel output change resulting from a charge change in the photodiode during the integration time.
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Figure 2-1: Typical pixel cycle in an integrating–type image sensor receiv-
ing a constant light intensity. An initial reset cycle zeroes the
intensity signal, which later increases linearly throughout the
integration time.

below its saturation point (SMAX). This limit can be set by the photodiode itself or by

the pixel read–out circuitry. When the intensity received by the photodiode is such that

the pixel signal saturates during the integration time, further photo–generated charge does

not produce a proportional output, S ≈ SMAX for the remainder of the integration time

and consequently there is loss of visual information. For a given saturation point a finite

integration time defines two intensity ranges:

∀ (TINT , SMAX) ∃ ITH :







I ∈ [0, ITH) , S < SMAX

I ∈ [ITH ,∞] , S = SMAX

(2.1)

There is no loss of visual information as long as the intensity received is below the thresh-

old ITH , which is proportional to the saturation point and inversely proportional to the

integration time.

The illumination signal is thus limited by fabrication process parameters, system factors

and circuit implementation regardless of the type of pixel used. Additionally, the noise of the

pixel readout circuitry and other noise sources overwhelm the illumination signal in low light

situations. The ratio between the illumination that saturates the pixel and the minimum

detectable illumination is defined as the dynamic range of the image sensor (Figure 2-2).

Dynamic range expansion can therefore be achieved by reducing the noise floor, en-
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Figure 2-2: Dynamic range of a typical image sensor. Arrows indicate di-
rection of improvement efforts
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Figure 2-3: Linear and nonlinear image sensor transfer characteristics re-
sulting from different wide dynamic range approaches.

abling the capture of darker scenes, and/or by increasing the saturation point, enabling

the capture of brighter scenes. Low noise circuitry, careful engineering of the photodiode

reverse saturation current and other improvements can help lower the noise floor, while the

increase of the saturation level, the subject of this thesis, has been attempted using a host of

different techniques. Some of these techniques only expand the illumination range without

expanding the pixel signal range accordingly (Figure 2-3). The resulting nonlinear transfer

characteristics have decreased responsivity (first derivative of the transfer characteristic)
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which leads to decreased contrast and loss of details at high illuminations [13]. Addition-

ally, the nonlinearity typically has to be canceled before color processing and other image

processing tasks can be performed, since most of these are linear [14].

2.2 Reported Saturation Level Increase Techniques

The different approaches taken to increase the pixel saturation level have resulted in

several types of imagers [13, 15]. Wide dynamic range techniques applied to continuous–time

sensors can be seen in:

• Logarithmic sensors.

• Multimode sensors.

Techniques applied to integrating sensors can be seen in:

• Clipped sensors.

• Frequency–based sensors.

• Multiple sampling sensors.

2.2.1 Logarithmic Image Sensors

This type of sensors compress the transfer characteristic using a continuous (logarith-

mic) function in order to acquire an extended illumination range without exceeding the

original photodiode signal swing. The basic pixel design is shown in Figure 2-4: an n+–p

substrate reverse–biased photodiode generates a current which is converted to a voltage by

an MOS transistor operating in the subthreshold regime [16, 17] or in weak inversion [18].

As the photogenerated carriers are collected in the transistor’s source, the voltage at this

terminal decreases logarithmically as some carriers are able to overcome the potential bar-

rier of the channel [19]. It can be shown that the relationship between output voltage VOUT

and photodiode current IPH is [16]:

VOUT = VTh · ln

(

1 +
IPH

I0

)

(2.2)
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Figure 2-4: Logarithmic pixels.

where VTh = k · T/q ≈ 26mV @ T = 300◦K is the thermal voltage and I0 is the “off”

current of the MOS transistor (ID @ VGS = 0). Then, for low light situations (IPH � I0):

VOUT ≈ VTh ·
IPH

I0
(2.3)

since ln (1 + x) ≈ x for x → 0. This logarithm dependence has several implications:

a) It reduces the contrast and details in high illumination regions [13].

b) It limits the voltage swing at the photodiode node. For example, a 106 to 1 illumina-

tion change only generates a 350mV difference.

c) The nonlinear dependence on semiconductor parameters creates a nonlinear

pixel–to–pixel fixed pattern noise (FPN)2.

d) It makes the contrast ratio between two regions independent of their illumination

level, matching how the human eye perceives natural scenes [14,20].

Assuming that the background (large signal) illumination received by the pixel IBG domi-

nates over the leakage current IL, the bandwidth of these basic logarithmic pixels is given

by:

τPH =
CPH

gm
⇒ f3dB =

1

2 · π · τPH
=

IBG

2 · π · VTh · CPH
(2.4)

2Fixed (constant) pixel–to–pixel output variation observed under spatially uniform illumination.
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Figure 2-5: Multimode pixel.

where CPH is the capacitance of the photodiode node and gm = IBG/VTh is the subthreshold

transconductance of the MOS transistor [19]. As it can be seen, the frequency response is

illumination–dependent, scenes with significant background illumination can be captured

at high frame rates, while dark scenes can exhibit significant image lag.

The receptor shot noise of logarithmic sensors is independent of the illumination (signal)

received:

v2
PH =

i2PH

g2
m

=
2 · q · IBG · ∆f

g2
m

=
2 · q · IBG

g2
m

·
π

2
· f3dB ⇒ v2

PH =
k · T

2 · CPH
(2.5)

where ∆f = (π/2) ·f3dB is the equivalent noise bandwidth of the system [21]. Variations

and refinements of this basic pixel design have been extensively reported [22–26].

2.2.2 Multimode Image Sensors

This approach is inspired by the human eye, where two types of cells with different sen-

sitivity (rods and cons) are used to capture a wide range of illuminations using an adaptive

mechanism [14]. Multimode sensors combine the most commonly used photodetectors in

a single pixel: a vertical bipolar junction phototransistor (BJT) with high sensitivity but

larger FPN3, and a photodiode, which is comparatively relatively insensitive to light [27,28].

3The current gain β of the phototransistor in general is different from pixel to pixel due to variations in
the fabrication process parameters.
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Figure 2-6: Multimode pixel cross–section.

Figure 2-5 shows the two modes of operation schematically. In the reported sensor an

n–substrate process is used, so the lateral BJT is formed by a substrate–p–well–n+ diffusion

structure (Figure 2-6). The photodiode is made by the p–well and n+ diffusion. An NMOS

transistor whose drain and source are connected to the p–well and n+ diffusion is the device

that actually selects the operating modes: if the transistor is on the photodiode mode is

selected as the base and emitter of the BJT are shorted out, while if the transistor is off

the BJT mode is selected.

The basic multimode structure can be cascaded, in Darlington fashion, to provide extra

amplification and sensitivity for low illuminations. If this is done, the resulting pixel has

three modes of operation –Darlington, BJT and photodiode– encoded in a two–bit digital

bus controlling the NMOS switches. The actual decision of which mode to use has to be

taken by an adaptive mechanism, whose goal is to keep the resulting pixel photocurrent

within the range of downstream signal processing circuits [27]. Real–time local brightness

adaptation was achieved by a 16–transistor controller which commands a 4–pixel cell [29].

2.2.3 Clipped Image Sensors

In this type of sensors the rate of photogenerated carrier accumulation is controlled

either continually or at predefined intervals. One of the first clipped pixel designs can be seen

in Figure 2-7. In this photogate implementation a traditional anti–blooming gate, which is

here kept at a slight potential offset with respect to the imaging gate, is used to provide

dynamic range expansion [30,31]. The photogenerated carriers are initially accumulated

under the imaging gate, but at higher illumination levels some of the carriers are injected

over the anti–blooming gate potential barrier (not unlike logarithmic pixels) thus slowing

the accumulation process. The charges are subsequently transferred to a floating diode

readout circuitry at the end of the integration time. The number of carriers accumulated
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Figure 2-7: Photogate implementation of a clipped pixel.

in the imaging gate NPH is [30]:

NPH =







IPH ·TINT

q , Log acc. negligible.

CPH ·VIB

q + CPH ·VTh

q · ln

(

IL+IPH

IL+IPH ·e
−

(IL+IPH)·TINT
CPH ·VTh

)

, Log acc. significant.

(2.6)

where VIB is the potential difference between the imaging and anti–blooming gates. Since

the time constant of the logarithmic operation is inversely proportional to the photocurrent

(Equation 2.4), for short integration times (TINT � τPH) the photocurrent has to be very

large for the logarithmic compression to be significant. Therefore, in these circumstances the

charge accumulation is mainly linear. However, for longer integration times (TINT � τPH),

the logarithmic accumulation mode dominates and the pixel transfer characteristic is com-

pressed.

The pixel transfer function also has a strong dependence on the potential barrier VIB

between the imaging and anti–blooming gates [30]:

VIB = VTh · ln

(
I0

IL

)

+ VI0 − VB (2.7)

where VI0 is the potential of the imaging gate for no illumination and VB is the anti–blooming

gate potential. As it can be seen, the potential barrier has the same dependence as the

time constant of the logarithmic accumulation period, therefore for a fixed integration time

TINT both time constant and barrier are small for a large leakage current IL, making the
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Figure 2-8: CMOS implementation of a clipped pixel based on the barrier stepping
concept.

logarithmic accumulation dominant. On the other hand a small leakage current makes the

linear accumulation dominant for a fixed integration time.

Since this pixel can be completely reset, image lag is reduced and reset noise is elimi-

nated. Also, since the subthreshold operation of the anti–blooming gate does not depend

on its drain potential, higher uniformity across the sensing array can be achieved.

A CMOS implementation of the clipping concept builds upon a standard active pixel

cell (Figure 2-8) [32]. In this case VRST , the potential at the gate of the reset transistor M3,

changes during the integration time. The reset cycle of the pixel sees VRST at its highest

potential, allowing excess charge to flow into the drain of M3. Then, during the integration,

VRST is systematically lowered so that the potential barrier between the integrating node

and the drain of M3 is raised several times. Therefore, for some illuminations there are

periods of time when the accumulated charge can increase linearly, but then there are

also periods of time when the charge is limited by the reset transistor (Figure 2-9). With

this technique, any compressive transfer characteristic can be approximated by a piecemeal

linear function resulting from the timing of VRST (t).

The noise at the sensing node in this case has contributions from the clipped accumu-

lation period and from the linear (“free”) accumulation period [32]:

v2
PH = 2 ·

k · T

CPH
+

q · NFree

C2
PH

(2.8)
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Figure 2-9: Sample compressed transfer characteristic of the CMOS clipped pixel
implementation based on the barrier stepping concept.

where NFree denotes the number of photogenerated carriers accumulated during the lin-

ear period. The noise during the clipped accumulation region is essentially the same as

Equation 2.54, while the shot noise density during free/linear accumulation is simply pro-

portional to the number of photogenerated carriers.

Another CMOS implementation uses an in–pixel capacitor to limit the charge in the

photodiode (Figure 2-10 (a)) [33]. After a first exposure time T1 the control line TRANSFER is

pulsed, prompting a charge redistribution between the photodiode and the storage capacitor.

A second, much shorter, exposure time T2 follows, after which the photodiode voltage is

read. With equal photodiode and storage capacitances CPH , the signal at the end of the

integration time is:

VOUT =







1
CPH

·
(

QMAX

2 + Q2

)

, Charge overflows.

1
CPH

·
(

Q1

2 + Q2

)

, Charge does not overflow.
(2.9)

where QMAX denotes the maximum charge that can be accumulated in the photodiode, Q1

denotes the charge accumulated during the first exposure time and Q2 denotes the charge

accumulated during the second exposure time. Since T1 > T2 the resulting transfer char-

acteristic is made of two linear sections, a higher responsivity section for low illuminations

and a lower responsivity section for bright illuminations (Figure 2-10 (b)).

A current–mode approach of the clipping concept can be seen in

4The factor of 2 difference is due to the correlated double sampling (CDS) operation needed to remove
the reset level from the pixel output.
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Figure 2-10: CMOS clipped pixel based on the in–pixel charge redistribution con-
cept.
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Figure 2-11: Current–mode clipped pixel.

Figure 2-11 (a) [34]. A scene may have a large background illumination IBG which takes

up most of the available integrated charge, leaving the relevant small signal illumination

component hidden in the noise floor. By subtracting an offset current IOff closely matched
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Figure 2-12: Frequency–based pixel using a digital inverter chain.

to the photocurrent generated by IBG, most of the voltage difference in the pixel can now

be the result of the small signal illumination. Several decades of illumination can then be

correctly imaged by judiciously changing the offset current.

A suggested CMOS implementation can be seen Figure 2-11 (b) [34]. Since the pho-

tocurrents typically have a small magnitude, a PMOS transistor in weak inversion was used

to implement the offset current source. Additionally, as in this regime the drain current

is exponentially related to the gate–source potential, several decades of current can be ob-

tained with only a small voltage change. The bias for this current source is stored in a

capacitor present in the pixel, therefore the offset can be different from pixel to pixel, a

feature that enables local brightness adaptation.

This pixel design may suffer from a small fill factor due to the presence of the storage

capacitor and also because both types of devices (NMOS and PMOS) are used. Offset

current mismatches are also possible due to kTC noise in the storage capacitor, which is

significant due to the high sensitivity of the current to the gate–source potential. Real–time

adaptation is not possible because prior knowledge of the illumination is needed to calculate

the offset currents.

2.2.4 Frequency–based Image Sensors

In these type of sensors the illumination signal is transformed into a waveform with

proportional frequency which can be detected and quantified over several decades. One

scheme to achieve this is shown in Figure 2-12 [35]. The photodiode in this pixel is initially

reset and then allowed to capture incident illumination. The voltage at the photodiode

anode increases at a rate dependent on the illumination received and at some point in time

it crosses the inverter I1 trip point. This event generates another reset cycle, and the whole
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Figure 2-13: Frequency–based pixel using a single–slope ADC.

process is continually repeated, thus producing a square waveform at the pixel output whose

frequency is directly proportional to the illumination. A chain of inverters is included in

the pixel to allow sufficient time for the photodiode reset.

Pixel–to–pixel variations in the inverter trip points will introduce a non–linear

fixed–pattern noise component. The pixel fill factor is reduced due to the presence of several

NMOS and PMOS transistors. Since low illuminations translate into low frequencies, a long

integration time may be needed to achieve adequate signal level resolution.

A refinement of this basic oscillating pixel uses an on–pixel Σ–∆ ADC to improve low

light performance and decrease power dissipation [36–38]. Pixel fill factor is severely reduced

due to large number of transistors needed to implement the quantizer.

Yet another frequency–based sensor uses a single–slope ADC to pin the photodiode

voltage thus eliminating nonlinearities due to the voltage dependence of the photodiode

capacitance (Figure 2-13) [39]. This pixel has both good low and high illumination perfor-

mance, but it is only feasible for low spatial resolution sensors due to the large number of

elements needed to implement the converter.

2.2.5 Multiple Sampling Image Sensors

While cost and fabrication technology cap the maximum pixel signal SMAX of integrat-

ing pixels, the integration time TINT can be freely altered to modify the intensity threshold

ITH . Image sensors with illumination–dependent, but global, integration time address the

pixel saturation issue but do not extend the intra–frame dynamic range [40–43]. The goal

of the multiple sampling algorithm is to find the optimal integration time for every pixel
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in the sensing array as a function of the intensity they receive. The optimal integration

time is defined as the longest integration time for which the pixel does not saturate (refer

to Section 3.5.5). Such an integration time can be found without prior knowledge of the

intensity using the following procedure:

1. Integrate photo–generated charge using several (M) integration times of different du-

ration (subsequently called integration slots) and record the pixel signal at the end of

each slot5. The integration slot set (T ) and the pixel signal set (S) are thus generated

and can be expressed as:

T = {T0, T1, . . . , TM−1} , T0 > T1 > . . . > TM−1 (2.10)

S = {S (T0) , S (T1) , . . . , S (TM−1)} (2.11)

This step implicitly assumes that the intensity received by the pixel remains constant

for all integration slots. If this is not the case, some or all of the elements in the pixel

signal set are uncorrelated with each other and the optimality of the integration slot

selection is not guaranteed.

2. Select the optimal integration slot i:

• i = 0 if S (T0) < SMAX .

• i = M − 1 if S (TM−1) = SMAX .

• Otherwise:

∃ i ∈ {1, . . . , M − 1} :







S (Ti) < SMAX

S (Ti−1) = SMAX

As a consequence of the finite number of elements in the integration slot set, there

exists an intensity range for which even the shortest integration slot cannot produce

a non–saturated pixel signal. In this case the optimal integration slot is taken as the

shortest one in set T .

3. Calculate exposure ratio:

Ei =
T0

Ti
with EMAX =

T0

TM−1
(2.12)

5S (t) denotes the pixel signal at an elapsed time t after the end of the last reset cycle.
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Figure 2-14: TDI CCD multiple sampling image sensor.

EMAX is the increase in intensity dynamic range obtained by implementing the mul-

tiple sampling technique. The exposure ratio used by a given pixel will in general

change from frame to frame depending on the intensity received. An associated ex-

posure ratio set (E) can be defined as:

E = {E0, E1, . . . , EM−1} =

{

1,
T0

T1
, . . . ,

T0

TM−1

}

(2.13)

So for example, if every integration slot is half as long as the previous one, the exposure

ratio set would be E= {1, 2, 4, 8, . . .}.

4. Produce the total pixel signal:

STOT (Ti) = Ei · Sq (Ti) =
T0

Ti
· q (S (Ti)) (2.14)

where q (·) denotes the quantizer function implemented by an analog–to–digital con-

verter. The actual output format can be one of several options: the full resolution

number STOT (Ti), its two terms Ei and Sq (Ti), the index i to the set E and Sq (Ti),

etc.

Different trade–offs can be made to implement the multiple sampling procedure, but

from a machine vision standpoint the most important factor is to maximize EMAX as given

by Equation 2.12. One of the first reported attempts to implement this concept uses a

time delay and integrate (TDI) CCD sensor where each pixel has 18 stages with conditional

reset circuitry after 13, 4 and 1 stages (Figure 2-14) [44]. Therefore a pixel can integrate

over 1, 5 or 18 stages depending on the illumination received. Each conditional reset stage

compares the charge accumulated up to that point against a reference and discharges the
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Figure 2-15: Multiple sampling CCD pixel with local brightness adaptation feature.

pixel if needed. The link between the pixel integration time and number of stages fixes the

exposure ratio set E at fabrication time. Vertical spatial resolution is also limited by the

large number of stages needed to achieve wide illumination dynamic range.

Another CCD implementation uses a reset gate (similarly placed as an anti–blooming

gate) controlled by an in–pixel set/reset flip–flop (Figure 2-15) [45]. This register is initially

set, inhibiting any charge accumulation under the imaging gate, and it is later reset to allow

photogenerated charges to be collected for a period of time that depends on the illumination

received in previous frames (frame–to–frame automatic adaptation is therefore not possible).

A control chip is required to calculate the timing of the rest pulses for every pixel. Fill factor

is reduced due to the need for digital circuitry in the pixel.

Other implementations strictly follow the basic algorithm and integrate photogenerated

charges sequentially, one frame after another, while changing the integration time [46–48].

The optimal exposure for every pixel is then determined using all collected samples. While

standard sensors with high fill factor pixels can be used with this methodology, massive

systems storage is needed to save all the full–resolution samples for all the pixels in the

sensing array.

For a given total integration time TINT and shortest integration slot TM−1, the max-

imum exposure ratio EMAX (Equation 2.12) is maximized when the longest integration

slot T0 matches TINT . An implementation that achieves this objective checks the pixels at

predefined intervals TINT , TINT /2, TINT /4, TINT /8, . . . (Figure 2-16) [49]. During the first

check the pixels are quantized and the first m most significant bits are obtained. Successive

checks quantize the pixel again and can produce another m bits, but since the checking in-
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Figure 2-16: Multiple sampling image sensor producing Gray–coded output.

Table 2.1

Resulting digital code for sample illuminations

Illumination b3 b2 b1 b0

I1 1 1 1 1
I2 0 1 0 1
I3 0 0 0 1

terval is doubled, the signal doubles in magnitude too and thus only 1 bit of extra resolution

is added. Therefore if the sensor allows for k checks, the pixel signal is quantized to m + k

Gray–coded bits (Table 2.1). This sensor needs to store (or transmit) the full–resolution

output of every pixel as it is being produced. Blooming is possible since the pixels can

remain saturated for almost all of the integration time.

Refinements to this checking scheme use local shuttering to stop the accumulation of

photogenerated charges when it is predicted that the pixel is going to saturate (the basis for

this decision is similar to the one detailed in Chapter 3) [50,51]. A schematic representation

of this type of pixels can be seen in Figure 2-17. Leakage in the isolated node and diffusing

photogenerated carriers from the photodiode can alter the stored value and consequently

lead to errors when the final pixel output is produced.

This thesis describes a variant of the predictive multiple sampling method which im-

proves, expands and systematizes efforts previously reported [52–54].
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Figure 2-17: Multiple sampling pixel with local shuttering.

2.3 Summary

The illumination dynamic range of solid–state image sensors is a key factor in the

reliability and performance of machine vision systems. Image sensors that can capture

illumination ratios greater than 106:1 have been developed using a variety of techniques:

logarithmic compression of the transfer characteristic, multimode operation, clipping of the

accumulated charge, illumination–to–frequency conversion and multiple sampling.

Multiple sampling image sensors have emerged as a high performance option that can

linearly increase the original pixel dynamic range. While this technique requires per–pixel

storage which can add significant area to an existing imager, it provides a linear transfer

characteristic which allows for normal image processing and has constant responsivity, pre-

serving detail and contrast at high illuminations. For a given integration time the predictive

variant of the multiple sampling algorithm, the focus of this thesis, maximizes EMAX , the

maximum dynamic range expansion ratio.



Chapter 3

Novel Algorithm for Intensity

Range Expansion

3.1 Overview

The predictive multiple sampling algorithm greatly extends the light intensity dynamic

range of existing image sensors. A user–defined integration time is taken as a reference

to create a potentially large set of integration intervals of different duration (the selected

integration time being the longest) but with a common end. The light intensity received by

each pixel in the sensing array is used to choose the optimal integration interval from the

set, while a pixel saturation predictive decision is used to overlap the integration intervals

within the given integration time such that only one frame using the optimal integration

interval for each pixel is produced. The total integration time is never exceeded. Benefits

from this approach are:

• Motion minimization: artifacts due to object movement are not added since the inte-

gration time is not increased.

• Real–time operation.

• Reduced memory requirements: no intermediate frame(s) storage necessary.

• Programmable light intensity dynamic range increase.

• Access to incremental light intensity information during integration time.

43
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• Minimal signal corruption: regardless of the particular integration interval used by a

pixel, its signal is never held at an isolated node and can be quantized immediately

after the end of the integration time.

A hardware implementation of the multiple sampling algorithm requires the addition

of an integration controller and per-pixel memory to existing imager systems. Sensing

arrays with non–destructive pixel read capabilities need to add a conditional pixel reset

feature. Per–pixel storage is a fundamental requirement of the multiple sampling algorithm,

as the determination of the optimal integration interval for a particular pixel receiving a

given illumination occurs during the integration time, and this information is needed to

calculate the total pixel output which only occurs after the integration time has ended.

For performance reasons it is advisable to place the memory in the same silicon die as the

sensing array, therefore the size of this on–chip memory (which typically is significant),

constitutes the main cost of the dynamic range expansion.

3.2 Description

If the intensity is assumed to remain constant during the entire integration time, the

pixel intensity signal increases linearly throughout it. Therefore pixel saturation can be

predicted at any point during the integration time provided the pixel signal can be read

without altering the photo–generated charge (non–destructive read). A destructive read

would inject non–linearities in the accumulated charge which would eventually appear at

the sensor output.

For a given integration slot of duration Tj ∈ T , the intensity threshold ITH (Equation 2.1)

produces a linear pixel signal change1:

S
Tj

TH (t) =
SMAX

Tj
· (t − tj) , t ≥ tj ∈ [0, TINT ] (3.1)

where tj denotes the start of the integration slot used. This expression gives the signal

threshold needed to predict pixel saturation. For example, Figure 3-1 shows a sensor with

T = {T0} = {TINT } and two pixels that receive a different illumination intensity. If at any

given time ta ∈ [0, TINT ] the pixel signal S (ta) is below ST0

TH (ta) the pixel will not saturate

1A linear charge–voltage relationship in the photodiode capacitance is assumed.
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Figure 3-1: Intensity threshold used in the pixel saturation predictive deci-
sion. A pixel saturates at or before the end of the integration
time if its signal is above the threshold ST0

TH (ta) at any point ta
during the integration time.

at the end of the integration time (Pixel “A”). If S (ta) is above ST0

TH (ta) then the pixel will

saturate sometime before the end of the integration time (Pixel “B”). In the novel predictive

algorithm the integration slots are temporally arranged to have a common ending with the

longest integration slot matching the total integration time. At the (potential) beginning of

each integration slot, a pixel check occurs. If saturation is predicted the pixel is reset and

allowed to integrate for a shorter period of time (the next integration slot). If saturation is

not predicted the pixel is allowed to integrate for the remainder of the current integration

slot. In more precise terms (flow graph shown in Figure 3-2):

1. Select first integration slot by making j = 0.

2. If j = M − 1 integrate photo–generated charge for TM−1 and go to Step 6 (a reg-

ular integrating image sensor would therefore have M = 1). Otherwise integrate

photo–generated charge for Tj − Tj+1 so as to be at the start of the j + 1 integration

slot, tj+1.

3. Perform pixel check: if S (tj+1) ≥ S
Tj

TH (tj+1) reset pixel (it is going to be saturated

at the end of the j integration slot). Otherwise continue integrating photo–generated

charge for Tj+1 and go to Step 6.
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Figure 3-2: Novel predictive multiple sampling algorithm flow graph.

4. Select next integration slot by making j = j + 1.

5. Repeat procedure from step 2.

6. Quantize pixel intensity signal.

With this algorithm the optimal integration slot i is selected iteratively: on each check

the algorithm decides whether the current integration slot j is the optimal one or if i is in

the set of remaining slots {j + 1, . . . , M − 1}. As a result, only the pixel intensity signal for

the optimal integration slot S(Ti) is generated.

3.3 Example

Figure 3-3 shows the behavior of two pixels in an image sensor that has M = 2 and

T = {T0, 2/3 · T0, T0/3} with T0 = TINT . All the integration slots have a common ending

and thus overlap toward the end of the integration time.
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Figure 3-3: Novel predictive multiple sampling algorithm in action. Pixel
“C” uses integration slot 0 and is never reset while Pixel “D”
uses integration slot 2 and is reset twice.

Pixel “C” receives an intensity such that SMAX is not reached even when the longest

integration slot T0 is used. Consequently when the first check cycle arrives its signal is

below the threshold ST0

TH (t1) and the pixel is allowed to accumulate photo–generated charge

for the remainder of T0. Optimality of the integration slot selection requires no further

checks because in some of them it might appear that the pixel is going to saturate (in a

potential second check, S (t2) > ST1

TH (t2)). The total signal for Pixel “C” is q (S (TINT )) as

Ei = E0 = 1.

Pixel “D” on the other hand receives a higher intensity and its signal is above the

threshold at each of the two checks (S (t1) > ST0

TH (t1) and S (t2) > ST1

TH (t2)) so the pixel

is reset twice and the optimal slot, slot 2, is used to produce a non–saturated signal. The

total signal for Pixel “D” is 3 · q (S (T2)) as Ei = E2 = 3.

3.4 Image Sensor Requirements

3.4.1 ADC resolution/integration slot ratios

The ADC resolution (N bits) and the integration slot set (T ) determine the monotonic-

ity of the sensor transfer characteristic2. Since the transfer characteristic can be viewed as

2The analog–to–digital converter is assumed to be monotonic producing digital codes from 0 to 2N − 1.
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Figure 3-4: Relationship between the analog–to–digital converter resolution
and the integration slots. Shaded area denote all possible S (t)
when the intensity received is such that integration slot j + 1 is
used.

made of different sections generated by the use of different integration slots, it is imperative

that the starting digital code of one section is at least equal to the ending code of the

preceding section. Figure 3-4 illustrates the situation where the pixel signal range of slot

j + 1 is bounded low by

S
Tj+1

LB (t) = S
Tj

TH (t − tj+1 + tj) =
SMAX

Tj
· (t − tj+1) (3.2)

and bounded high by S
Tj+1

HB = S
Tj+1

TH (t). Any intensity lower than ITH (Tj) uses an integra-

tion slot in the set {0, . . . , j} and any intensity higher than ITH (Tj+1) uses an integration

slot in the set {j + 2, . . . , M − 1}. Since S
Tj

LB (t) has a positive slope the pixel signal at

the end of the integration slot j + 1 is strictly positive (S (Tj+1) > 0) and not all the pixel

signal range is used (the only exception to this occurs when j = 0). It follows that not all

the digital codes are used either, in fact only the upper part of the available digital codes

is used.

To guarantee a monotonic transition between the codes generated by two adjacent in-

tegration slots, the first digital code generated by slot j + 1 has to be at least equal to the

last digital code generated by slot j.
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From Equation 2.14 and Figure 3-4:

First code of slot j + 1
︷ ︸︸ ︷

Ej+1 · q

(
SMAX

Tj
· Tj+1

)

≥

Last code of slot j
︷ ︸︸ ︷

Ej · q

(
SMAX

Tj
· Tj

)

(3.3)

T0

Tj+1
·

⌊

2N ·
Tj+1

Tj

⌋

≥
T0

Tj
·
(
2N − 1

)
(3.4)

If for M > 1, if an integration slot ratio set is defined as:

R = {R0, R1, . . . , RM−2} =

{
T0

T1
,
T1

T2
, . . .

TM−2

TM−1

}

(3.5)

Then to have a monotonic sensor transfer characteristic:

C (N,R) = Rj ·

⌊
2N

Rj

⌋

2N − 1
≥ 1 , ∀ Rj ∈ R (3.6)

When C (N,R) = 0 the slot ratio is too extreme for the available ADC resolution and

the normalized illumination (I/IREF ) in the range
[
Ej+1, Ej+1 ·

(
1 + 1/2N

)]
produces a

pixel signal that falls in the first ADC bin (digital code 0, Figure 3-5(a)).

When C (N,R) = 1 the last digital code generated by slot j is the same as the first

digital code generated by slot j + 1, so the last intensity bin of size (Ej · IREF ) /2N is lost

and the transition point between sections of the transfer characteristic that are scaled by Ej

and Ej+1 is shifted, resulting in a bin of size of
(
IREF /2N

)
· (Ej + Ej+1) (Figure 3-5(c)).

Figure 3-6 shows the allowable ADC resolution–integer slot ratio combinations. It is

clear that Equation 3.6 severely limits the converter resolutions for some particular ratios,

but for mid– and high–resolution ADCs all ratios of the form R = 2a for some integer a ≤ N

are available and satisfy C (N,R) > 1:

C (N,R) = 2a ·

⌊
2N

2a

⌋

2N − 1
=

2N

2N − 1
≥ 1 as

⌊
2N

2a

⌋

=
2N

2a
when a ≤ N (3.7)

The integration slot ratios need not be integer, and in practice, due to the tolerances

inherent in any hardware system, will hardly ever be. Figure 3-5(e) and Figure 3-5(f) show

two transfer characteristic examples for non–integer integration slot ratios. In the first case
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(b) 0 < C (N,R) < 1, N = 3,
T = {1, 1/5}.
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(c) C (N,R) = 1, N = 3,
T = {1, 1/7}.
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(d) C (N,R) > 1, N = 3,
T = {1, 1/8}.
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(e) C (N,R) > 1, N = 3,
T = {1, 1/3.7}.
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(f) 0 < C (N,R) < 1, N = 3,
T = {1, 1/4.4}.

Figure 3-5: Sample image sensor transfer characteristics for different
analog–to–digital converter resolution (N)–integration slot ratios
(R) combinations.
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Figure 3-6: Allowable analog–to–digital converter resolution (N)–integer in-
tegration slots ratio (R) combinations. C (N,R) = 0 denoted by
white, 0 < C (N,R) < 1 denoted by light gray, C (N,R) = 1 de-
noted by dark gray and C (N,R) > 1 denoted by black. The sen-
sor transfer characteristic is monotonic only when C (N,R) ≥ 1.

the curve is monotonic but the first digital code step size of the section scaled by Ej+1 is

significantly smaller than the rest. In this case the transfer characteristic is not monotonic

as C (N,R) < 1.

3.4.2 Pixels with non–destructive read and conditional reset capabilities

Pixels with non–destructive read capability are necessary to select the optimal integra-

tion slot without introducing non–linearities in the pixel signal. The pixels also need to have

a conditional reset feature because in general the intensity changes from frame to frame so

a single pixel may need to be reset at different points in time during different integration

cycles.

3.4.3 Storage

A memory is needed because the selection of the optimal integration slot takes place

during the integration time, but the total pixel output calculation occurs after the integra-

tion time has ended. Therefore the integration slot used needs to be stored on a per–pixel

basis until the pixel quantization is done. The size in bits (B) of this per–pixel storage
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element is given by:

B = dlog2 |E|e = dlog2Me (3.8)

where d·e denotes the ceiling function. The contents of this memory can be indexes to

an exposure ratio look–up table or they can represent exponents if the integration slot ratio

set is of the form R= {R, . . . , R} so that the exposure ratio set is E=
{
R0, . . . , RM−1

}
for

some integer R > 0.

The memory contents (b) have to be zeroed at the start of the integration time and are

accessed twice per pixel check j. They are first read to determine if the pixel was reset in

the previous check: if b < j−1 then the pixel was reset before the last pixel check and does

not need to be reset again. If b = j − 1 then the pixel was reset during the last check cycle

and the predictive decision has to be made once again. If it is determined that the pixel is

going to saturate before the end of the integration time the pixel needs to be reset and the

memory contents have to be updated with b = j. At the end of the integration time the

memory contents will be the optimal integration slot index i, that is, i is equal to the first

check j in which it was determined the pixel was not going to saturate. Since the memory

is accessed twice during each pixel check, the location and performance of this per–pixel

memory directly affects the dynamic range increase EMAX (Section 3.5.5).

3.4.4 Integration controller

An integration controller is necessary to implement the decision process involved in each

check of the dynamic range expansion algorithm. Its location and performance also affect

the dynamic range increase EMAX . This subsystem needs to access the pixel, compare its

signal with the signal threshold, reset the pixel when necessary and update the associated

pixel memory contents.

From an implementation standpoint it is simpler to have Rj = R ∀ j ∈ {0, . . . , M − 2}

because then the comparison thresholds S
Tj

TH , j ∈ {1, . . . , M − 1} are constant:

S
Tj

TH (tj+1) =
SMAX

Tj
· (Tj − Tj+1) = SMAX ·

(

1 −
1

R

)

(3.9)

Further system simplification is achieved if R = 2a for some integer a > 0 since in this

case a dedicated arithmetic unit is not required to produce the total pixel signal, STOT (Ti)

can be obtained by simply shifting the quantized pixel signal q (S (Ti)) according to Ei.
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Figure 3-7: Sample transfer characteristic for an image sensor that
implements the predictive multiple sampling algorithm.
T = {T0, T0/4, T0/16} and a 4–bit analog–to–digital converter
with an input range of SMAX used. Intensity normalized to
IREF = ITH (TINT ), the intensity threshold for an integration
time TINT . Digital code normalized to 2N .

3.5 Performance

3.5.1 Transfer Characteristic

The algorithm adaptively pre–scales the intensity received to try to maintain the pixel

signal in its linear range. With S ≈ K1 ·I · t then the quantized pixel signal after integration

slot j has ended is:

Sq (Tj) =

⌊
2N · S (Tj)

SMAX

⌋

=

⌊
2N · K1 · I · Tj

K1 · ITH (TINT ) · TINT

⌋

=

⌊

2N ·
I

IREF
·
Tj

T0

⌋

=

⌊
2N

Ej
·

I

IREF

⌋

(3.10)

where b·c denotes the floor function, TINT = T0, IREF = ITH (TINT ) and SMAX is also

assumed to be the input range of the ADC. The intensity bin size of the resulting quantizer

is therefore:

∆Ij =
Ej · IREF

2N
, j ∈ {0, 1, . . . , M − 1} (3.11)

The intensity bins (and thus the intensity quantization noise) are integration slot–dependent

and increase from a minimum of IREF /2N to a maximum of EMAX · IREF /2N (Figure 3-7).
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The total pixel signal (Equation 2.14) can be re–written as:

STOT (Ti) = Ei · q

(
1

Ei
·

I

IREF

)

, i ∈ {0, 1, . . . , M − 1} (3.12)

It can be seen that the intensity is scaled down in the analog domain to meet the

bounded pixel dynamic range. The scaling is subsequently undone in the digital domain,

where there are more flexible dynamic range restrictions.

3.5.2 Signal–to–Noise Ratio

The signal–to–noise ratio (SNR) depends on the integration time and intensity received.

The total photo–generated charge QPH collected in TINT for a pixel with a photodiode

area APH and quantum efficiency η (λ) that receives an optical power per unit area I at a

wavelength λ is:

QPH (I, TINT ) =
q · APH · λ · η (λ)

h · c
· I · TINT = K2 · I · TINT (3.13)

where h = 6.624 · 10−34 J · s (Planck’s constant) and c = 3 · 108 m/s (speed of light). The

photon arrival process can be modeled as a Poisson process so the photon uncertainty

(standard deviation) from the average is;

σQPH
(I, TINT ) =

√

QPH (I, TINT ) (3.14)

Consequently the photon shot noise–limited SNR is:

SNR (TINT ) =
QPH (TINT )

σQPH
(TINT )

=
√

K2 · I · TINT (3.15)

As the transfer characteristic, the SNR of the image sensor can be divided in regions

depending on which integration slot was used. The maximum SNR is achieved at the end

of each integration slot:

SNRMAX =
√

K2 · ITH (Tj) · Tj (3.16)

With Tj = T0/Ej , ITH (Tj) = Ej · ITH (T0), TINT = T0 and IREF = ITH (TINT ):

SNRMAX =
√

K2 · IREF · TINT (3.17)
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Figure 3-8: Sample signal–to–noise ratio for an image sensor that
implements the predictive multiple sampling algorithm.
T = {T0, T0/4, T0/16} and IREF = ITH (TINT ) used.

then, using Equation 3.5, the SNR reduction at the integration slot transitions is:

SNRMAX (Tj) =
√

Rj · SNRMIN (Tj+1) (3.18)

The preceding derivation assumes that the SNR is in the photon shot noise–limited

region. If this is not the case the SNR drop at the slot transitions is bigger than calculated,

its exact value depending on the pixel noise floor. Figure 3-8 shows the SNR for the sample

image sensor with T = {T0, T0/4, T0/16} whose transfer characteristic is shown in Figure 3-7.

Slot 0 uses the original pixel SNR (the maximum available) so the low light performance

of the image sensor is not affected by the predictive multiple sampling algorithm.

3.5.3 Exposure Control

Per–pixel or time–shared integration controllers can extend the predictive multiple

sampling algorithm to every pixel of a sensing array. This provides full–frame adaptive

exposure control: integration slots are automatically selected for each pixel according to

the intensity they receive, and at any point in time multiple integration slots can be used

concurrently throughout the array.

All the elements that need to be added to implement the predictive multiple sampling

algorithm (integration controller and memory) can be integrated on a single–chip hardware
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solution along with the pixel array and data conversion block. From a computational

perspective, the predictive algorithm does almost all of its work during the integration

time, and the only operation that needs to be done after the pixel quantization, the total

pixel signal calculation (Equation 2.14), is purely combinational and thus can be performed

at high speed. Consequently, from a user perspective, an image snesor implementing the

predictive multiple sampling algorithm behaves and responds as any other image sensor but

with a higher dynamic range.

3.5.4 Light Intensity Dynamic Range Increase

The intensity dynamic range increase provided by the multiple sampling algorithm

(EMAX) over the photodiode dynamic range is directly proportional to the integration time

TINT and inversely proportional to the shortest integration slot TM−1 (Equation 2.12).

The integration time is typically upper bounded by system–level factors such as a de-

sired frame rate, minimization of errors due to incorrect predictions, motion–induced blur

minimization, etc. The shortest integration slot TM−1, on the other hand is typically

implementation–dependent and therefore difficult to bound in a generalized case.

A pixel that includes the integration controller and ADC is the highest performing

implementation of the multiple sampling algorithm. In this case the shortest integration

slot is only limited by how accurately its length can be controlled. However, with current

fabrication technologies said functionality in the pixel implies a large pixel area for any

practical fill factor which either severely limits the sensor spatial resolution or increases

cost [55]. The on–pixel memory sometimes is implemented in the analog domain [51, 56],

which also presents problems due to the extra quantization required to obtain Ei, the

potential corruption of the stored value due to crosstalk between the photodiode and the

storage node and the pixel area increase.

Another alternative is to time–share the integration controller. Here if a single pixel

check takes TC seconds to complete and PPC (pixels per controller) pixels time–share an

integration controller, it takes TCTOT
= PPC · TC seconds for the controller to check all of

its pixels and be ready for another check cycle. Therefore:

TM−2 − TM−1 ≥ TCTOT
=⇒ TM−1 ≥

PPC · TC

RM−2 − 1
(3.19)
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Time–sharing the controller limits the minimum integration slot and by extension EMAX .

Lowering this bound can be achieved by minimizing PPC and/or TC . PPC can be mini-

mized by placing the controllers in the sensing array, sharing one with a small neighborhood

of pixels. This often restricts the comparator architecture options and results in challeng-

ing layouts in order to achieve reasonable fill factors and maintain the distance between

the geometric centers of the photodiodes constant [57]. A compromise solution is to have

column–parallel integration controllers [58].

The timing of a pixel check highlights the options available for minimizing TC :

1. Read pixel memory (TRM seconds) and pixel signal (TPR seconds).

2. When data ready perform comparison in TCOMP seconds (only necessary if pixel was

reset in previous check cycle).

3. If necessary, write pixel memory (TWM seconds) and reset pixel (TPRST seconds).

So the total check time is:

TC = max (TRM , TPR) + TCOMP + max (TWM , TPRST ) (3.20)

Both memory access time (TRM , TWM ) and system power dissipation increase substan-

tially if the memory is not on the same die as the image sensor, so there is a trade–off

between sensor dynamic range and die area/cost.

For large spatial resolution arrays with on–chip memory it is possible to have TRM � TPR

and TWM � TPRST , that is, a scenario where pixel access dominates the check time TC .

Both TPR and TPRST in turn are dominated by parasitics that scale with the number of

pixels per controller (PPC) so the same trade–offs present in the PPC minimization apply

to this case.

Non–negligible pixel check times (TC � 0) split the actual pixel check time and the

potential start of the following integration slot. However, under the constant illumination

assumption there is a linear relationship between time and comparison threshold S
Tj

TH (t)

(Equation 3.1), so the start of the integration slots remain at tj , j ∈ {1, · · · , M − 1} but the

pixel checks start at tj − TC with a comparison threshold of S
Tj−1

TH (tj − TC).
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Figure 3-9: Predictive multiple sampling algorithm behavior for two pixels
that receive decreasing intensity during the integration time. An
unnecessary pixel reset leads to a suboptimal (shorter) integra-
tion slot usage.

3.5.5 Optimality of the Integration Slot Selection

The intensity quantization noise increases as shorter integration slots are used

(Equation 3.11). Consequently it is desirable to use the longest integration slot that does

not saturate the pixel in order to avoid losing visual information (edges, textures, etc.) due

to a coarser quantization.

In some instances optimality is not achieved because the constant intensity condition

is not fully satisfied. Figure 3-9 exemplifies the case when the optimal integration slot is

slot j, but the temporal evolution of the light intensity places the pixel signals above the

threshold at the pixel check, so slot j + 1 is used instead to produce the total pixel signal.

The error (∆STOT ) measured in number of digital codes produced by this unnecessary reset

cycle is bounded by:

Ej ·
(
2N − 1

)
≥ ∆STOT

≥ 0 , C (N, R) = 1

> Ej+1 , C (N, R) > 1
(3.21)

The lower bound is approached when the unchecked S (t) is close to S
Tj

TH (t), specifically

when S (tj+1) = S
Tj

TH (tj+1) + δ1
3 and also S (Tj) = SMAX − δ2 (Pixel “E” in Figure 3-9).

3δx → 0, x ∈ {1, · · · , 3}.
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Figure 3-10: Predictive multiple sampling algorithm behavior for two pixels
that receive increasing intensity during the integration time.
Pixels are not reset which leads to a longer integration slot
usage.

The upper bound of the inequality is reached when S (tj+1) = S (Tj+1) = SMAX − δ3 (Pixel

“F” in Figure 3-9).

When the pixels receive an increased intensity during the integration time but their

signals are below the threshold at some check j the pixels are not reset and slot j is used

when a shorter slot would have been optimal (Figure 3-10). Therefore the pixels saturate

before the end of slot j. In this case the error is bounded by:

(EMAX − Ej) ·
(
2N − 1

)
≥ ∆STOT ≥ 0 (3.22)

The lower bound of the inequality is again approached when the unchecked S (t) is close

to S
Tj

TH (t). The upper bound of the inequality is reached when the intensity received after

the j +1 pixel check saturates the photodiode even when the shortest integration slot M −1

is used. In both cases the error due to the incorrect predictions is reduced if the integration

time T0 = TINT is itself reduced. However, this also lowers the maximum dynamic range

increase EMAX (Equation 2.12).

Incorrect predictive decisions can also be made if the comparison against the threshold

is done in the analog domain and the analog comparator has a finite but unknown offset

(COS). A solution to this problem is to set the reset threshold level to S
Tj

TH (tj+1) − |COS |.
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Pixels whose signals at the check S (tj+1) lie in the range
(

S
Tj

TH (tj+1) , S
Tj

TH (tj+1) − |COS |
)

are reset when ideally they should not be, so the integration slot used for them is suboptimal.

However, silicon area permitting some well–known offset reduction techniques can be used

to make COS � SMAX so the intensity range that is suboptimally quantized is narrow.

3.6 Selection of Optimal Integration Slot Set of Given Size

The optimal integration slot for a particular pixel receiving a given illumination is the

longest slot that does not saturate the pixel as this ensures that the largest possible SNR

will be achieved and the smallest possible light intensity–to–digital code (I2D) quantization

bin will be used. However, in a sensing array several pixels can receive vastly different

illuminations so with a finite integration slot set this degree of optimality in general cannot

be achieved for every pixel. Consequently, given an integration slot set size |T |, the optimal

integration slot set TOPT , |TOPT | = |T | for a particular scene is the one that minimizes the

average I2D quantization noise.

3.6.1 Derivation

The I2D quantization noise ∆I is the difference between a particular illumination level

I and the reconstruction point produced by the sensor for I4 (Figure 3-11). As Figure 3-12

shows, the I2D quantization error lies, for every section of the transfer characeristic, be-

tween −∆Ik/2 and ∆Ik/2. Formally, using Equation 3.10, the expected value of the I2D

quantization noise E
[
∆I2

]
is then:

E
[
∆I2

]
=

M−1∑

k=0

∫ IREF ·Ek

IREF ·Ek−1

∆I2 · pI (I) · dI (3.23)

=
M−1∑

k=0

∫ IREF ·Ek

IREF ·Ek−1

(

I −

(
1

2
+

⌊
2N

Ek
·

I

IREF

⌋)

· ∆Ik

)2

· pI (I) · dI (3.24)

∃ TOPT , |TOPT | = M : E
[
∆I2

]

TOPT
≤ E

[
∆I2

]

T
∀ |T | = M (3.25)

where ∆Ik = Ek · IREF /2N (Equation 3.11), E−1 = 0, and pI (I) is the probability density

function of the illumination received by the sensor in a given frame, i.e. the probability

that a given pixel will receive an illumination I.

4The chosen reconstruction points bisect the bins.
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Figure 3-11: ample transfer characteristics showing the intensity–to–digital
code quantization noise for a particular illumination.
T = {T0, T0/4, T0/16} and N = 3 used.
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Figure 3-12: Light intensity–digital code quantization noise for sample
transfer characteristic. T = {T0, T0/4, T0/16} and N = 3 used.

Equation 3.24 cannot be implemented in hardware to determine the optimal integration

slot of a give size since the actual illumination cannot be obtained with infinite precision

through the inherent quantization operation of the image sensor. However, relevant in-

formation can still be obtained by calculating an upper bound of E
[
∆I2

]
, assuming that
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Figure 3-13: Sample probability density function of a natural scene. The
illumination is normalized to the reference illumination IREF .

∆I = ∆Ik for every illumination point5:

E
[
∆I2

]
≤ E

[
∆I2

]

UB
=

M−1∑

k=0

∫ IREF ·Ek

IREF ·Ek−1

∆I2
k · pI (I) · dI (3.26)

=
M−1∑

k=0

∫ IREF ·Ek

IREF ·Ek−1

(
Ek · IREF

2N

)2

· pI (I) · dI (3.27)

=

(
IREF

2N

)2

·
M−1∑

k=0

E2
k ·

∫ IREF ·Ek

IREF ·Ek−1

pI (I) · dI (3.28)

Further simplification of this expression can be achieved by noting that the minimum of

E
[
∆I2

]

UB
is also the minimum of E

[
∆I2

]

UB
/
(

IREF

2N

)2
, and using the probability mass

function of the normalized illumination I/IREF , pIREF
(I) (Figure 3-13):

E
[
∆I2

]′

UB
=

M−1∑

k=0

E2
k ·

∫ Ek

Ek−1

pIREF
(I) · dI (3.29)

Typically the integration time TINT = T0 is fixed by system factors, so for a given

scene its contribution to the quantization noise is constant and thus does not affect the

location of its minimum. What is more, it is not necessary to compute Equation 3.29 for all

possible real values of integration slot ratios in the range [1, EMAX ], because Equation 3.6

limits these ratios to powers of 2 to achieve monotonic sensor transfer characteristics with

constant digital code steps within its sections. Consequently the expression whose minimum

needs to be found to determine the optimal integration slot set of size M is:

E
[
∆I2

]′′

UB
=

M−1∑

k=1

E2
k ·

∫ Ek

Ek−1

pIREF
(I) · dI (3.30)

5Any fraction of the intensity bin size ∆Ik would give the same location for the minimum of E
[
∆I2

]

UB
.
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E1 < . . . < EM−1, Ej = 2a , a ∈ {1, 2, . . . , log2 (EMAX)} , j ∈ {1, . . .M − 1} (3.31)

Finally, even more computation savings can be achieved by noting that there are only

log2 (EMAX) integrals that need to be calculated, namely:

INT (j) =

∫ 2j

2j−1

pIREF
(I) · dI, j ∈ {1, 2, . . . , log2 (EMAX)} (3.32)

so that:
∫ 2b

2a

pIREF
(I) · dI =

b∑

j=a+1

INT (j) (3.33)

for integers a, b ∈ {1, 2, . . . , log2 (EMAX)} and a < b. Therefore:

E
[
∆I2

]′′

UB
=

M−1∑

k=1

E2
k ·

log2(Ek)
∑

j=log2(Ek−1)

INT (j) (3.34)

E1 < . . . < EM−1, Ej = 2a , a ∈ {1, 2, . . . , log2 (EMAX)} , j ∈ {1, . . .M − 1} (3.35)

The restriction to the integration slot ratios imposed by Equation 3.6 makes it feasible

to perform an exhaustive evaluation of Equation 3.34 to find the optimal integration slot

set. It can be shown that for a given a maximum exposure ratio EMAX and integration slot

set size |T | ≤ log2 (EMAX) + 1, the number of points to be computed is:

NP
E[∆I2]

′′

UB

=




log2 (EMAX) − 1

|T | − 2



 =
(log2 (EMAX) − 1)!

(|T | − 2)! · (log2 (EMAX) − |T | − 3)!
(3.36)

where ! denotes the factorial operation. Figure 3-14 shows the number of data points that

need to be computed for all possible integration slot set sizes given a particular maximum

exposure ratio EMAX . As it can be seen, less than 500 points are needed to find the

optimal integration slot set, even when EMAX = 4096 which adds 72dB to the original

pixel illumination dynamic range.

3.6.2 Procedure

The optimal integration slot set for different set lengths can be found as follows:

• |T | = 1: T = {T0} = {TINT }, which is usually determined by system factors such as

desired frame rate, blur minimization, etc.
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Figure 3-14: Number of data points that need to be computed to find the
minimum light intensity–digital code quantization noise for in-
tegration slot sets of different size.

• |T | = 2: T = {T0, T1}. T0 = TINT , the first and longest integration slot is deter-

mined as above. T1 = TLAST , the last integration slot, is determined by either the

maximum illumination that is expected (IMAX/IREF ) or the maximum illumination

that the sensor can correctly acquire (limited by slot index storage capabilities, min-

imum achievable integration slot, etc.). That is, the sensor has a fixed maximum

EMAXSY S
, so if IMAX/IREF > EMAXSY S

then T1 = TLAST = TINT /EMAXSY S
. But

if the normalized illumination satisfies IMAX/IREF < EMAXSY S
, then EMAX has to

be set as close to, but higher than, IMAX/IREF so as to capture all the illumination

information using the longest possible integration slot. Mathematically:

EMAX = 2

⌈

log2

(
IMAX
IREF

)⌉

(3.37)

• |T | = M : T = {T0, T1, . . . , TM−1, TM−2}. T0 = TINT and TM−1 = TLAST are deter-

mined as above. T1, . . . , TM−2 are determined by first finding the integration slot ratios

E1, . . . , EM−1 that minimize Equation 3.34 and then operating:

T1 = T0/E1, . . . , TM−1 = T0/EM−1.
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3.6.3 Examples

Two scenes rendered with the Radiance synthetic imaging system [59] were used to

empirically verify the proposed optimization method (Figures 3-15 (a) and (b)6). This soft-

ware is able to produce wide dynamic range images with floating point output, making it

ideal for simulation of natural scenes. In each case both the original wide dynamic range

image and a brightness–equalized image (for a more uniform illumination PDF) were used as

inputs to a Matlab [60] script that implements the procedure to find the optimal integration

slot set as outlined above.

The simulated expected I2D quantization noise and the upper bound as computed by

Equation 3.34 (normalized to their maximum values) were compared for |T | = 3. Figure 3-15

shows that the length of the the second integration slot T1 = T0/E1 that minimizes the ex-

pected quantization noise is correctly calculated by its upper bound. Tests for |T | > 3 also

resulted in correct selections of the optimal integration slot set. Care has to be taken so

that the integration slot ratios do not exceed 2N as mandated by Equation 3.6, a situation

that becomes more likely for large EMAX and small integration slot set sizes, depending on

the image statistics.

Equation 3.34 becomes a better approximation as the ADC resolution increases be-

cause the sensor transfer characteristic bin sizes decrease exponentially as a function of N

(Equation 3.11). Then:

2N � 0 =⇒ ∆Ij =
Ej · IREF

2N
−→ ∆I , j ∈ {0, 1, . . . , M − 1} (3.38)

That is to say, as the bin sizes decrease the quantization error becomes smaller and closer to

the bin size. Figure 3-17 shows the upper bound and the exact error for different converter

resolutions. As it can be seen, for medium and high resolutions the upper bound is not only

feasible to compute but also extremely accurate.

3.6.4 Image Statistics Extraction

The calculation of the upper bound of the I2D quantization noise expected value as-

sumes prior knowledge of the image statistics in the form of the scene illumination prob-

ability density function pIREF
(I/IREF ). However, with the following procedure the image

6Obtained from public image gallery section of Radiance website, authors unknown.
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(a) Office cubicle image. (b) Drafting office image.
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(c) PDF for the original office cubicle
wide dynamic range image.

! "�#�$�%!

!'& !�(

!	& )

!'& )�(

* + * ,�-�.

/ 0 12
3456

(d) PDF for the original draft office wide
dynamic range image.

7 8�9�:�;7

7	< 7�7�=

7	< 7'>

7	< 7'>�=

7	< 7�?

@ A @ BC8ED

F G HI
JKLM

(e) PDF for the office cubicle
brightness–equalized image.
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(f) PDF for the draft office
brightness–equalized image.

Figure 3-15: Test scenes used to verify the proposed method to find the
optimal integration slot set.
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(a) Wide dynamic range office cubicle image.
Minimum at E1 = 32.
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(b) Wide dynamic range draft office image.
Minimum at E1 = 64.
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(c) Brightness–equalized office cubicle image.
Minimum at E1 = 128.
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(d) Brightness–equalized draft office image. Min-
imum at E1 = 128.

Figure 3-16: Comparison between the exact I2D quantization noise and the
proposed approximation for the test scenes. EMAX = 256 and
N = 4 used. Curves normalized to their respective maximum
values within the displayed range.

histogram can be used as a good approximation to these statistics for the purposes of the

calculation of the optimal integration slot set:

1. Acquire a frame.

2. Calculate image histogram and appropriately scale it to obtain a valid probability
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Figure 3-17: Comparison between the light intensity-to–digital code quanti-
zation noise and its upper bound for different analog–to–digital
converter resolutions. Wide dynamic range draft office scene
used with EMAX = 256. Curves normalized to their respective
maximum values within the displayed range.

mass function.

3. Determine the optimal integration slot set of desired length |T | using Equation 3.34

and the extracted PMF.

4. Repeat from step 1 till optimal integration slot sets from consecutive frames are iden-

tical.

The draft office image was used as an example for this procedure, with EMAX = 32,

N = 4 and |T | = 3. Under these conditions, with the PDF shown in Figure 3-15 (d) the

optimal integration slot set is {T0.T0/8, T0/32}. After the first frame the PMF shown in

Figures 3-18 (a) results, which gives an optimal integration slot set {T0.T0/16, T0/32}. After

the second frame the PMF shown in Figures 3-18 (b) results, which gives an optimal inte-

gration slot set {T0.T0/8, T0/32}. After the third frame the PMF shown in Figures 3-18 (c)

results, which gives the same optimal integration slot set as the second frame (which co-

incides with the optimal set calculated with the full–resolution PDF) and the procedure

stops. In general, larger slot set sizes and higher ADC resolutions produce more detailed

extracted PMFs and consequently reduce the number of iterations needed for the optimal

set to settle to its final value.
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(a) PMF after first frame.
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(b) PMF after second frame.

/ 0�/ 1�/�/ 1�0�/ 2�/�/ 2�0�/ 3�/�//

/�4 /52

/�4 /76

/�4 /�8

/�4 /�9

/�4 1

/�4 1:2

/�4 1;6

< = < >5?�@

A B CD
EF G

H

(c) PMF after third frame.

Figure 3-18: Extracted data used to approximate the image statistics needed
in the optimal integration slot set determination.

3.7 Selection of the Integration Slot Set Size

There can be several valid integration slot sets that achieve a desired dynamic range

expansion factor EMAX . For instance, if a particular system needs EMAX = 256, then

E1 = {1, 1/2, 1/4, 1/8, 1/16, 1/32, 1/64, 1/128, 1/256}, E 2 = {1, 1/4, 1/16, 1/64, 1/256},

E3 = {1, 1/16, 1/256} and E4 = {1, 1/256} are all possible options, using constant slot ratios

R of 2, 4, 16 and 256 respectively. Which of the valid sets is the best depends on system

constraints and the illumination statistics of the environment where the image sensor is
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(a) Image.
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(b) Histogram.

Figure 3-19: Sample image used to illustrate the effects of different integra-
tion slot sets on the image sensor performance.

used. The following parameters are affected by the choice of integration slot set:

• Per–pixel memory requirements increase with the number of pixel checks

(Equation 3.8). For the example B1 = 4 bits, B2 = 3 bits, B3 = 2 bits and B4 = 1 bit.

Though apparently modest, a per–pixel memory increase of one bit in a mega–pixel

sensor implies the addition of about 128KB of possibly on–chip memory.

A potential advantage of a wider memory is that it can provide an adequate loga-

rithmic representation of the scene being imaged before the integration cycle ends

(the memory bus is free most of the time since the sensor requirements are only a

finite number of bursts). Figure 3-197 shows a sample image that was processed with

7Image courtesy of Nicole S. Love.
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the different integration slot sets. Figure 3-20 shows the resulting memory contents

(viewed as indexes to a gray–scale color map). Clearly more integration slots offer a

more detailed representation that can be used to control a mechanical iris, provide

pre–scaling information for power–aware image processing algorithms, provide early

data for crash avoidance and detection, etc.

• The intensity bins increase by R around the transition regions of the transfer char-

acteristic so if a scene has details of interest around these areas, artifacts and severe

image quality degradation can occur when R � 0 as the quantization noise increases

significantly in an abrupt manner. Figure 3-21 shows the result of edge detection on

images processed with E4 (top) and E1 (bottom). The increased intensity quantization

noise leads to “false” edges and consequently a more difficult shape extraction.

• Integration slot sets with fewer elements result in a lower signal–to–noise ratio for a

wider intensity range so the resulting images are noisier.

• Equation 3.24 shows that integration slot sets of different size are interchangeable

from the I2D quantization noise standpoint only when:

pIREF
(I)







= 0 I
IREF

∈ [1, 128] ,

6= 0 otherwise.

(3.39)

that is, when the normalized illumination is concentrated in the [0, 1] and

[128, 256] ranges. For all scenes with other illumination statistics the average quan-

tization noise decreases as more slots are used. In general, the I2D quantization

noise is a non–increasing function of the integration slot set size: consider the in-

terval I/IREF ∈ [Ek, Ek+1] of an integration slot set T1, |T1| = M which is broken in

two, I ∈ [Ek, Em] and I ∈ [Em, Ek+1] with Ek < Em < Ek+1 to form T2, |T2| = M + 1.
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(a) Integration slot set E1 used.

(b) Integration slot set E2 used.

(c) Integration slot set E3 used.

(d) Integration slot set E4 used.

Figure 3-20: Memory contents of processed sample image, viewed as indexes
to a gray–scale color map. Pixels that use the longest integra-
tion slot are mapped to black, piixels that use shorter integra-
tion slots are mapped to brighter colors.
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(a) Integration slot set E4 used.

(b) Integration slot set E1 used.

Figure 3-21: Edge detection results of sample image processed using two
different integration slot sets.

Then, using Equation 3.29 and denoting ∆E
[
∆I2

]′

UB
= E

[
∆I2

]′

UBT1

− E
[
∆I2

]′

UBT2

:

∆E
[
∆I2

]
≈ E2

k+1 ·

∫ Ek+1

Ek

pIREF
(I) · dI − (3.40)

−

(

E2
m ·

∫ Em

Ek

pIREF
(I) · dI − E2

k+1 ·

∫ Ek+1

Em

pIREF
(I) · dI

)

(3.41)

≈ E2
k+1 ·

∫ Ek+1

Ek

pIREF
(I) · dI − (3.42)

−E2
m ·

∫ Em

Ek

pIREF
(I) · dI + E2

k+1 ·

∫ Ek+1

Em

pIREF
(I) · dI + (3.43)

+E2
k+1 ·

∫ Em

Ek

pIREF
(I) · dI − E2

k+1 ·

∫ Em

Ek

pIREF
(I) · dI (3.44)

≈
(
E2

k+1 − E2
m

)
·

∫ Em

Ek

pIREF
(I) · dI ≥ 0 (3.45)

Consequently if |T1| < |T2| =⇒ E
[
∆I2

]

T1
≥ E

[
∆I2

]

T2
.
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Figure 3-22: Block diagram of a JPEG image data compression chain.

3.8 Effects on Image Processing Tasks

The non–uniform bin size in the sensor transfer characteristic (Equation 3.12 and

Figure 3-7) can have an impact on tasks performed by digital processors. Image data

compression, a very important and often used task, was taken as a test case to explore the

implications of using the novel wide dynamic range algorithm in a machine vision system.

One of the most popular image data compression methods was defined by the Joint

Photographic Expert Group (JPEG) [61,62]. The block diagram of the method can be seen

in Figure 3-22. An image is first sectioned in 8 × 8 regions, to which a two–dimensional

discrete cosine transform (DCT) is applied. The coefficients of the DCT are quantized by

dividing them using the elements of a quantization matrix (Equation 3.46 shows an example

of such a matrix). The resulting quantized coefficients are then encoded with a variable

length code to obtain the compressed image.

Q50 =
























16 11 10 16 24 40 51 61

12 12 14 19 26 58 60 55

14 13 16 24 40 57 69 56

14 17 22 29 51 87 80 62

18 22 37 56 68 109 103 77

24 35 55 64 81 104 113 92

49 64 78 87 103 121 120 101

72 92 95 98 112 100 103 99
























(3.46)

Data compression is achieved because for typical natural scenes the magnitude of the

DCT coefficients decreases rapidly in frequency. In addition, the human eye has lower

sensitivity at high spacial frequencies, so the high frequency DCT coefficients (lower right

corner in the quantization matrix) can be quantized more coarsely than the low frequency
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Figure 3-23: Ideal quantizer used as reference for the JPEG image data com-
pression analysis. N = 8 bits.

coefficients (upper left corner in the quantization matrix) with little loss of perceived image

quality. Consequently, after quantization many high frequency coefficients become zero

and are therefore easier to code, while the low frequency coefficients undergo only minor

changes.

The large bin sizes in the high illumination region of the predictive multiple sampling

algorithm transfer characteristic may create false edges and therefore increase high frequency

content of captured images. Data compression may be significantly affected by this added

high frequency content, so to evaluate the magnitude of this effect the drafting office image

was linearly quantized to 8 bits to create a baseline reference8 (Figure 3-23). Then the

multiple sampling algorithm was used to process the same data using increasing ADC

resolutions, from N = 4 to N = 7. To keep the total pixel output fixed also at 8 bits

the exposure ratio sets (and consequently the maximum pixel illumination IREF ) were

adjusted accordingly as shown in Table 3.1. The resulting sensor transfer characteristics

(Figure 3-24) show that coarser quantization occurs when more bits are produced by the

multiple sampling algorithm and less bits are produced by the ADC.

The JPEG–compressed images using the different algorithm quantizers can be seen in

Figures 3-25–3-28 for different quality factors9. Images showing the pixel–by–pixel differ-

ence between the reference image and the images processed with the multiple algorithm can

8This is an ideal, theoretical quantizer. If this quantizer were implementable there would be no need to
have an illumination dynamic range expansion algorithm.

9The quality factor is a scalar that multiplies the quantization matrix. A higher quality factor translates
into finer DCT coefficient quantization at all frequencies.
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Table 3.1

Integration slot sets used in the JPEG data compression comparison

Set N E IMAX/IREF

1 4 {1, 2, 4, 8, 16} 1/16
2 5 {1, 2, 4, 8} 1/8
3 6 {1, 2, 4} 1/4
4 7 {1, 2} 1/2
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(a) E= {1, 2, 4, 8, 16}, N = 4.
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(d) E= {1, 2}, N = 7.

Figure 3-24: Sensor transfer characteristics used in the image data compres-
sion analysis.

be seen in Figures 3-29–3-32. The differences in high illumination regions depend on the

number of integration slots used: with less ADC resolution and more integration slots in-
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(a) Quality factor 100.

(b) Quality factor 25.

Figure 3-25: JPEG–compressed images processed with E= {1, 2, 4, 8, 16}
and N = 4.



78 CHAPTER 3. NOVEL ALGORITHM FOR INTENSITY RANGE EXPANSION

(a) Quality factor 100.

(b) Quality factor 25.

Figure 3-26: JPEG–compressed images processed with E= {1, 2, 4, 8} and
N = 5.
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(a) Quality factor 100.

(b) Quality factor 25.

Figure 3-27: JPEG–compressed images processed with E= {1, 2, 4} and
N = 6.
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(a) Quality factor 100.

(b) Quality factor 25.

Figure 3-28: JPEG–compressed images processed with E= {1, 2} and
N = 7.
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Figure 3-29: Differences between the reference image and the image
captured with the multiple sampling algorithm having
E= {1, 2, 4, 8, 16} and N = 4.
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Figure 3-30: Differences between the reference image and the image
captured with the multiple sampling algorithm having
E= {1, 2, 4, 8} and N =5.
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Figure 3-31: Differences between the reference image and the image cap-
tured with the multiple sampling algorithm having E= {1, 2, 4}
and N = 6.
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Figure 3-32: Differences between the reference image and the image cap-
tured with the multiple sampling algorithm having E= {1, 2}
and N = 7.
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Table 3.2

JPEG file size comparison for original draft office image

File

Quality
25 50 75 100

Size [B] % Inc. Size [B] % Inc. Size[B] % Inc. Size [B] % Inc.

Ref. 3828 − 4935 − 6700 − 29474 −

1 3858 1 4970 1 6790 1 30424 3
3 3831 0 4942 0 6729 0 30009 1
2 3828 0 4941 0 6712 0 29629 1
4 3828 0 4935 0 6702 0 29485 0

creasingly wider high illumination regions are digitized using an effectively coarser quantizer.

The difference between the coefficients of the two–dimensional DCT transform of the refer-

ence and algorithm–processed images can be seen in Figures 3-33–3-36, where as expected,

images processed with more integration slots have more high frequency content (lower right

corner) as compared to the reference. The JPEG encoder included in Matlab [60] was used

to save both reference and algorithm–processed images for different quality factors: 100 (no

data compression), 75, 50 and 25. Table 3.2 shows the file sizes and the percentage increase

of the algorithm–processed images with respect to the reference. The data compression

difference is reduced when:

• The ADC resolution increases and the number of integration slots is reduced to keep

the total pixel output fixed at 8 bits. The transfer characteristic becomes that of a

finer quantizer and thus differences at high frequency are minimized.

• The quality factor decreases. The coefficients of the DCT are themselves quantized,

and the quality factor determines the quantization coarseness (higher quality factor,

finer quantization), therefore for lower quality factors the quantized DCT coefficients

of the reference and the algorithm–processed images tend to converge.

As Table 3.2 shows, for the draft office image the data compression difference is minimal

(< 3%) even for a quality factor of 100. However, these results depend on the scene

statistics, scenes where the the majority of the probability is concentrated in the high

illumination region will have a larger data compression difference. As further proof, the

brightness–equalized draft office image (PDF in Figure 3-15 (f)) and both the original and

brightness–equalized cubicle images (PDFs in Figure 3-15 (c) and Figure 3-15 (e)) were

processed and the results are shown in Tables 3.3–3.5. Both brightness–equalized images
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Figure 3-33: Difference of the two–dimensional DCT between the reference
image and the image processed by the multiple sampling al-
gorithm with E= {1, 2, 4, 8, 16} and N = 4. Magnitude of the
differences in logarithmic scale.
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Figure 3-34: Difference of the two–dimensional DCT between the reference
image and the image processed by the multiple sampling algo-
rithm with E= {1, 2, 4, 8} and N = 5. Magnitude of the differ-
ences in logarithmic scale.
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Figure 3-35: Difference of the two–dimensional DCT between the reference
image and the image processed by the multiple sampling algo-
rithm with E= {1, 2, 4} and N = 6. Magnitude of the differ-
ences in logarithmic scale.
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Figure 3-36: Difference of the two–dimensional DCT between the reference
image and the image processed by the multiple sampling algo-
rithm with E= {1, 2} and N = 7. Magnitude of the differences
in logarithmic scale.
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Table 3.3

JPEG file size comparison for brightness–equalized draft office image

File

Quality
25 50 75 100

Size [B] % Inc. Size [B] % Inc. Size[B] % Inc. Size [B] % Inc.

Ref. 8864 − 12770 − 18107 − 77720 −

1 9073 2 13201 3 19165 6 86466 11
3 8960 1 12911 1 18519 2 83204 7
2 8885 0 12830 0 18222 1 80167 3
4 8864 0 12793 0 18137 0 78324 1

Table 3.4

JPEG file size comparison for original office cubicle image

File

Quality
25 50 75 100

Size [B] % Inc. Size [B] % Inc. Size[B] % Inc. Size [B] % Inc.

Ref. 3027 − 3830 − 5304 − 25330 −

1 3028 0 3836 0 5319 0 25786 2
3 3030 0 3833 0 5310 0 25458 1
2 3027 0 3830 0 5304 0 25348 0
4 3027 0 3830 0 5307 0 25330 0

Table 3.5

JPEG file size comparison for brightness–equalized office cubicle image

File

Quality
25 50 75 100

Size [B] % Inc. Size [B] % Inc. Size[B] % Inc. Size [B] % Inc.

Ref. 8831 − 13042 − 18648 − 71796 −

1 9004 2 13379 3 19214 3 78798 10
3 8904 1 13200 1 18959 2 76270 6
2 8860 0 13108 1 18829 1 73883 3
4 8841 0 13082 0 18671 0 72359 1

have more probability at high illumination, therefore they have a bigger data compression

difference (around 10%) than the original images, whose probability is concentrated in the

low illumination region. Of note is the fact that for a typical quality factor of 75 the data

compression difference is only 6% or less for any of the selected images.
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3.9 Summary

A novel predictive multiple sampling algorithm was introduced. The algorithm allows

for integration periods (slots) of different duration to run concurrently by performing a pre-

dictive pixel saturation check at the potential start of every integration slot. The check relies

on the assumption that the pixel illumination remains constant throughout the integration

time. Other important characteristics of the algorithm are:

• The sensor requires pixels with non–destructive and conditional–reset capabilities,

per–pixel storage and the implementation of an integration controller.

• The sensor transfer characteristic is linear and made of sections which have increas-

ing illumination bins. To guarantee a monotonic sensor transfer characterisitic the

integration slot ratios are effectively limited to powers of 2.

• The resulting signal–to–noise ratio has a distinctive “sawtooth” shape in the high

illumination region but the low illumination region remains unaltered with respect to

the SNR of a pixel without the dyanmic range expansion algorithm.

• The maximum dynamic range increase depends on the location, performance and

implementation of both integration controller and memory.

• Given a certain integration slot set size, the optimal integration slot lengths which

minimize the average illumination–to–digital code error depend on the illumination

statistics. The precise composition of the optimal set can be obtained by exhaustively

evaluating a computationally–friendly approximation of the I2D error.

• The optimal integration slot size mainly depends on the system resources available,

tolerable SNR and desired maximum I2D error (for given illumination statistics).

• Data compression ratios are illumination–dependent but in general poorer than those

of an ideal wide dynamic range image sensor with a uniform quantizer. However, for

typical quality factors the difference is modest.





Chapter 4

Experimental Chip

4.1 Overview

A proof–of–concept integrated circuit was fabricated in a CMOS 0.18µm 1.8V 5–metal

layer process with linear capacitor (double polysilicon) and 3.3V 0.35µm transistor options1.

The 1.8V devices were used in all digital circuitry while the 3.3V devices were used in all

analog circuitry. The IC die is 7600µm × 11700µm in size, its micrograph can be seen in

Figure 4-1.

A block diagram of the image sensor is shown in Figure 4-2. The major components

of the chip are a pixel array, a memory array, an integration controller vector and an

analog–to–digital converter/correlated double sampled (ADC/CDS) vector. Supporting

components include pixel and memory row decoders, memory and converter output digital

multiplexers, pixel–to–ADC/CDS analog multiplexer and test structures.

Light intensity information is captured by pixels in the sensing array, and their output is

routed through an analog multiplexer to the ADC/CDSs for quantization. The integration

controller implements the dynamic range expansion algorithm, conditionally resetting pixels

based on their output and their associated integration slot information which is stored in

the memory.

1Fabrication process provided by National Semiconductor Corporation.

89
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Figure 4-1: Proof–of–concept integrated circuit micrograph.
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Figure 4-2: Proof–of–concept integrated circuit block diagram.
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Figure 4-3: Sensing array block diagram.

4.2 Sensing Array

This block includes a pixel matrix, a row decoder and a vector of current sources

(Figure 4-3). The sensing array was designed to be used with a 1/3′′ C(S)–Mount lens.

This industry standard format calls for an array size of 4.8mm × 3.6mm with a diagonal of

6mm. The nominal spacial resolution chosen was VGA (640 × 480) thus pixels are squares

of 7.5µm on the side. The actual resolution was slightly increased to 642 × 484 so as to

tolerate small lens misalignments and allow for spacial stabilization of fabrication process

parameters within the array. Fast read–out of a small region of interest (ROI) is provided

as each pixel column has three output lines (Figure 4-4). A pixel at location (y, x), row

y ∈ [0, 483] and column x ∈ [0, 641] is connected to output line OUTk, k ∈ [0, 1925] following

the relationship:

k = 3 · x + (y mod 3) (4.1)

where mod is the modulus function and (y = 0, x = 0) is located at the upper left corner of

pixel array.
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Figure 4-4: Pixels connections to output column lines.

4.2.1 Pixel

The pixel topology used in the proof–of–concept integrated circuit is a 5 NMOS transis-

tor cell as shown in Figure 4-5. The photodiode is an n–diffusion/p–substrate type with a

salicided exclusion mask. The top–most metal layer was used to route power (VEE) and to

shield light, covering the entire pixel area except for the photodiode. The pixel fill factors

are 39% (exposed photodiode area in relation to total pixel area) or 49% (total photodiode

area in relation to total pixel area). Transistors M1 and M3, both of which connect to the

sensing node (“SNS” in Figure 4-5), are slightly longer than the other transistors in the

pixel to decrease the subthreshold current when they are in the cut–off regime. A grounded

substrate connection (p+ plug) is also included to minimize optical crosstalk between neigh-

boring pixels. The metal 4 layer routes all output (vertical) lines to minimize their parasitic

capacitance, while the metal 3 layer routes all control (horizontal) lines.

Transistor M1 can be used as a charge spill gate to increase the sensitivity of the pixel.

With the proper voltage in the SHUTTER control line, it acts as common gate amplifier

pinning the photodiode voltage and allowing photo–generated subthreshold current flow

from its source, a relatively high capacitance node (the photodiode), to a relatively small

capacitance sensing node (“SNS” in Figure 4-5) [32]. M1 also provides electronic shutter
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(a) Schematic. Current source shared by pixels in the column.

(b) Layout.

Figure 4-5: Pixel design used in the proof–of–concept integrated circuit.
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Figure 4-6: Typical evolution of the pixel sensing node voltage when the photodiode
receives constant light intensity.

capabilities when the voltage at the SHUTTER control line drops significantly below the

transistor threshold voltage. Transistors M2 and M3 together with control lines RESSEL

and COMP provide the needed conditional reset capability [63]. Transistor M4 together with

a shared column current source (ICOL) form a source follower amplifier that buffers the

sensing node from the large capacitance of the column line. Transistor M5 is a switch that

connects the source follower output to the column line when the pixel needs to be read.

The evolution of the sensing node voltage on a typical cycle for a pixel receiving constant

light intensity can be seen in Figure 4-6. The cycle starts when the sensing node is reset

during TRST seconds, eliminating any visual information from the previous frame. The

photodiode and sensing node are then isolated from the reset circuitry and allowed to collect

(integrate) photo–generated charge (electrons) for TINT seconds. At any point during this

period of time the pixel can be accessed and have its signal non–destructively read. When

the integration time ends, the shutter is closed and the sensing node is isolated from the

photodiode thus its voltage remains constant and independent of further changes in light

intensity. The pixel can then be read again to have its signal quantized by the ADC/CDSs.

Operating Modes

1. Conditional Reset: A pixel is selected for conditional reset when control signal RESSEL

is HIGH. Transistor M2 is therefore on and there is an electrical connection between
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the COMP control line and the gate of transistor M3 (node “ENB” in Figure 4-5) which

is assumed to start the cycle at ground. The actual reset decision is encoded in the

temporal evolution of COMP, if this line remains grounded throughout the cycle the

pixel is not reset, while if this line goes HIGH, transistor M3 is turned on and there is

a low impedance path between the photodiode node and the RESPUL line (Figure 4-7).

COMP has to be LOW while RESSEL is still HIGH for a short period of time after the

photodiode is reset to ensure that transistor M3 is turned off. Most reported designs

use a constant reset voltage (“standard” reset), but if the drain of transistor M3 is

tied to a control signal (RESPUL) a pulsed reset cycle can be used which diminishes

photodiode soft reset problems [64]. In this scheme the photodiode is first grounded to

erase any pixel memory and then charged up to a constant voltage as in the standard

method. In this way the final photodiode reset level is constant regardless of the

illumination received in the previous integration cycle. Since the HIGH voltages of

the RESSEL, RESPUL and COMP control lines are set off–chip, the reset level of node

VENB is:

VENBRST
=







VCOMPHIGH
if VRESSELHIGH

≥ VCOMPHIGH
+ VT (VCOMPHIGH

),

VS (VRESSELHIGH
) otherwise.

(4.2)

where VS (VG) is the maximum source voltage of a body–effected NMOS transistor

when used to charge a high impedance node with gate potential VG (Section A.1) and

VT (VBS) is the MOSFET threshold voltage for a bulk–to–source potential VBS [65].

Consequently the reset level of the sensing node VSNS is:

VSNSRST
=







VRESPULHIGH
if VENBRST

≥ VRESPULHIGH
+ VT (VRESPULHIGH

),

VS (VENBRST
) otherwise.

(4.3)

The off–chip voltages can therefore be raised above the analog power supply VEE to

partially or totally offset the reduction of the sensing node voltage swing introduced

by the reset circuitry.

2. Integration: This mode is selected when the RESSEL line is LOW (node “ENB” in

Figure 4-5 is assumed to be grounded). The voltage of the SHUTTER line (VSHUTTER)
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(a) Schematic.
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Figure 4-7: Pixel in conditional reset mode.
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is controlled off–chip and its actual level affects the pixel sensitivity, measured in

volts per photo–generated electrons. If VSHUTTER ≥ VSNSRST
+ VT (VSNSRST

) then

transistor M1 is always on and it is effectively eliminated from the pixel circuit as

the photodiode and sensing node are connected by a low impedance path throughout

the integration time. In this case, if CPD is the capacitance associated with the

photodiode and CSNS is the capacitance associated with the sensing node “SNS”,

then the pixel sensitivity SPIXEL is:

SPIXEL ≈
1

CPD + CSNS
≈

1

CPD
as CPD � CSNS (4.4)

On the other hand, if VSHUTTER ≤ VSNSMIN
+ VT (VSNSMIN

), where VSNSMIN
is the

minimum sensing node voltage (mainly determined by the voltage offset of the pixel

output source follower and the minimum ADC/CDS input voltage), then the photodi-

ode is pinned at VPD ≈ VSHUTTER − VT (VSHUTTER). Any photo–generated electron

will produce a small decrease in VPD which would induce a drain–to–source current

to restore the photodiode voltage to its equilibrium value. This process draws charge

(the same amount as was photo–generated) from node “SNS” so the pixel sensitivity

in this case is:

SPIXEL ≈
1

CSNS
�

1

CPD
(4.5)

While the sensitivity is greatly increased by adding the cascode transistor, the charge

transfer process across it is not instantaneous and therefore image lag is increased [66].

When the integration period ends, the SHUTTER control line can be grounded in order

to cut off transistor M1 and isolate sensing node “SNS”. The voltage there remains

constant and can be subsequently read at a later time without alteration of the visual

information represented by its magnitude.

3. Read–out: This mode is selected when the ROWSEL control line is HIGH. Switch

transistor M5 is on, and transistor M4 and column current source ICOL form a

common–drain amplifier that buffers node “SNS” into the column line OUTk. After

the settling time:

VOUTk
= VOSF

(VSNS) = VSNS − VTN0
−

√

2 · ICOL

µn · COX · W
L

− f (VSNS) (4.6)
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Figure 4-8: Pixel in integration mode.
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Figure 4-9: Pixel in read–out mode.

where VOSF
(VG) is the output of a body–effected NMOS source follower with an input

voltage VG (Section A.2) and f (·) has a square root dependence on VSNS , making the

voltage shift non–linear.

The pixel can be read at any time, with the shutter open or closed. Due to the large
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(a) Schematic (bias circuitry shared among all columns). j ∈ {0, 1, 2}.
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Figure 4-10: Pixel array column current source.

difference in sampling time, it is typically read with the shutter open as part of the

pixel saturation check of the wide dynamic range algorithm, and with the shutter

closed for the pixel output quantization, at the end of the integration time.

4.2.2 Column Current Source

A high compliance cascoded current mirror was used to implement the pixel array

column current sources as a reduced turn–on voltage was desired to maximize the allowable

pixel voltage swing (Figure 4-10). Transistors M1–M9 are repeated at every pixel output
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line (thus every pixel column has three current sources) while transistors MB1
–MB5

, which

provide the required bias for the cascode, are shared among all column current sources.

Signal CSIBIAS is the reference for the current mirror and needs to be provided off–chip,

it has a nominal value of 1µA. The current mirror associated with output line OUTk, k ∈

[0, · · · , 1925] can also be turned off with the CSONj signal, j=k mod 3, to minimize power

dissipation when the pixels are not being read. Additionally, the output line can be equalized

to the external voltage in the CSVEQ line when the control signal CSEQCj is HIGH.

The magnitude of the column current source affects both the settling time of the output

line and the voltage offset of the source follower (Equation 4.6). This trade–off between

speed and pixel voltage swing was broken with a scheme where the possibility of a pixel

output line discharge is eliminated: before any pixel read–out its associated current source

is off and its output line is charged to VCSV EQ ≈ 250mV, the lower bound of the allowable

pixel output swing. The current source is then turned on and the pixel can be read, but

under these conditions the transistor in the source follower always charges the output line

to its final value. The current source, whose magnitude can now be drastically reduced,

is left in the circuit to ensure that the source follower remains in its saturation regime.

Figure 4-10(b) shows the phases of operation of the circuit. Overlapping the output line

equalization turn–off and the current source turn–on before the pixel read–out can suppress

any initial source transient and thus speed up the output line settling.

4.2.3 Row Decoder

The signals needed to command the pixels (SHUTTER, ROWSEL, RESSEL and RESPUL) have

to be generated on a row–by–row basis with a circuit pitch–matched to the pixel height. An

address pre–decoding scheme was adopted to reduce complexity at the row level and loading

of the address lines [8,67]. The binary–represented pixel row address in the bus PROW<8:0>

is used to generate eighteen pre–decoded internal address signals (PDRA<xxxxx>). Sixteen of

them are arranged in four groups of four generated by 2–to–4 decoders while the remaining

two pre–decoded signals form a fifth group which is generated by a buffer and inverter

combination (Figure 4-11). Only one of the pre–decoded lines, which run through the rows

of the pixel decoder core, is active at any particular point in every group. The address

decoding process is completed by a 4–input AND gate shared by four pixel rows, and a

2–input AND gate at every pixel row (Figure 4-12). The 4–input AND gate takes input
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Figure 4-11: Sensing array row decoder address pre–decoder schematic.

from one line out of each of the five most significant groups (generated by PROW<8:2>) and

thus selects four pixel rows. The final selection is made by the 2–input AND gate, whose

inputs are the output of the 4–input AND gate and one line out of the least significant

group (generated by PROW<1:0>). Consequently with this scheme each pre–decoded line

only serves 121 AND inputs. Additionally, these two logic gates are small and suitable to

be efficiently laid out in the small area defined by the pixel height.

The row address decoder core (shaded area in Figure 4-12), which is repeated at every

pixel row, consists of decoding logic, control signal memory and buffering. The final address

decoding result is stored at every row by a D–type flip–flop. The PRDCLR signal provides

multiple row latching capabilities: when PRDCLR is LOW only the last row addressed is

active, but all rows that are addressed while PRDCLR is HIGH become active and thus

simultaneous control of them is possible. This functionality is achieved by disabling the

clock of a particular register once the row associated with it is selected. Independent of the

address bus contents, all rows can be made active with the PRDON signal, and inactive with

the PRDOFF signal.

The gated row address decoding result (“ROW ENB” node in Figure 4-12) acts as an

enable signal for the row memory elements associated with every pixel control signal. To

minimize area these elements are set/reset latches with logic that makes it impossible to

have the forbidden S=HIGH, R=HIGH combination. Their output can be changed when

their row is selected and consequently SHUTTER, ROWSEL, RESSEL and RESPUL are set or reset



102 CHAPTER 4. EXPERIMENTAL CHIP

��
�� �
�

����	�

����	�	
�����



������	

�������

������

������

� � �
�

���

�����������
�����������

�����������
������ ����
�����������
�����������

�����������
������� ���
�����������
�����������

�����������
�������� ��
�����������
�����������

�����������
��������� �
�����������
�����������

� !" #$
%

� �

&'

��
�� �
�

� !" #$
%

� �

&'

� (
)**
�
�

� !" #$
%

� �

&'

+� ( ��
� ,
)�

� !" #$
%

� �

&'

+�,

-./ 0 -. 10
%

2

3 4 56 47 8

��9
:

; 0
<=

>

0/ ?
<. =1
@A

B #" A!
A!
C<D
!"/ E
<<

F D<
G ./ 0

HG . 10

��
��
IJ

� � �
�

��K

� � �
�

��K

� � �
�

��K

Figure 4-12: Sensing array row decoder schematic (row circuitry).
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Table 4.1

Pixel row decoder global signals truth table

PRDON PRDOFF PRDCLR Description

0 0 0 Single pixel row activation
0 0 1 Multiple row pixel activation
0 1 X All pixel rows inactive
1 X X All pixel rows active

������

������� 	

���

���


����� ���

(a) Schematic.

� � �����
�����

����� ���

� 

(b) Symbol.

Figure 4-13: 1.8V to 3.3V digital level converter. Dashed box encloses 3.3V devices.

by the PRDSHUT, PRDROSE, PRDSEL and PRDREPU external signals, respectively. Figure 4-14

shows the behavior of the pixel row decoder under different control signals combinations.

To eliminate glitches, the decoder rows should be inactive (PRDON LOW and PRDOFF

HIGH) during the row selection. PRDOFF should be deactivated only after this process is

finished, and after the values of PRDSHUT, PRDROSE, PRDSEL and PRDREPU have settled to

their final value.

A digital level converter is present at the output of the latches providing buffering

and the interface between the digital (1.8V devices) and analog (3.3V devices) areas. The

level converter is made of a cross–coupled 3.3V PMOS pair (M1 and M2), and two 1.8V

NMOS pull–down devices (M3 and M4) which are sized so as to quickly overpower the

cross–coupled pair (Figure 4-13). The circuit therefore has low short–circuit currents and

fast state transitions without static power dissipation. The HIGH voltage for ROWSEL and

RESSEL is set to the analog power supply (VEE) while the HIGH voltage for SHUTTER and

RESPUL is controlled off–chip by the VSH and VRP signals, respectively.
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Figure 4-14: Pixel row decoder operating phases.



4.3. ANALOG MULTIPLEXER 105

4.3 Analog Multiplexer

The 1926 pixel output lines are routed to the 64 ADC/CDS cells present in the IC by an

analog multiplexer. A shift register–based approach was favored over a classical pass–gate

chain design to minimize area, line parasitics and settling time of the pixel output lines

(Figure 4-15). In this scheme the outputs of a 1920–stage shift register control a single

pass gate at each pixel output line. The input of this register is the AMDIN signal while the

output of the last stage is taken off–chip to the AMQOUT signal. The stages change output

at the negative edge of AMLATCH. The multiplexer can be turned off with the AMON control

signal, in this way the pixel output lines can be disconnected from the ADCs while the shift

register is loaded to its final combination (thus avoiding glitches) or during the pixel check

cycle (thus avoiding additional parasitic loading).

The first and last pixel columns are controlled independently of the core sensing array

columns. The gating of the leftmost pixel column output lines is controlled individually by

the AMLED<2:0> bus (Figure 4-15(a)) while the gating of the rightmost pixel column output

lines is controlled individually by the AMRED<2:0> bus (Figure 4-15(c)).

The outputs of the core multiplexer AMc, c ∈ {0, 1, · · · , 1919} are hard–wired to a single

ADC input a ∈ {0, 1, · · · , 63}, following the relationship a = c mod 64. From Equation 4.1,

this means that the output of a pixel at location (y, x), row y ∈ [0, 483] and column x ∈

[1, 640] is digitized by converter a (y, x) following the relationship:

a (y, x) = [3 · x + (y mod 3)] mod 64 (4.7)

The three output lines per pixel column allow for the simultaneous quantization of 64 pixels

(with certain restrictions). With this scheme, for example, a 3 × 3 region can be digitized

simultaneously, which is very advantageous for some image processing tasks. If P is defined

as the set of all possible combinations of allowable 64 pixels to be digitized, then p ∈ P if

any pair of pixels at locations (y, x) ∈ p, (z, w) ∈ p satisfy:

1. (y, x) 6= (z, w)

2. a (y, x) 6= a (z, w)

The first column of the pixel array is connected to the first three (leftmost) ADCs/CDSs

(Figure 4-15(a)) while the last pixel column is connected to the last three (rightmost)
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Figure 4-15: Analog multiplexer schematic.
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Figure 4-16: PMOS source follower used to provide analog readout of the ADC/CDS
input voltages. x ∈ {0, 1}, y ∈ {0, 63}.

ADC/CDSs (Figure 4-15(c)). Off–chip readout of the input analog voltage of the ADC/CDSs

was provided with two PMOS source followers (Figure 4-16), connected to AM0 (output

AMSFIB0) and AM63 (output AMSFIB1).

4.4 Integration Controller

Most of the circuitry needed to implement the conditional pixel check required by the

novel wide dynamic range algorithm is implemented in this block. The integrated circuit

has a column–parallel integration controller so that a complete row can be checked at a time

thus reducing the frame check time. The circuitry present at each pixel column (shaded

area in Figure 4-17) needs to be fast in order to further minimize the check time, and small,

as it has to be pitched–matched to the pixel width. The column circuitry can be roughly

divided in two: a circuit that determines whether or not the pixel output voltage is above

or below an external reference voltage, and a circuit that determines whether or not the

pixel was reset in the previous check cycle.

The output column corresponding to the pixel row that needs to be checked is expected

binary–encoded in the CSEL<1:0> bus. From Equation 4.1 CSEL<1:0>= k mod 3 if row k

needs to be checked as the column information is irrelevant. A 2–to–3 decoder shared by all

the columns pre–decodes this information so that the final pixel output line decoding is made

by transistors M7–M9. NMOS devices are used since the nominal maximum pixel output

voltage (1.25V) is far below VEE − VTN
. The selected pixel output line is then compared

to an external voltage reference CVREF by a standard dynamic voltage comparator. The

first phase of operation, the sample phase, takes place when CSAMPLE is HIGH and CCOMP

is LOW (Figure 4-18). In this configuration the reference voltage and the pixel output

voltage are stored in the two internal nodes of the comparator. The second and last phase

of operation, the comparison itself, takes place when CSAMPLE is LOW and CCOMP is HIGH.
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Figure 4-17: Integration controller schematic.
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Figure 4-18: Integration controller dynamic comparator phases.

In this configuration a pair of cross–coupled CMOS inverters formed by transistors M1–

M6 is activated, taking the internal nodes to the appropriate rails depending on their

relative magnitude. The comparison result is stored in a D–type flip–flop to allow pipelined

operation.

The circuit that determines whether the pixel was reset in the previous check cycle is

made of a 4–bit +1 digital adder and a 4–bit digital comparator. The index associated

with the pixel being checked, which is stored in an associated SRAM location, is expected

in the BITRS<3:0> bus during a check cycle. One unit is added to this binary–encoded

number by the digital adder, whose schematic is shown in Figure 4-19. Reduced area and

fast operation were the two main objectives pursued with this particular implementation.

The output does not overflow for the [0, 14] input range.

The output of the adder is compared to an externally generated time stamp, which

should be the current check cycle number binary–encoded in TSTAMP<3:0>. The circuit used

to generate this result is shown in Figure 4-20. A HIGH output indicates that the pixel was

reset in the previous check cycle (BITRS=TSTAMP−1), while a LOW output indicates that

the pixel was reset at least two check cycles in the past (BITRS<TSTAMP−1). The memory

contents have to be zeroed before the acquisition of a new frame for proper operation during

the first check cycle, so that when TSTAMP = 1 all pixels are potentially enabled for reset.

The pixel voltage has to be below the reference voltage and the last pixel reset cycle

has to be the previous check cycle for a pixel to be reset. When this condition is true

the column COMP line becomes a buffered version of the PCOMP external signal, otherwise it

stays grounded. For maximum flexibility the HIGH voltage of the COMP signal is determined
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Figure 4-19: Integration controller 4–bit +1 digital adder.
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Figure 4-20: Integration controller 4–bit digital comparator.

by the external VCPL voltage. This scheme enables the use of different pixel reset types:

a typical constant value reset level can be achieved by making PCOMP HIGH permanently

and adjusting VV CPL to the desired value. A pulsed pixel reset can be achieved by making

PCOMP a clock waveform with the appropriate frequency and duty cycle.

A 4–bit digital multiplexer produces the new index to be stored in the associated SRAM

location (Figure 4-21). If the pixel is reset, the new index is the time stamp, whereas if the
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Figure 4-21: Integration controller digital multiplexer (only one channel shown).
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Figure 4-22: Memory block diagram.

pixel is not reset, the new index is simply the previously stored index.

4.5 Memory

Static random access memory (SRAM) cells store the index of the last reset cycle for

every pixel in the sensing array. Access to the main 4–bit 642 × 484 array is provided

by two ports: the North port, which is 8–bits wide with time–multiplexed input/output

capabilities for external communication; and the South port, which is column–parallel with

independent read and write terminals that connect with the column–parallel integration

controller. A decoder provides memory row addressing capabilities (Figure 4-22).
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Figure 4-23: Memory cell schematic.

4.5.1 SRAM Cell

A fully static memory cell (Figure 4-23) was chosen for its robustness in an environment

with a large number of photo–generated carriers, and for its relatively small area which

enabled the layout of 4 cells pitch–matched to a single pixel width.

A pair of minimum–size digital inverters connected in a loop configuration store one

bit of information. Read/write access from/to the complementary bit lines BIT and BIT

is provided by transistors M1–M2 (which are also minimum size) and the row access line

ROWSEL.

The bit lines have to be pre–charged to a mid–point voltage and then tri–stated before

a read operation takes place. When the ROWSEL becomes active (HIGH) the outputs of the

inverters are then connected to the bit lines. A differential voltage is eventually established

in the these lines, but due to their large capacitance and the small driving capabilities of

the inverters, a column sense amplifier is needed to speed up the process.

The bit lines are complementary held at the appropriate voltages (ground and VDD)

for a write operation. When the ROWSEL control line is HIGH the bit lines overwhelm the

cell inverters charging or discharging its output nodes. When these nodes are safely past

the inverters trip points, ROWSEL can become inactive isolating the cells and allowing the

inverters to finish driving the internal nodes to the rails.

4.5.2 South Port

The sense amplifier in this block amplifies the small differential signal present in the

bit lines during a read operation, establishes the correct voltages in the bit lines during
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Figure 4-24: Memory South port schematic.

write operations and pre–charges the bit lines to a common potential when appropriate

(Figure 4-24).

Transistors M1–M8 form a cross–coupled inverter pair activated when the MSENSE signal

is HIGH. Transistors M9–M11 are identical, with a large aspect ratio. M9 equalizes both

bit lines when MEQ is active, while M10–M11 pre–charge the bit lines to the external voltage

VPC when MPC is active. This arrangement ensures that all sense amplifiers begin the signal

amplification at the same time. If only M9 was present the equalized voltage would be

column–dependent which can lead to read errors due to incomplete settling [8]. A D–type

flip–flop stores the bit read on the falling edge of the MLRS signal. Transistors M12–M13 and
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Figure 4-25: Memory North port schematic.

Table 4.2

SRAM North port global signals truth table

MRWNN MSET MRESET NB Bit to Write Description

1 X X X X Read operation
0 1 X X 1 Row set
0 0 1 X 0 Row reset
0 0 0 B B Write input bit

their associated logic ground either BIT or BIT depending on the value of BITWS, whose value

is provided by the integration controller. When MRWNS is LOW (read), BIT is grounded for

BITWS = 0, and BIT is grounded for BITWS = 1. A HIGH MRWNS indicates a write operation

thus M12–M13 are turned off regardless of the BITWS line.

4.5.3 North Port

This block is a paired–down version of the South port (Figure 4-25). An inverting

read buffer with tri–state capabilities controlled by the MRWNN signal was added to provide

adequate driving through the output multiplexer. Extra logic was also included to add

row–wise set/reset functionality. Provided MRWNN is LOW, when MSET is HIGH all cells in

the row addressed are written with a logic 1, while when MRESET is HIGH all cells in the

row addressed are written with a logic 0 (Table 4.2).

The signaling and timing for read and write operations is identical to those of the South

port (MLRN replaces MLRS, MRWNN replaces MRWNS). The main difference is that to achieve

true X–Y write capabilities a read operation has to precede a write operation. Since the
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Figure 4-26: Memory phases for read and write operations.

input/output bus is 8–bits wide, only 2 4–bit words are explicitly driven at a time, but the

rest of the columns in the row will be refreshed with the values of the last row read. These

values are stored in node NB, which is isolated for write operations when its particular

column is not addressed (the read buffer is tri–stated and the digital multiplexer is not

driving the node). Therefore if two words of row r ∈ [0, 483] need to be written, row r has

to be read and immediately updated to avoid an unintentional partial row copy. The North

port write operation thus takes more time to complete than other memory I/O operations;

however this feature is only added for circuit testing and debugging purposes.

4.5.4 Phases of Operation

Read

This operation begins with the bit lines equalized and pre–charged to VPC, consequently

both MEQ and MPC are LOW (Figure 4-26). The appropriate ROWSEL line is activated when

the row address is input to the decoder and the cells from the selected row start to create
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a differential voltage in the bit lines. Once this voltage is larger than the comparator offset

the row decoder can be deactivated (ROWSEL LOW) and the dynamic comparator can be

enabled (MSENSE HIGH). After the bit lines have settled to its rail values the read bit can

be latched in the D–type flip–flop by lowering MLRS (South port) or MLRN (North port).

Write

The bit lines also start equalized for this operation. When the information to be written

is ready and present in the BITRS (South port) or NB (North port) line, MRWNS (South port)

or MRWNN (North port) is lowered to indicate a read operation and to ground the appropriate

bit line. The dynamic comparator is then activated with the MSENSE line to drive the bit

lines to the rails (if not one line would be at ground and the other at VPC). Once this is

achieved the row decoder can be activated and the driven bit lines overpower the inverters

in the cell thus writing the desired bits.

4.5.5 Column Multiplexer and Input/Output Buffers

To reduce the total IC pin count the memory external communication is limited to 8–bits

or 2 words with a digital multiplexer. A standard pass–gate chain design was implemented

(Figure 4-27). The binary–encoded column information is expected in the MCOL<8:0> bus

and is latched into a 9–bit D–type flip–flop register on the negative edge of MCMLATCH. A

1–to–2 decoder generates the MC<i> and MC<i> signals (i ∈ [0, 8]) that run through the

multiplexer being connected to the regular or inverted input of the pass gates.

The rightmost and leftmost memory columns are not multiplexed and run directly to

the input/output buffer, they can be accessed on the MIOTL<3:0> and MIOTR<3:0> buses

respectively. For the other columns, there are 642 × 4 = 2568 bit lines, and the connection

to the pass gates is as follows:

MC<i> connected to
regular

NBj bit line pass–gate input if

⌊
j

8·(i+1)

⌋

mod 2 = 1

inverted
⌊

j
8·(i+1)

⌋

mod 2 = 0

where j ∈ [0, 2567]. Consequently pairs of adjacent columns are addressed by MCOL<8:0>.

The leftmost memory column of the addressed pair is accessed in the MIOB0<3:0> bus while

the rightmost column is accessed in the MIOB1<3:0>.



4.5. MEMORY 117

���������
	��

���
�����������

���������

�����
	��

�����
	��

���  !
��� "#!%$

&

�(' ��)+*��# �

��),�� �

-/.�01' .��3254
6 6�7#8

-/.�0�9# :� ;=<#�?>�45� ;@ !�� 7A*A7�8
&����� �

Figure 4-27: Memory column multiplexer and input/output buffer schematic.

The relationship between the multiplexer lines DMj , j ∈ [0, 2568] and the output buses

is the following:

MIOB0<0>

connected to j:

j mod 8 = 0 MIOB1<0>

connected to j:

j mod 8 = 4

MIOB0<1> j mod 8 = 1 MIOB1<1> j mod 8 = 5

MIOB0<2> j mod 8 = 2 MIOB1<2> j mod 8 = 6

MIOB0<3> j mod 8 = 3 MIOB1<3> j mod 8 = 7

The memory has 16 input/output non–inverting buffers, whose direction is controlled by

the MMRWNN signal (Figure 4-27). MMRWNN HIGH indicates a read (output) operation while a

MMRWNN LOW signal indicates a write (input) operation.

4.5.6 Row Decoder

The 4–bit memory cell is 5.78µm high, shorter than the pixel height. Consequently the

same area limitations that led to the pre–decoding scheme in the pixel row decoder apply

to the memory row decoder. However, since no simultaneous access to multiple rows is

necessary, most of the addressing functionality can be moved to the pre–decoder, which is

shown in Figure 4-28.

The binary–encoded memory row address is expected in the MROW<8:0> bus and is
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Figure 4-28: Memory row decoder pre–decoder schematic.

Table 4.3

Memory row decoder global signals truth table

MRDAON MRDAOFF Description

0 0 Single memory row activation
1 X All memory rows active
0 1 All memory rows inactive

latched by a register of D–type flip–flop latches on the negative edge of LMROW. A series

of 2–to–4 decoders form five groups in which only one line is active per addressed row.

Additional logic follows to provide global on/off capabilities. When MRDAON is HIGH all

lines in all groups are active, and if MRDAOFF is HIGH all lines in all groups are inactive

(Table 4.3).

The row address decoder core (shaded area), which is repeated at every pixel row,

consists only of logic for the final address decoding process (Figure 4-29). A 4–input AND

gate takes input from one line out of each of the five most significant groups (generated by

MROW<8:2>) and thus selects four pixel rows. The final selection is made by the 2–input

AND gate, whose inputs are the output of the 4–input AND gate and one line out of the
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Figure 4-29: Memory row decoder schematic (row circuitry).
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Figure 4-30: Analog–to–digital converter block diagram.

least significant group (generated by MROW<1:0>).

4.6 Analog–to–Digital Converter/Correlated Double Sampler

The ADC/correlated double sampler (CDS) vector is made of 64 cells. Each stage

has two modes of operation: conventional ADC or correlated double sampling. In ADC

mode the cells are configured as 2–stage cyclic converters whose results are stored in 10–bit

ping–pong registers (Figure 4-30). A 10–bit wide decoder selects one ADC and routes its

conversion result to the output bus. For testing and debugging purposes, the ADC can con-

vert an external differential voltage carried by the AEIP and AEIN lines

(VADCIN
= VAEIP − VAEIN ) when the IESEL control signal is LOW (Figure 4-31).

The cyclic process produces one bit of resolution per cycle. It first determines if the

stage input voltage is in the upper or lower half of the differential input range (−2V to
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Figure 4-31: Analog–to–digital converter schematic.

+2V in the experimental chip) generating a digital 1 or 0 respectively. The half where the

input voltage was determined to be in is then expanded to fill the full input range. This

operation, known as residue generation, can be expressed mathematically as:

VRES = 2 · VIN ± VREF (4.8)

where VREF = 2V. This reference voltage is subtracted if the stage bit is a digital 1, and

added if the stage bit is a digital 0. The conversion process can then be repeated again to

obtain a new bit of resolution, thus generating bits from most significant (MSB) to least

significant (LSB).

The CDS mode reduces fixed pattern noise by subtracting the pixel reset level from the

pixel output at the end of the integration time. As a by–product, the single–ended pixel

output is converted into a scaled differential signal. Both stages are capable of perform-

ing the CDS operation with the multiplexed pixel output lines that connected to the VL

ADC/CDS input.

A circuit that has the needed functionality is shown in Figure 4-32. It consists of 6

capacitors, a fully differential operation amplifier (opamp), a dynamic comparator and pass

gates. Capacitors CA1T , CA1B are used in ADC mode, capacitors CC1T , CC1B are used

in CDS mode, and capacitors C2T , C2B are used in both modes. The phases of operation

for one CDS cycle and a 2–bit conversion are shown in Figure 4-33.
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(a) Schematic. Inverted inputs of pass gates not indicated for simplicity. All
external signals are level converted to VEE = 3.3V. x ∈ {0, 1}.
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Figure 4-32: Analog–to–digital converter cyclic stage/correlated double sampling
stage.
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Figure 4-33: Analog–to–digital converter and correlated double sampling phases of
operation. x ∈ {0, 1}.
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Figure 4-34: Stage configuration during the correlated double sampling input volt-
age sample phase.

4.6.1 CDS Mode

The pixel output immediately after the end of the integration time is read during the

first phase of operation in CDS mode. ACDSx, ADP1Dx and ACP1x are all HIGH, putting the

opamp in unity gain feedback while also sampling the input (Figure 4-34). For the experi-

mental chip, VADCV 1 = VADCV 2 = 0.65V and VAOV S = 2.65V. Assuming very high opamp

differential gain and matched capacitors (CC1T ≡ CC1B = CC1 and C2T ≡ C2B = C2),

the charge at the opamp input terminals is:

q− (t1) = CC1 ·
(
VL (t1) − V −

O (t1)
)

+ C2 ·
(
VAOV S − V −

O (t1)
)

q+ (t1) = CC1 ·
(
VADV C1 − V +

O (t1)
)

+ C2 ·
(
VADV C2 − V +

O (t1)
) (4.9)

Labeling VCM = VO (t1) = V +
O (t1) − V −

O (t1) then:

∆q (t1) = CC1 · (VADV C1 − VCM − VL (t1)) + C2 · (VADV C2 − VCM − VAOV S) (4.10)

The pixel reset level is read in the second and last phase of operation in CDS mode. Here

CDSx and ACP4x are high resulting in the configuration shown in Figure 4-35. The charge

at the opamp input terminals is:

q− (t2) = CC1 ·
(
VL (t2) − V −

O (t1)
)

+ C2 ·
(
V −

O (t2) − V −

O (t1)
)

q+ (t2) = CC1 ·
(
VADV C1 − V +

O (t1)
)

+ C2 ·
(
V +

O (t2) − V +
O (t1)

) (4.11)

Then:

∆q (t2) = CC1 · (VADV C1 − VCM − VL (t2)) + C2 · (VO (t2) − VCM ) (4.12)
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Figure 4-35: Stage configuration during the correlated double sampling output
phase.

Charge conservation demands ∆q (t1) = ∆q (t2) thus:

VO (t2) = V +
O (t2) − V −

O (t2) =
CC1

C2
· (VL (t2) − VL (t1)) + (VADV C1 − VAOV S) (4.13)

In the experimental chip CC1 = 900fF and C2 = 225fF nominally2, so with

∆VL = VL (t2) − VL (t1):

VO (t2) ≈ 4 · ∆VL − 2 (4.14)

Hence ∆VL is the pixel signal, that is, the pixel output change during the integration

time. Also, since the pixel output range is nominally [0.25V, 1.25V] single–ended, the CDS

converts it to a [−2V, +2V] differential range.

4.6.2 ADC Mode

As in CDS mode, the input voltage is sampled during the first phase of operation in ADC

mode. ACP1x, AAP1x, AAP1Lx and AMEQx are HIGH, putting the opamp in the configuration

shown in Figure 4-36. The charge at the opamp input terminals is (CA1T ≡ CA1B = CA1

assumed):

q− (t1) = CA1 ·
(
VADCIN − V −

O (t1)
)

+ C2 ·
(
VADCIN − V −

O (t1)
)

q+ (t1) = CA1 ·
(
VADCIP − V +

O (t1)
)

+ C2 ·
(
VADCIP − V +

O (t1)
) (4.15)

2Stage capacitor magnitudes mainly determined by a trade–off between settling time, mismatch tolerances
and noise to achieve the desired ADC/CDS performance.
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Figure 4-36: Stage configuration during the analog–to–digital converter sample
phase.
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Figure 4-37: Stage configuration during the analog–to–digital converter comparison
phase.

Defining VIN = VADCIP − VADCIN :

∆q (t1) = CA1 · (VIN − VCM ) + C2 · (VIN − VCM ) (4.16)

The stage bit is determined during the second phase of operation in ADC mode, the compar-

ison phase. Here AAP1Lx, AAP2x and AMSAMPx are HIGH, which results in the configuration

shown in Figure 4-37. The opamp is used in this case as a offset–compensated pre–amplifier

for the dynamic latch. Running open loop, the differential output of the opamp increases

rapidly in the direction of the input voltage sign (positive or negative). This voltage dif-

ference need not be significant, it only needs to be larger than the comparator offset, so

the pre–amplification phase can be of short duration. The AAP2SHUx signal can optionally

be turned HIGH after the comparison has taken place but before the residue is calculated.

This signal shorts the opamp outputs and thus helps in making a faster transition be-
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Figure 4-38: Stage configuration during the analog–to–digital converter output
phase.

tween the pre–amplification and output modes of the opamp, specially if as a result of the

pre–amplification its outputs are close to the rails.

Once the comparison takes place the third and last phase of operation in ADC mode,

the output/residue generation phase, begins. AMCOMPx and ACP4x are HIGH, resulting in

the configuration shown in Figure 4-38. The charge at the opamp inputs is:

q− (t2) = CA1 ·
(
VAAV R(N/P ) − V −

O (t1)
)

+ C2 ·
(
V −

O (t2) − V −

O (t1)
)

q+ (t2) = CA1 ·
(
VAAV R(P/N) − V +

O (t1)
)

+ C2 ·
(
V +

O (t2) − V +
O (t1)

) (4.17)

Then with VAAV R = VAAV RP − VAAV RN :

∆q (t2) = CA1 · (±VAAV R − VCM ) + C2 · (VO (t2) − VCM ) (4.18)

Charge conservation demands ∆q (t1) = ∆q (t2) thus:

VO (t2) = V +
O (t2) − V −

O (t2) =
CA1 + C2

C2
· VIN ±

CA1

C2
· VAAV R (4.19)

Nominally CA1 = C2 = 225fF, and labeling VRES = VO (t2) and VREF = VAAV R = 2V:

VRES = 2 · VIN ± 2 (4.20)

which matches the desired behavior of the stage (Equation 4.8). If the stage bit is a digital

0, +VREF is added to the scaled input, while −VREF is added if the stage bit is a digital 0.

This add/subtract operation can easily be achieved by flipping the differential terminals of



4.6. ADC/CDS 127

�����

�����	�
����


�
� �

�
� �

�
����������


���������

���������

�
���	�



�

�

���

���

(a) Schematic.

��
�  �
�  

�
� !

�

�
� ! � ���"�#�$

��"�#�$

%

(b) Symbol.

Figure 4-39: Analog–to–digital converter cyclic stage comparator.

the AAVR(N/P) input according to the stage bit, which is achieved by the S1 and S2 internal

signals.

Comparator

The stage comparator is a dynamic comparator similar to the one used in the integration

controller (Figure 4-39). Transistors M1 and M2 allow for the comparator internal nodes

to be equalized to the voltage of the ACVCM line, VACV CM . When the comparator is not in

use the MEQx line is always HIGH which ensures fast comparator recovery and sampling.

The opamp outputs are sampled when AMSAMPx is HIGH and the cross–coupled inverters
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(b) Symbol.

Figure 4-40: Analog–to–digital converter ping–pong register.

are activated when the AMCOMPx line is HIGH. The comparator output is not stored in a

flip–flop thus AMCOMPx must remain active for as long as the comparison result is needed,

that is, for as long as ACP4x is HIGH and the opamp outputs are settling to the residue

voltage.

4.6.3 Ping–pong Register

The stage bits need to be stored with the appropriate sequence in a shift register. A

circuit with this functionality is shown in Figure 4-40. A multiplexer controlled by the

ASTASEL line selects the comparator output of one of the stages. This signal then goes

through a 3.3V–to–1.8V level converter and another multiplexer controlled in this case by
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Figure 4-41: Analog–to–digital converter shift register.

the ADCREGBANK line which selects one of two shift registers clocked by the AREGCLK line

to store the bits in. A 10–bit 2–channel multiplexer also controlled by the ADCREGBANK

line selects the register that is not in use by the ADC for output so the results of the last

conversion can be read while the converter is performing the next quantization.

4.6.4 Shift Register

The shift register design used by the ADC ping–pong register is shown in Figure 4-41.

It is made of 10 negative edge D–type flip–flop stages with a clock enable feature. When

ON is LOW the clock is disabled, but to avoid spurious latching ON has to become inactive

when CLK is also inactive.

4.6.5 Output Multiplexer

The ADC output bus is only 10–bits wide so a 10–bit 64 channel multiplexer is required

between the ADC vector and the IC exterior (Figure 4-42). The binary–encoded ADC

number is expected in the ACOL<5:0> bus, which is latched on the negative edge of ALCOL.
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Figure 4-42: Analog–to–digital converter output multiplexer.

4.6.6 Operational Amplifier

The opamp topology used in the ADC/CDS stages is shown in Figure 4-43. It is a

classic PMOS input pair cascoded two–stage design with a capacitive–resistive compensation

network (ZC). The circuit requires three external references: a current AOIBIASx, nominally

100µA, and voltages AOVREF, AOVCM, nominally VEE/2 = 1.65V.

Transistors MSU1–MSU3 form a small start–up circuit whose mission is to ensure that

MB2 is on soon after the power supply reaches its quiescent value. The bias point avoided

is a voltage close to VEE at MB2’s gate. Transistor MSU3 lowers the potential of MSU2’s

gate until this transistor, which has a large aspect ratio, turns on significantly pulling down

MB2’s gate. This helps the external reference current establish the right currents (and

therefore voltages) across the different current mirrors of the bias circuit. When MSU2

turns on MSU1 also, eventually, turns on charging up the gate node of MSU2 as its current

drive overwhelms MSU3. This process quickly turns transistor MSU2 off and after that

only a small current flows through the now disabled start–up circuitry.

Transistors MB1–MB20 form the bias circuit. It features a PMOS and NMOS high

compliance cascoded current mirrors to produce the five bias voltages (VB1
–VB5

) needed by

the active (signal) part of the opamp. Each bias leg draws 10µA of current.

Transistors M1–M16 form the active part of the opamp. M1–M2 implement the tail

current for the differential pair M3–M4 which is actively loaded by transistors M9–M10.

Both differential pair and active load are cascoded with M5–M8 to increase the stage output
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Figure 4-43: Operational amplifier used in the analog–to–digital converter stages.
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resistance. Transistors M15–M16 form the common–source second stage, with cascoded

active loads provided by M11–M14.

Transistors MF1–MF8 and capacitors CD1–CD4 form the common mode feedback

(CMFB) of the opamp. CD1–CD4 are in a switched–capacitor circuit which nominally

produces VCM =
(
V +

O + V −

O

)
/2. The midpoint of CD1–CD2 is a high impedance node, so

its voltage has to be periodically refreshed to AOVCM by the AOCFP0x and AOCFP1x phases

(Figure 4-33). A scaled–down version of the active differential pair inputs the voltage of

the AOVREF line and the calculated opamp output common mode. The current through one

of the legs of this CMFB differential pair is mirrored to the active loads of the opamp first

stage, so when the measured common mode differs from the reference, the current flowing

through transistor MF7 changes, modifying the first stage output voltage in the direction

that eventually brings the opamp output common mode back toward the reference.

Compensation Network

The opamp is compensated using the dominant pole method which adds a capacitor

between the outputs of the two amplifying stages. A resistance was added to further aid

stability. Its actual implementation is an NMOS transistor whose gate is at potential VB4

generated by the bias circuit (Figure 4-44).

An extra, smaller, capacitance was included in the compensation network to speed up

the opamp response when it is being used as an offset–compensated pre–amplifier. Two

analog multiplexers controlled by the AOPAPx external signal select which capacitor is in use

at any point in time: when AOPPAx is LOW capacitor CCM = 450fF is active, when AOPPAx

is HIGH capacitor CCP = 230fF is active. The nominal phase margin attained with CCM

is 60◦, which is reduced to 45◦ with CCP . During the pre–amplification phase the input

differential pair is saturated, that is to say, all the tail current IT flows through one leg,

and the differential output evolution can be approximated to be:

VO (t) ≈
IT

CC
· t (4.21)

Consequently a smaller compensation capacitor yields a faster response time to reach a

particular output voltage difference. Since CCP ≈ CCM/2, the pre–amplification time is

almost cut in half when this capacitor is used.
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Figure 4-44: Analog–to–digital converter operational amplifier frequency compen-
sation network.

4.7 Summary

The characteristics, features and design of a proof–of–concept integrated circuit have been

presented. The IC includes the following blocks:

• A VGA (640 × 420) sensing array. Pixels are squares 7.5µm on the side with a

n+–p substrate photodiode that occupies 49% of the pixel area. A 5 NMOS tran-

sistor design provides electronic shutter and conditional reset capabilites.

• An SRAM array capable of storing 4 bits per pixel and with dual ports for internal

and external communication.

• An integration controller array that is fully column–parallel which implements the key
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functionality required by the multiple sampling algorithm.

• An analog multiplexer that routes the three outputs lines present for every pixel

column to the ADCs.

• A 64–element, 10–bit ADC/CDS array.



Chapter 5

Experimental Results

5.1 Test Setup

The setup used to characterize the proof–of–concept IC is shown in Figure 5-1. A cus-

tom test–board includes the necessary voltage references, bias currents and test structures

(like a fully differential digital–to–analog converter to test the chip ADCs). The digital

control for the IC was implemented in a field programmable gate array (FPGA), which

also controlled the data communication between the test–board and an x86 computer. The

LabVIEW software package [68] was used on the computer for data acquisition and initial

post–processing. Further post–processing was done using Matlab [60].
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Figure 5-1: Block diagram of the test setup used to characterize the
proof–of-concept integrated circuit.
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Figure 5-2: Light integration timing when the rolling shutter scheme is used.
Pixel shutter transistor used to allow slow test board/computer
data transmission.

5.2 Digital Control

The proof–of–concept integrated circuit only includes some basic digital blocks (de-

coders, multiplexers, etc.) and the critical elements of the integration controller. The rest

of the digital control, including the light integration scheme, was implemented in a Xilinx

Virtex XCV150 [69].

A rolling shutter scheme is the most common among integrating image sensors

(Figure 5-2). Since some operations (conditional reset and quantization) use the same

pixel output lines, rows cannot be processed in parallel. These operations are then applied

in cycles, one row at a time, and consequently the integration periods of the different rows

are “staggered”in time. The integration time starts when the rows are sequentially reset

unconditionally. Several conditional reset cycles follow, and the integration time ends with

a quantization cycle. The time shift between integration times of adjacent rows equals the

time it takes to perform the slowest row operation. Namely, if the unconditional reset takes

TUR seconds, the conditional reset takes TCR seconds, and the quantization takes TADC

seconds, then the time shift TTS is:

TTS = max (TUR, TCR, TADC) (5.1)

The integration controller does not provide a simple method to unconditionally reset the

pixels. Therefore a special conditional pixel reset was used to perform this operation. In this

particular instance the pixel output was not accessed, rather the appropriate CSEQCi line

(Figure 4-10) was kept high so that the integration controller comparison was performed
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between the pixel line equalization voltage (around 500mV) and the integration controller

reference voltage (around 1V for R= {2, 2, . . . , 2}). Additionally, the memory row 473 was

set (storing the value 15) and the time stamp (STAMP<3:0> bus in Figure 4-17) was set

to 0. These conditions simulate a pixel which has been reset in the previous check cycle

and whose output is below the threshold at the moment of the check. With this scheme, the

conditional and unconditional reset cycles take the same amount of time, TUR = TCR = TR

and thus TTS = max (TR, TADC).

The quantization and data transmission operation proved to be the limiting factor in

the light integration scheme. The chip has a mismatch between the parallelism of the inte-

gration controller and the ADC/CDS array. It takes 10 quantization operations to process

an entire row while it only takes 1 check operation to process an entire row. After a quanti-

zation operation has finished, the outputs of the 64 ADCs have to be transmitted from the

integrated circuit to the computer. While the computer data acquisition card specifications

nominally allowed for transmission of a full resolution frame (10 bits, 640 × 480 pixels) in

approximately 1msec, in practice the data rate had to be significantly reduced (by a factor

of 8) to achieve error–free transmission. Unfortunately, the time shift in the rows also limits

the minimum integration slot length, as TTS ≡ TMIN where TMIN = min(T ) since the next

predictive pixel saturation check of a particular row can only occur after all the other rows

have been checked.

The slow test board/computer data transmission rate would severely limit the maximum

dynamic range increase EMAX , so the shutter functionality of the pixel was used to remove

the quantization and data transmission operations from the integration timing (Figure 5-2).

However, this new timing configuration requires that the pixel voltage at the end of the

integration time be held on the sensing node (node “SNS” of Figure 4-5) for a long period

of time. Leakage current of the sensing node and potentially some photogenerated carriers

diffusing from the photodiode alter the pixel voltage, lowering its value. Since lower pixel

voltages translate into brighter gray levels once the CDS operation is performed, this effect

“whitens” the frame from the upper left corner to the lower right corner (the order in which

the rows are processed), as it can be seen on Figure 5-3.

A sequential integrating scheme was adopted to eliminate the light signal corruption

(Figure 5-4). In this case, a 64–pixel region integrates light and its data is transmitted to

the computer before the integration for the next 64–pixel region begins. The maximum
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Figure 5-3: Image taken with the rolling shutter scheme using the shutter
functionality of the pixels. The “whitening” effect of the pro-
longed pixel voltage hold time in the sensing node can be seen
more markedly on the lower right corner. Rows read from upper
left corner to lower right corner.
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Figure 5-4: Light integration timing when the sequential scheme is used.
Illumination dynamic range expansion is maximized at the ex-
pense of frame rate.

dynamic range increase EMAX in this scheme is substantially higher than in the rolling

shutter scheme since only one row is checked at a time. However, this increase comes at

the expense of a significantly reduced frame rate. A typical rolling shutter frame rate is

30frames/sec, while this sequential integrating scheme can only achieve 5frames/min with

the hardware available in the test bench.

Though the pixel shutter transistor M1 can be configured as a cascode amplifier to

increase the pixel sensitivity, this functionality was not used because that same sensitivity

makes the voltage at the pixel sensing node (node “SNS” in Figure 4-5) extremely suscepti-
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Figure 5-5: Measured ADC transfer characteristic for 8–bit resolution.

ble to pixel–to–pixel process parameter variations (leakage current, actual node capacitance,

etc.). These variations introduce differences in the pixel output signals significantly increas-

ing the pixel–to–pixel fixed pattern noise (FPN).

5.3 Analog–To–Digital Converter

Data from the proof–of–concept prototype was taken in digital format from the in-

tegrated ADC/CDS array. Therefore, the performance of this block affects all following

measurements. To characterize the converters, a CDS operation followed by an 8–bit con-

version was performed on externally–generated (single–ended) voltages varying from 1.5V

to 0.5V with a reset voltage of 1.5V, thus approximating both the voltage swing and offset

of the pixel output. The external voltage was input to the ADC/CDS array via the CSVEQ

line (Figure 4-10), through the analog multiplexer.

The transfer characteristic of the ADC can be seen in Figure 5-5 (8–bit resolution). A

linear fit to the measured data produced an offset of DOS ≈ −1.89digital codes, and a gain

AADC ≈ 259.7551digital codes/volt. These values make the measured transfer characteristic

to be slightly below the ideal transfer characteristic for the [0V, 0.3675V ] input voltage

interval, and slightly above for the remainder of the input voltage range.

Additionally, some variability around a mean converter output was observed when sev-

eral samples of a constant input voltage (or illumination) were taken. Based on this em-
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Figure 5-6: Test setup used to measure the image sensor transfer character-
istic and signal–to–noise ratio.

pirical data, the output of the ADCs was modeled as Gaussian (normal) variable with a

standard deviation τADC ≈ 4 from the sample mean corresponding to a particular input

voltage (or illumination).

5.4 Transfer Characteristic

The transfer characteristic is one of the key parameters of the image sensor. The test

setup shown in Figure 5-6 was used to obtain the required data. A 120W tungsten halo-

gen light source with a color temperature of 3200◦K is connected to the input port of an

integrating sphere. This sphere has two output ports, one which is connected to the image

sensor and one which is connected to a photosensor. Inside the sphere there is a baffle so

that the output ports do not receive any direct light from the light source, and the inside

of the sphere is specially coated so that it reflects all wavelengths equally. The net result

is that the light coming out of the output ports appears to be coming from a point light

source, i.e. the light power is constant for a given radius. The photodetector is connected

to a lux meter to measure the light power received by the image sensor. The light source

is connected to a adjustable voltage source so that different light power levels can be easily

achieved.

For any illumination 100 frames were taken under identical measurement conditions.



5.4. TRANSFER CHARACTERISTIC 141

��� ���
������ ���

��	��� ���
��


��� ���
���
� �




�

�

Figure 5-7: Visualization of the data set used to obtain the image sensor
transfer characteristic and signal–to–noise ratio.

This data can be seen as a set D (x, y, f, I, Tj) where x represent the image columns, y

represent the image rows, f represents the frame number, I represents the illumination at

which the frames were taken and Tj represents the integration slot used (Figure 5-7). To

remove any constant offset that the analog signal pipeline might have, data was taken with

no illumination for the longest integration slot used. Then the pixel offset O for every pixel

was calculated as follows:

O (x, y, Tj) =
1

Ej
· avg [D (x, y, f, 0, TINT )]f ∀ Ej ∈ E (5.2)

where avg [·]f denotes the averaging operation over the f axis. The total signal for every

pixel, for every frame was then zeroed with this offset and calculated as:

STOT (x, y, f, I) = Ei (x, y) · (D (x, y, f, I, Ti) − O (x, y, Ti)) + A (i) (5.3)

where the information of which integration slot each pixel uses was obtained from the

memory contents M (x, y) and A (i) is the code shift that needs to be added to obtain a

strictly linear transfer characteristic:

A(i) =
Ei (x, y) − Ei−1 (x, y)

2
+

i−2∑

n=0

A(n), with A(0) = 0 (5.4)

Then the total pixel signal for every pixel was calculated:

STOT (x, y, I) = avg [STOT (x, y, f, I)]f (5.5)
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Figure 5-8: Measured image sensor transfer characteristic
with TINT ≈ 30msec and E= {2z : z = 0, 1, . . . 13}.
IREF = ITH (TINT ) ≈ 7 · 10−1Lux. Dashed horizontal lines
represent integration slot transitions.

To avoid introducing the mismatches between elements in the ADC array to the com-

putations, the signal for the frame was calculated as follows:

STOT (I) = avg [STOT (x, y, I)]x mod 64,y mod 3 (5.6)

where avg [·]x mod 64,y mod 3 denotes the averaging operation over the x and y axis taking

into account that pixel outputs in column x are quantized by the same converter every

3 rows, and that pixel outputs in row y are quantized by the same converter every 64

columns. The illumination was swept from 10−2Lux to 6 · 10+2Lux with an integration

time of TINT = T0 = 30msec and an integration slot set with 14 elements whose exposure

ratio set is E= {2z : z = 0, 1, . . . 13}. The results are shown in Figure 5-8 referenced by the

ideal transfer characteristic as given by:

STOT (Ti) = Ei · q

(
1

Ei
·

I

IREF

)

+ A (i) , i ∈ {0, 1, . . . , M − 1} (5.7)

It can be seen that, as expected, the sensor responds linearly over 6 decades of illumi-

nation. Out of the 14 available integration slots, 11 are used for the measured illumination,
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therefore the dynamic range increase provided by the algorithm is 1024× or 60dB1. The

reference illumination is IREF = ITH (TINT ) ≈ 7 · 10−1Lux.

5.5 Responsivity

The responsivity measures the incremental change in the pixel output for an incremental

change in illumination. Formally, the responsivity is the point–to–point derivative of the

sensor transfer characteristic normalized by the integration time. A linear fit to the transfer

characteristic data was performed and the results were:

STOTFit
(I) ≈ 369 · I (5.8)

while the linear interpolation of the ideal transfer characteristic has:

STOTIdeal
(I) =

2N

IREF
· I ≈ 366 · I for N = 8bits and IREF = 7 · 10−1Lux (5.9)

Therefore for an integration time of TINT = 30msec, the measured responsivity of the

image sensor is2:

Resp ≈ 48
V

Lux · sec
(5.10)

The ideal responsivity is approximately 47.62 V/(Lux·sec).

5.6 Signal–to–noise Ratio

The same data that was used to obtain the transfer characteristic was used to obtain

the SNR. In this case the variance of each pixel was calculated as follows:

N2 (x, y, I) = var [STOT (x, y, f, I)]f (5.11)

where var [·]f denotes the variance calculation of the samples along the f axis. The noise

of each pixel is assumed to be uncorrelated to the other pixels, so the total noise for the

sensor is:

N (I) =
√

avg [N2 (x, y, I)]x mod 64,y mod 3 (5.12)

1Maximum illumination limited by light source used during characterization.
2Assumes 1 digital code ≈ 4mV
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Figure 5-9: Measured image sensor noise with TINT ≈ 30msec and
E= {2z : z = 0, 1, . . . 13}. IREF = ITH (TINT ) ≈ 7 · 10−1Lux.

Figure 5-9 shows the noise contribution at every measured illumination level. The total

noise remains flat for low illuminations and then increases for higher illuminations When

photon shot noise overwhelms the noise from the analog readout circuitry the noise increases

with a square root dependence (Equation 3.14). However, the measured noise increases

with a linear dependence. Additionally, the average noise level for low illumination is

approximately 4 (same as the empirically observed converter noise), and the start of the

linear dependence also coincides with the transition between the longest integration slot and

shorter ones (IREF ≈ 7 · 10−1Lux). Therefore, the measured noise at higher illuminations

could simply be the ADC noise being scaled by the computation of the total pixel output

required by the multiple sampling algorithm, and the SNR has to be observed to determine

if this is the case. Formally, the signal–to–noise ratio was calculated as:

SNR (I) =
S (I)

N (I)
(5.13)

Figure 5-10 shows the SNR for the measured illuminations, with TINT ≈ 30msec and

E= {2z : z = 0, 1, . . . 13}. It can be seen that the peak signal–to–noise ratio achieved close

to the slot transitions is:

SNRMAX ≈ 35.593dB (5.14)
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Figure 5-10: Measured image sensor signal–to–noise ratio
with TINT ≈ 30msec and E= {2z : z = 0, 1, . . . 13}.
IREF = ITH (TINT ) ≈ 7 · 10−1Lux. Dashed vertical lines
indicate the threshold illuminations that bound the range
corresponding to each integration slot.

Slightly before each slot transition the pixel is close to its maximum voltage swing and

consequently the ADCs are close to full scale. Therefore, with an ADC standard deviation

of 4 digital codes at an 8–bit level:

SNRADC = 20 · log10

(
2N

4

)

= 20 · log10

(
256

4

)

= 36dB ≈ SNRMAX (5.15)

which is consistent with the hypothesis that the ADC noise dominates over all other

noise sources. Even when this is the case, the characteristic “sawtooth” shape of the SNR

(shown for the ideal case in Figure 5-10) should still be seen since for illuminations slightly

bigger than the threshold illuminations Ej · IREF , ∀ Ej ∈ E that just saturate the pixel for

each integration slot:

SNRMIN ≈ 20 · log10

(
2N

R

4

)

= 20 · log10

(
128

4

)

= 30dB (5.16)

using the fact that in the measurements Rj = R = 2 as R= {2, 2, . . . , 2} (therefore for other

integration slot ratios the SNR drop might be significantly bigger).
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Figure 5-11: Integration slot usage in the [0.1, 1]Lux decade for 100 frames.
Transition between integration slot 0 and integration slot 1
located approximately at IREF = 0.7Lux. Pixels receiving an
illumination well below the transition use integration slot 0 in
all frames and pixels receiving an illumination well above the
transition use integration slot 1 in all frames. However, pixels
receiving an illumination close to the transition use integration
slot 0 in some frames and integration slot 1 in other frames.
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Figure 5-12: Integration slot usage in the [1, 10]Lux decade for 100 frames.
Transition between integration slot 1 and integration slot 2 lo-
cated approximately at 1.4Lux, transition between integration
slot 2 and integration slot 3 located approximately at 2.8Lux,
transition between integration slot 3 and integration slot 4 lo-
cated approximately at 5.6Lux. Pixels receiving an illumina-
tion well below or above the transitions use a single integration
slot in all frames, but pixels receiving an illumination close to
the transitions use an integration slot for some frames and the
next shortest or longest integration slot for other frames.
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Within each integration slot the SNR should increase linearly from SNRMIN to

SNRMAX , as it does in Figure 5-10. However, it can be observed that the minimum SNR is

lower than the predicted 30dB, in fact for some transitions SNRMAX − SNRMIN ≈ 10dB.

This discrepancy occurs close to the slot transitions because for those illuminations pixels

might not use a single integration slot for all frames.

Errors in the predictive saturation decision might lead pixels to use one integration slot

for some frames and use an adjacent slot (next shorter or longer) for some other frames. This

effect does not significantly alter the pixel signal but it does increase the noise (variance)

of the sample. Figure 5-11 shows the integration slot usage for the [0.1, 1]Lux decade.

Pixels that receive an illumination well below the transition IREF use integration slot 0

in all frames and pixels receiving an illumination well above the transition use integration

slot 1 in all frames. However, pixels receiving an illumination close to the transition use

integration slot 0 in some frames and integration slot 1 in other frames. Figure 5-12 shows

the integration slot usage for the [1, 10]Lux decade. Here it can also be seen that close to the

transition points the slot usage is divided in non–negligible percentages between adjacent

slots.

Sources of this unequal integration slot usage can be decomposed into two compo-

nents: pixel–to–pixel and column–to–column. The main reason for column–to–column dif-

ferences is the offset of the integration controller comparator. This is only present with

column–parallel controllers, as in the case of the proof–of–concept IC, and can be elimi-

nated from the data by only considering pixels of a single column. Pixel–to–pixel differences

are those that occur in a single pixel column, i.e. those that occur even when the same in-

tegration controller is used. The pixel output VPixel during a predictive check is the output

of the pixel source follower:

VPixel (t) = VOSF

(

VSNSRST
−

QPH (t)

CACC

)

≈ ASF ·

(

VSNSRST
−

QPH (t)

CACC

)

− OSF (5.17)

where VOSF
is the output of a body–affected NMOS common drain amplifier (Section A.2),

VSNSRST
is the reset voltage of the sensing node (Equation 4.3) and CACC is the capacitance

where the photogenerated charges accumulate. VOSF
can be modeled with a gain term ASF

(neglecting a weak non–linear dependence on gate voltage) and an offset term OSF . CACC
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is:

CACC =







CPD + CSNS ≈ CPD , shutter transistor used as an always–on switch.

CSNS , shutter transistor used as cascode amplifier.

(5.18)

with CPD being the photodiode capacitance and CSNS being the sensing node capacitance

(in the proof–of–concept chip CPD � CSNS). If the input voltage range of the ADC is

labeled ∆VADC , then the threshold voltage VREFj
for the predictive check j is:

VREFj
= VPixel (0)−

(

1 −
1

Rj

)

·∆VADC = ASF ·VSNSRST
−OSF−

(

1 −
1

Rj

)

·∆VADC (5.19)

where QPH (0) = 0 has been used. The pixel reset voltage VSNSRST
is different from frame

to frame (even for a single pixel) due to kTC noise on the charge–accumulating node.

The gate of pixel transistor M1 was left at a high potential to effectively make the pho-

todiode the charge–accumulating node and therefore minimize the reset noise. The pixel

reset voltage VSNSRST
can also be different from pixel to pixel due to its dependence on

the parameters of the pixel transistors in the reset path, M2 and M3 (Section A.1). To

eliminate this problem the high level of the RESPUL line was kept at a level such that

VSNSRST
= VRESPULHIGH

= 2.5V (Equation 4.3). In other words, transistor M3 never en-

ters the subthreshold regime3. The gain ASF and offset OSF of the source follower depend

on transistor M4 parameters and geometry, so they are different from pixel to pixel and

these differences cannot be offset.

For the integration slot set used to measure the SNR, the ideal integration slot ratio set

is Rj = R ∀ j = 1, 2, . . . , 12 so VREFj
= VREF . However, from Equation 5.19:

R =
∆VADC

∆VADC + VREF + OSF − ASF · VSNSRST

(5.20)

Consequently, any variation or noise in the reference voltage (it is an externally generated

signal), pixel reset voltage, pixel output voltage or pixel–to–pixel variation in the source

follower gain and/or offset effectively change the integration slot ratio, and thus the location

of the transition between slots from frame to frame.

To verify that the uneven use of integration slots coupled with the ADC noise can indeed

3This is done at the expense of pixel signal swing.
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Figure 5-13: Comparison of measured transfer characteristic with simulated
transfer characteristic that includes the effect of converter noise
and errors in the predictive saturation decision.

lower SNRMIN a Matlab simulation that implements the multiple sampling algorithm was

run. In this simulation all system components were modeled ideally, except for the ADC

and the predictive saturation decision. The ADC was modeled as a normal random variable

with mean equal to the ideal quantized value given an input voltage and standard deviation

of τADC = 4. A small random number was added to the sampled pixel voltage to simulate

all possible sources of error in the predictive decision. The method used to obtain the

simulated data mimics the method used to obtain the data from the proof–of–concept chip,

100 “frames” were taken and the results processed as outlined before.

Figure 5-13 shows the comparison between the measured and simulated transfer char-

acteristic. Not surprisingly, since the mean of the ADC was taken as the output of an ideal

quantizer, the two curves are nearly identical. Figure 5-14 shows the comparison between

the measured and simulated image noise. A close match both in magnitude and in shape

can be observed, which further confirms the hypothesis that the measured noise is scaled

converter noise at higher illuminations. Finally, Figure 5-15 shows the comparison between

the measured and simulated signal–to–noise ratio. The simulated values confirm the effects

that the use of adjacent integration slots near the slot transitions have on SNRMIN . The

largest simulated SNR drop at the transitions is approximately 9dB.
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Figure 5-14: Comparison of measured noise with simulated noise that in-
cludes the effect of converter noise and errors in the predictive
saturation decision.
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Figure 5-15: Comparison of measured signal–to–noise ratio with simulated
signal–to–noise that includes the effect of converter noise and
errors in the predictive saturation decision.
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Figure 5-16: Capacitance variation for the allowed photodiode voltage
swing.

5.7 Pixel Capacitance

The photodiode is an n+–p substrate junction, therefore, its capacitance exhibits a

non–linear behavior when reversed bias (the normal mode of operation in the pixel). A first

order modeling of this effect is4:

CPD ≈
31.3fF

(

1 − VPD

0.8

)0.4 + 2.4fF (5.21)

where VPD is the voltage at the photodiode node. The pixel output voltage swing is limited

to 1V by the analog–to–digital converter, so with a measured pixel source follower gain of

ASF ≈ 0.8 this allows a photodiode voltage swing of ∆VPD ≈ 1.25V, from VPDMAX
= 2.5V

(reset) to VPDMIN
= 1.25V (saturation). Figure 5-16 shows that for ∆VPD the capacitance

variation is in the [21.1fF, 24.6fF] range. The charge swing ∆QPD that results when a

certain pixel receives an illumination IREF can be calculated using Equation 5.21:

∆QPD = QPDMAX
−QPDMIN

= CPD (VPDMAX
)·VPDMAX

−CPD (VPDMIN
)·VPDMIN

(5.22)

4Numerical values for the parameters are similar to those extracted from the fabrication process used.
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Figure 5-17: Pixel output voltage showing the effects of the non–linear pixel
capacitance.

where QPDMAX
corresponds to the reset level, and QPDMIN

corresponds to the saturation

level. The photodiode voltage can then be calculated for any accumulated photodiode charge

QPD ∈ [QPDMIN
, QPDMAX

] as the root of the following intrinsic equation:

QPD − CPD (VPD) · VPD = 0 (5.23)

The pixel output signal (pixel output voltage with the reset level subtracted) calculated in

this manner for the [0, IREF ] illumination range can be seen in Figure 5-17. Not surpris-

ingly, the photodiode capacitance non–linearity makes the pixel transfer characteristic also

non–linear. For comparison purposes, a linear capacitance was calculated as:

CLIN =
∆QPD

∆VPD
≈ 17.6fF (5.24)

The pixel output difference can be defined as:

∆S

(
I

IREF

)

= SNL

(
I

IREF

)

− SL

(
I

IREF

)

(5.25)

where SNL (I/IREF ) denotes the non–linear pixel output and SL (I/IREF ) denotes the linear

pixel output for a given illumination I. From Figure 5-17, ∆S (I/IREF ) ≥ 0, ∆S (I/IREF ) = 0

only when I = 0 or I = IREF , and ∆S (I/IREF )MAX ≈ 25.6mV at I = IREF /2.
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Figure 5-18: Sample transfer characteristic of an image sensor implement-
ing the multiple sampling algorithm showing the effects of a
non–linear pixel capacitance. E= {1, 2, 4} and N = 8 used.

To the first order the non–linearity of the pixel transfer characteristic is not a significant

problem during the predictive pixel saturation checks because the reference voltage in the

integration controller can be adjusted accordingly to account for this effect. However,

inevitable pixel–to–pixel process variations in the photodiode capacitance will introduce

some pixel–to–pixel errors in the total pixel output STOT (Ti) (Equation 2.14) when the

illumination received is close to one of the threshold illuminations Rj · IREF ∀ Rj ∈ R.

The photodiode capacitance non–linearity directly affects the quantized pixel output

Sq (Ti) so it will also affect the overall imager transfer characteristic as Figure 5-18 shows

for a sensor having an exposure ratio set E= {1, 2, 4}. Not only each section of the transfer

characteristic is non–linear but there is also a pronounced increases in the digital code at

the transition points. Since the non–linear total pixel output is:

STOT (Ti) = Ei · q

(
1

Ei
·

I

IREF
+ ∆S

(
I

IREF

))

+ A (i) (5.26)

then the digital code increase is on the order of Ei · q (∆S (I/IREF )). The increases can be

minimized when the integration ratios Rj are either very large or very close to unity since

then ∆S (I/IREF ) ≈ 0, they are maximal when Rj = 2 as in the example of Figure 5-18.

While the non–linear effects can clearly be seen particularly for slot 0 in Figure 5-8, the
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most important effect of the capacitance non–linearity is to contribute to the degradation

of the SNR close to the transition points: when an error in the predictive decision occurs

and a shorter integration slot is used, the resulting pixel output is bigger than ideal, the

variance of the output (and thus the noise) increases and therefore the SNR decreases.

5.8 Sample Frames

A sample frame with localized high illumination was taken with the prototype image

sensor using the same timing as in the transfer characteristic and SNR measurements.

Figure 5-19 shows the original scene, with no dynamic range expansion. A toroidal light

fixture with a magnifying glass in the middle partially blocks a target with labeled row

and column cells. The light bulb and some areas of the target are completely saturated.

Then the predictive checks were enabled and the raw pixel output (S(Ti) in Equation 2.14)

can be seen in Figure 5-20. Figure 5-21 shows the memory contents (used as indexes to

a gray–scale color map, 0 for no pixel reset mapped to black), and Figure 5-22 shows the

total pixel output. A fast bilateral filtering algorithm [70] was applied to the wide dynamic

range image in order to adapt it to the lower dynamic range of the printer page without

loosing significant details5.

It can be seen from the memory contents that the center and upper left part of the scene

saturate for T0 while the lower left and upper right areas in the scene can still be properly

imaged with this slot. The final image shows that the additional integration slots adaptively

correct the exposure, to the point where details can be made out in the center, enough to

improve the results of edge detection algorithms or other image processing algorithms.

5.9 Summary

The test setup to measure the performance of the proof–of–concept chip, the methodol-

ogy used to obtain and process the data, and the experimental results have been presented.

The sensor achieves significant (1024×) linear dynamic range expansion when the sequential

light integration scheme is used, with nearly theoretical responsivity. The signal–to–noise

ratio is suboptimal due to the presence of high analog–to–digital converter noise. Simula-

tions confirm that the measured drops in the SNR due to the multiple sampling algorithm,

5Processing software courtesy of Dr. F. Durand.
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Figure 5-19: Sample image taken by the prototype image sensor with no
wide dynamic range expansion. A toroidal light fixture with a
magnifying glass in the middle partially blocks a target with
labeled row and column cells. Light fixture and left side of the
target are almost completely saturated.

Figure 5-20: Quantized analog pixel output S(Ti) with predictive checks en-
abled. The utilization of shorter integration slots can be de-
tected as previously saturated areas now have values within the
linear range. However, pixel scaling still remains to be done in
order to obtain the wide dynamic range image.
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Figure 5-21: Memory contents when predictive checks are enabled used as
indexes to a gray–scale color map. Black indicates the area
where integration slot 0 was used, brighter colors indicate the
areas where shorter integration slots were used.

Figure 5-22: Total pixel output STOT (Ti) obtained with the predictive
checks enabled. The target grid on the left side can now be
seen as well as details of the light fixture. The dark areas in
the magnifying glass are still properly exposed.
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Table 5.1

Proof–of–concept parameters and measured performance
Parameter Value

Technology
0.18µm and 0.35µm devices
2–polysilicon layers, 5–metal layers
p–well CMOS logic process

Total area 7600µm×11700µm
Power supplies 1.8V and 3.3V
Power dissipation 307mW
Sensing array format 1/3” VGA
Number of pixels 640(H)×480(V)
Pixel type Photodiode
Pixel size 7.5µm×7.5µm

Fill factor
39% (Exposed photodiode area)
49% (Total photodiode area)

Photodiode capacitance 33.7fF @ 0V (Calculated)
Sensing node capacitance 1.7fF @ 0V (Calculated)
Pixel voltage range 1.25V
Pixel source follower gain 0.8
ADC input range 1V
ADC quantization noise 15.6mV
Responsivity 48 V/(Lux·sec)
Dynamic range expansion

> 60dB (1024×)
(sequential row processing)

which were higher than anticipated, are affected by errors in the predictive saturation de-

cision. Sample images confirm the correct and total functionality of the prototype.





Chapter 6

Conclusions

6.1 Summary

Wide illumination dynamic range is a desirable feature for high–end consumer appli-

cations, machine vision systems, and any other system that needs to extract information

from the visible range of the electromagnetic spectrum. Reliably acquiring scenes with

intensity differences exceeding 106 : 1 is a challenge that has been faced using different

techniques. The multiple sampling technique is an attractive option in this field because

it can achieve the desired dynamic range increase linearly, preserving details at high illu-

minations and simplifying image post–processing. The main cost of the multiple sampling

method is per–pixel memory, which is advisable to place in the same silicon die as the

sensing array for performance reasons.

In the novel variant of the multiple sampling algorithm presented in this thesis, it is

assumed that the illumination received by the pixels remains constant for a single frame,

which then allows for integration periods (slots) of different duration to run concurrently

by performing a predictive pixel saturation check at the potential start of every integration

period. Two important contributions were made to the state–of–the–art of this method:

a) a framework was developed to determine the optimal integration slot set composition

given a certain set size for given illumination statistics, and b) the effects of the resulting

sensor transfer characteristic on image data compression were delineated taking JPEG data

compression as a case study.

A proof–of–concept integrated circuit was designed and fabricated. The chip integrates

a VGA array, a 4bit per pixel SRAM, 64 cyclic ADC/CDS elements, and a column–parallel

159
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integration controller that implements the main tasks required by the multiple sampling

algorithm. Full functionality was observed, and illumination data shows linear dynamic

range expansion with constant responsivity exceeding 60dB.

6.2 Future Work

Several improvements can be introduced to the existing proof–of–concept design to

increase its functionality and efficiency:

• A way to unconditionally reset the pixels. This can be done by adding logic in the

integration controller to bypass the predictive check decision and gate the CPCOMP line

at will (Figure 4-17). Otherwise the cumbersome procedure outlined in Section 5.2

is needed, which both unnecessarily complicates the digital control and makes the

unconditional reset operation longer than it needs to be.

• Implement the per–pixel storage using a dynamic random access memory (DRAM).

This can lead to a smaller memory cell and therefore dramatically reduce the memory

area. The requirement to periodically refresh the DRAM cells and the destructive

nature of the DRAM read operation are two issues that are already addressed by

the integration controller as currently implemented (Section 4.4). Every predictive

check serves as a memory refresh cycle: the memory is read and after the saturation

decision either the previously stored memory value is written (if the pixel is not reset)

or the time stamp associated with the check is written (if the pixel is reset). For video

frame rate (30frames/sec) the checks occur at worst every 33msec (if there is only one

integration slot) which is on the same order of magnitude as typical DRAM refresh

frequencies. A DRAM process option with high dielectric constant trench capacitors

can also help provide significant reductions in the total memory area.

• The per–pixel memory size can further be optimized if the illumination statistics of

the scene to be captured are known. In this case the optimal size and elements of the

integration slot can be selected for a given I2D quantization noise (Sections 3.6 and

3.7), and the memory can then be sized to dT e.

• If a fast read–out of region of interest (ROI) is not needed, the 2 additional output

lines per pixel column can be removed. This increases the pixel fill factor (exposed
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photodiode area in the particular case of the proof–of–concept IC pixel layout) a few

percentage points, it reduces the area of the analog multiplexer, and it also eliminates

the need to reorder the pixel stream. If row y is being read, the ADC array needs to be

read following the order dictated by Equation 4.7 or otherwise the ADC array output

stream needs to be rearranged according to this expression. The reordering operation

adds complexity and post–processing time, furthermore the mod 3 operation involved

in it might be difficult to implement in hardware (in the test setup it was done in

software).

• Match the parallelism of the integration controller to the parallelism of the ADC

array. The proof–of–concept chip had a column–parallel integration controller but

only a 64 column–parallel ADC array. This forces the use of the shutter transistor

to be able to integrate light on a full row basis. If image lag is a concern (there

is extensive literature liking this effect to the use of an in–pixel electronic shutter

transistor) the integration timing needs to be staggered not only one row with respect

to another, but also one ADC column bank with respect to another within the same

row, further complicating the digital control. Laying out a high–resolution ADC

pitch–matched to the pixel width, which can certainly be smaller than the 7.5µm

used in the prototype (for megapixel imagers), may prove to be a daunting task.

Even if feasible the layout will certainly be extremely long and thus unattractive from

a cost perspective. Therefore it is suggested that there should be as many integration

controllers as ADCs can be reasonably fit in the sensing array width, provided all

other performance requirements are satisfied.

The inaccuracies in the predictive saturation decision when the illumination is close to

the thresholds highlight the need for an improved comparison scheme. If the area allotted

for the integration controller allows it, offset–canceled comparators could be used thus also

minimizing column–to–column mismatches. However, the comparison is still between a

fixed reference voltage and the pixel signal whose starting point, the pixel reset voltage, is

not known with certainty and varies from pixel to pixel. Ways to account for the pixel reset

voltage would lead to more accurate, less noisy decisions and vastly better performance

around the illumination thresholds.
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Interesting possibilities can be realized when the high degree of programmability of the

sensor is integrated and taken advantage of in a vision system. For example, the elements

of the integration slot set, the region of interest to image, the frame rate, the dynamic range

expansion and the quantization time can all be controlled and altered depending on the il-

lumination received. Moreover, the memory contents are a low resolution, logarithmic–type

image that can be accessed as a frame is being acquired. This not only provides early in-

formation that can be used to control mechanical systems or configure processing elements,

but also, if the digital control is fast enough, it can help change sensor parameters on the fly,

even before the integration time ends. The proof–of–concept integrated circuit is powerful

and versatile hardware that can enhance and create exciting applications.
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Appendix A

Useful Mathematical Derivations

A.1 Maximum Source Terminal Voltage When Body–affected

NMOS Transistor Used as a Switch to Charge a High

Impedance Node

When the substrate (bulk) of an NMOS transistor is not connected to its source terminal,

the threshold voltage (VT ) depends on the bulk–to–source voltage [65]:

VT (VBS) = VT0
+ γ ·

(√

−2 · φP − VBS −
√

−2 · φP

)

(A.1)

where VT0
is the zero bias threshold voltage, γ is the body effect parameter and φP is the bulk

potential when intrinsic silicon is taken as the reference. This source voltage dependence has

a significant effect if the transistor is used a switch to charge a high impedance (capacitive)

node (Figure A-1). Assuming that the gate of the transistor is at a voltage VG and that

the bulk is grounded (VB = 0):

VS = VG −
[

VT0
+ γ ·

(√

−2 · φP − (−VS) −
√

−2 · φP

)]

(A.2)

This leads to a quadratic equation of the form:

a · V 2
S + b · VS + c = 0 (A.3)
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Figure A-1: NMOS transistor used a switch to charge a high impedance node.

with

a =

(
1

γ

)2

(A.4)

b =
2

γ
·

(
VT0

− VG

γ
−
√

−2 · φP

)

− 1 (A.5)

c = 2 · φP +

(
VT0

− VG

γ
−
√

−2 · φP

)2

(A.6)

After solving and rearranging terms:

VS (VG) =VG − VT0
+ γ ·

√

−2 · φP +
γ2

2
−

− γ ·

√

VG − VT0
+ γ ·

√

−2 · φP +
(γ

2

)2
− 2 · φP

(A.7)

Note that if γ = 0 (no body effect) the source potential reverts to the usual VG − VT0
.

A.2 Voltage Offset of a Body–affected NMOS Common Drain

Amplifier

The threshold voltage dependence on the bulk–to–source voltage also affect the input to

output voltage shift of a source follower amplifier (Figure A-2). When the output has settled

to its final value [65]:

IDS =
µn · COX

2
·
W

L
· (VGS − VT (VBS))2 =

µn · COX

2
·
W

L
· (VG − VS − VT (−VS))2 (A.8)

which leads to:

VS = VG −

√

2 · IDS

µn · COX · W
L

− VT (−VS) (A.9)
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Figure A-2: Body–affected NMOS source follower.

and labeling

V
′

G = VG −

√

2 · IDS

µn · COX · W
L

(A.10)

then

VS = V
′

G −
[

VT0
+ γ ·

(√

−2 · φP − (−VS) −
√

−2 · φP

)]

(A.11)

which is Equation A.2 when VG = V
′

G. Therefore the output voltage of the source follower

VOSF
(VG) = VS (VG) is:

VOSF
(VG) =VG −

√

2 · IDS

µn · COX · W
L

− VT0
+ γ ·

√

−2 · φP +
γ2

2
−

− γ ·

√
√
√
√VG −

√

2 · IDS

µn · COX · W
L

− VT0
+ γ ·

√

−2 · φP +
(γ

2

)2
− 2 · φP

(A.12)
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