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Abstract

Semiconductor fabrication facilities require an increasingly expensive and i
grated set of processes. The bounds on efficiency and repeatability for each proces
continue to tighten under the pressure of economic forces and product perform
requirements. This thesis addresses these issues and describes the concept of an
ment Cell,” which integrates sensors and data processing software around an indi
piece of semiconductor equipment. Distributed object technology based on open stan
is specified and utilized for software modules that analyze and improve semicond
equipment processing capabilities.

A testbed system for integrated, model-based, run-to-run control of epitaxial
con (epi) film deposition is developed, incorporating a cluster tool with a single-wafer
deposition chamber, an in-line epi film thickness measurement tool, and off-line thick
and resistivity measurement systems. Automated single-input-single-output, run-t
control of epi thickness is first demonstrated. An advanced, multi-objective controll
then developed (using distributed object technology) to provide simultaneous epi t
ness control on a run-to-run basis using the in-line sensor, as well as combined thic
and resistivity uniformity control on a lot-to-lot basis using off-line thickness and resis
ity sensors.

Control strategies are introduced for performing combined run-to-run and lo
lot control, based on the availability of measurements. Also discussed are issues inv
with using multiple site measurements of multiple film characteristics, as well as the
of time-based inputs and rate-based models. Such techniques are widely applicab
many semiconductor processing steps.

Thesis Supervisor: Duane S. Boning
Title: Associate Professor of Electrical Engineering and Computer Science
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Chapter 1

Introduction

Semiconductor fabrication facilities (fabs) require an increasingly expensive and

grated set of processes. The bounds on efficiency and repeatability for each proces

continue to tighten under the pressure of economic forces and product perform

requirements. The semiconductor industry’s desire for superior manufacturing capa

can be addressed through the use of networked, integrated equipment and data pro

software, which are supported by an automated, coordinated flow of product wafer

information throughout the fab. The integration is hierarchical in nature and can

approached at a number of levels. Many industrial fabs currently use high-level Com

Integrated Manufacturing (CIM) systems to coordinate the flow of wafers throughou

fab and maintain some form of database history on wafer lots or possibly indivi

wafers.

Today, one of the most promising avenues for increasing semiconductor manufa

ing capability comes from a fairly low level of integration, that of the individual Equ

ment Cell (Cell). A Cell is composed of an individual piece of fabrication equipment

any sensors or software that evaluate or affect the performance of that equipment

includes any sensors that measure the equipment state, the process state, or the wa

for product which is processed by that equipment. A Cell also includes any data pro

ing software that manipulates information from the equipment or sensors in the

Clearly there is room for overlap between similar Cells which, for example, could t

share a single sensor or a data processing resource. The equipment itself is the true
171717
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piece of the Cell, and for development purposes, one can usually consider an indiv

Cell as a unique entity that is managed by some form of “Cell Controller.” This Cell C

troller coordinates the activities within the Cell and can act as a primary contact point

higher level CIM system. Thus the integrated software and hardware components c

tute the Equipment Cell, while their combined actions represent Cell Control.

The research for this thesis consists primarily of the specification and implement

of modular Equipment Cell components to demonstrate control of a Centura epitaxia

con (epi) deposition tool from Applied Materials, using epi film metrology tools fro

On-Line Technologies. Software engineers from On-Line Technologies have aide

specifying and implementing the equipment and sensor integration. The contributio

this thesis include implementing Cell infrastructure and data processing modules fo

Cell, as well as specifying interfaces to those modules. It is worth noting that a Cell-b

manufacturing system provides a sound basis for any highly integrated, information

manufacturing environment, and is not tied specifically to the semiconductor industr

This thesis focusses primarily on the use of run-to-run control strategies for sem

ductor processing. Run-to-run control is a form of feedback process control whereby

surements made during or after a wafer processing step are fed into a controller, wh

turn assesses the product quality and adjusts process settings for the next wafer (

These adjustments should drive product quality towards an optimum by reactin

changes in the process and filtering out noise in the system.

As the name implies, a key feature of run-to-run control is its ability to react once

execution of a process step, creating an inherently discrete-time control system. De

ing upon the availability of feedback information, control can occur on a run-to-run b
18
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or more generally on a “lot-to-lot” basis, where a “lot” could be any number of wafe

This thesis will deal with a number of issues related to combined run-to-run and lot-t

feedback control, where multiple feedback loops are in place.

As is the case with many run-to-run control scenarios for semiconductor proces

the goal is to drive particular thin film characteristics uniformly to a target. That is,

want specific features of the resulting film to meet the “ideal” target specifications ac

the whole wafer (not just in their average values or at a single location). This thesis

tains a detailed treatment of process modeling and control techniques for uniformity

trol of multiple film characteristics.

The following sections provide background information for this work. First, Sect

1.1 considers the components that an integrated Equipment Cell should (or could) co

and discusses the economic and performance benefits of this approach. Section 1.2

step back and describes the hierarchical structures involved in controlling semicond

fabrication. Section 1.3 describes how Equipment Cell Control fits into the hierarch

framework for semiconductor fabrication. Section 1.4 briefly touches on some impo

concerns regarding network security. Finally, Section 1.5 provides an overview and le

for the work described in this thesis.

1.1 Integrated Equipment Cell Control

Today’s highly competitive semiconductor fabrication industry presses companie

become ever more efficient. Integrated Equipment Cell Control provides a great opp

nity to reduce production cost and improve quality. This section first defines the b

building blocks for an Equipment Cell, then discusses how such an integrated sy

addresses economic and performance goals for semiconductor manufacturing.
19
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1.1.1  Cell Design

As described earlier, a Cell includes an individual piece of fabrication equipment

any sensors or software that can evaluate or affect the performance of that equipmen

concepts of Equipment Cells and Cell Control are not new. Researchers at the Univ

of Michigan have specified and implemented a Generic Cell Controller [MM92]. T

Microelectronics Manufacturing Science and Technology (MMST) project at Te

Instruments designed a fully automated semiconductor fabrication facility, includin

Cell-like architecture for process control [BCDH94][SBHW94]. Previous work at M

demonstrated automated run-to-run control through an integrated cell for an Ap

Materials plasma etcher [Gow96]. Much of the previous work provides good struc

foundations, but they were implemented before the arrival of today’s open Internet

World Wide Web (“web”) based protocols and applications. A more recent collabora

between SEMATECH, Advanced Micro Devices (AMD), Honeywell, ObjectSpace,

Oakleaf Engineering produced the Advanced Process Control Framework Initi

(APCFI) specifications, which attempts to provide detailed specifications for Cell Con

structure and software interfaces using Internet-based standards [Mul97][Gro99]

APCFI specifications are used as guidelines wherever possible for this work. Figur

shows a basic Cell Control structure from the APCFI 1.0 Specifications. Figure 1-2 gr

ically depicts a generic Equipment Cell, as envisioned for this thesis.
20



Figure 1-1: APCFI Cell Control
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Figure 1-2: Generic Equipment Cell

The Cell structure may be broken down into three categories: Equipment, Data

cessing Software, and Infrastructure. The following sections describe these categori

place each Cell component accordingly.

Web / Internet

Process Tool and Sensors

Cell
Controller

Run-to-Run
Control

Design Of
Experiments

Fault

DiagnosisDetection

Strategy
Manager

Database
Manager

Interfaces
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Equipment:

Equipment components include hardware that provides specific capabilities, in

junction with software controllers to enable networked access and control of the hard

Included are the processing tool and the sensors.

• Processing Tool: At the heart of the Equipment Cell is the actual tool that genera

product. This is the most important part of the Cell and represents the only 

revenue generating component. The sole purpose of the other Cell compone

to improve the effectiveness of the processing tool.

• Sensor(s): There are many metrics that can be used to judge the processing too

performance and health. Measurements mainly fall into three categories: Eq

ment state, Process state, or Wafer state. Equipment state sensors are ofte

into the processing tool and provide information about the health of the equ

ment. In-situ Process state sensors measure the environment which transfo

the incoming raw material (pre-processed wafers) into the output product. W

state sensors measure properties of the product itself before, during, or afte

cessing by the equipment. Ideally these sensors can automatically and

non-destructively measure product wafers as part of the production line.

Data Processing Software

Data processing components analyze data collected from the equipment to ev

and/or enhance the process capability. Included are modules for run-to-run control,

detection, fault diagnosis, design of experiments, cell control (coordination), and stra

management.

• Run-to-Run Control: Run-to-run control modules monitor the quality of the prod

uct coming out of the process tool (via one or more sensors) and adjust the

equipment settings on a per-run basis to maintain process outputs at target

fications. Often functional models of the product quality in terms of the proc

settings are used to select optimal settings. These models are updated as s
23
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information is passed to the run-to-run controller from the sensor(s).

• Fault Detection: Fault detection modules track Equipment state, Process state,

Wafer state (or any subset of those three) and set off alarms when a state de

from its normal operating range. Detection algorithms can use simple Statis

Process Control (SPC) charting, or complicated process modeling techniqu

• Fault Diagnosis: After a Fault Detection unit raises an alarm, it is up to the Faul

Diagnosis software to analyze the available data and suggest likely causes fo

fault. Often Fault Detection and Diagnosis capabilities can be combined wit

one package.

• Design of Experiments (DOE): Many run-to-run, fault detection, and diagnosis

modules utilize process models. Building such models often requires the de

and execution of experiments specifically for that purpose. A DOE module c

construct and execute a sequence of experimental runs, which can be used

process modeling.

• Cell Controller : If the processing tool is the heart of the Equipment Cell, then th

Cell Controller represents the brain. This software receives the various even

alarms, and data from all other Cell components and coordinates the action

between them. Graphical flow charts or scripting tools are often used to spe

module interaction strategies. One important Cell design issue that must be

addressed is determining how centralized the Cell Control will be. At one

extreme, there is no Cell Controller and all actions and events travel directly

between subcomponents. At the other extreme, all information passes throu

the Cell Controller for routing and no component is directly aware of any oth

Somewhere in between lies a set of optimal Cell Control architectures, and 

complete Cell Control system must address this issue.

• Strategy Management: The Cell Controller should provide flexible configuration

capability for coordinating module interactions. Some form of database or a

actual strategy manager should provide strategies for the Cell.

Infrastructure:

The Cell infrastructure should be designed to make the system flexible and effe
24
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While these concepts are not necessarily individual components of the system, they e

the components described above to find and interact with each other. The infrastruc

composed of network communication, data access, and web/Internet-based interfac

• Network Communication: An Equipment Cell relies on a large number of separa

applications, all of which can exchange information with each other. It is un

sonable to require that the Cell components run on the same computer, or e

on the same platform. Ideally all of them will speak the same language (acr

the Inter/intra-net where necessary), so it is important to pick a flexible, dist

uted communications standard through which the modules can interact.

• Data Access: Most Cell modules require data logging and/or data transfer capab

ties. There are clearly many advantages to centralizing data storage for optim

data flow pathways. Selection of a convenient distributed database provides

capabilities where necessary. Ideally the interface to this database will be

through a database manager, which exposes the same type of network com

cation interface used by the rest of the Cell components.

• Web/Internet-Based Interfaces: Various status or data views and configuration

interfaces should be available via an easily distributable interface wherever

sible. Ideally such interfaces are based on internet standards and can be ea

brought up with a web browser. This feature provides flexible management 

status viewing capabilities. (Specialized local interfaces may be necessary 

some components as well, which is often the case for equipment controllers

Limitations

The applicability of Equipment Cells can be limited by a lack of widely available n

work infrastructures and/or integrated metrology tools. A Cell as described above req

data-rich environments with equipment and sensor data that are highly available fo

tributed data processing modules. The recent explosion of the Internet and intrane

made such integrated systems feasible. Also important is the development and integ
25
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of in-line sensors. The effectiveness of Cell Control depends greatly on fast, accurate

meaningful sensor data that convey the quality of product leaving the processing too

ally non-destructive wafer state sensors can provide feedback on actual production w

preferably on every wafer.

1.1.2  Economic Drivers for Cell Control

Many cost reduction strategies for semiconductor manufacturers involve improvi

fab’s manufacturing efficiency. That is, one wants to create a given amount of product

the least amount of equipment and material cost, or alternatively, create the most pr

using fixed quantities of equipment and material resources. A common estimate o

duction efficiency is based on the Overall Equipment Effectiveness (OEE) for all of

manufacturing tools in the fab [Lea97]. OEE is based on the product of Availability, E

ciency, and Quality values for the equipment, all of which are ideally 100%. Availab

refers to the percentage of time that the tool is scheduled for production. This m

penalizes the equipment for scheduled downtime and is mainly a function of the ma

nance requirements for the equipment and the scheduling efficiency of the production

Efficiency measures the amount of product that the equipment actually generates d

its scheduled operational time as a percentage of the maximum theoretical produc

could be produced in that amount of time. This value penalizes unscheduled down

periods where the equipment operates “more slowly” than it could, and any equip

idle time, such as upstream or downstream production line bottlenecks that limit pro

flow through the tool. Finally, quality measures the amount of product passing throug

equipment that meets specification limits as a percentage of total product passing th

the tool.
26
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Today’s CIM systems and high level integration technologies often seek to imp

OEE through better scheduling and automation capabilities. Work at Texas Instrum

under their MMST (Microelectronics Manufacturing Science and Technology) progr

demonstrated that a highly integrated, networked fabrication facility reduced wafer c

time by almost an order of magnitude [BCDH94]. They used an object oriented appr

to redesign the whole factory automation environment, resulting in a remarkably fle

system that is able to incorporate a wide variety of fabrication equipment. Here at MIT

Computer-Aided Fabrication Environment (CAFE) provides a CIM framework for

Microsystems Technology Laboratories [McI92].

CIM scheduling systems try to optimize OEE availability by coordinating and o

mizing the equipment maintenance schedule and the flow of product between proce

tools. OEE efficiency can be affected by matching product flow rates through the fa

avoid bottlenecks. Use of scheduling strategies alone implies that the limitations o

equipment are accepted and are used as scheduling constraints. Clearly these optim

techniques are important and effective, but they are not part of the research for this t

Instead, this work will consider integrated Cell Control, which attempts to fundamen

increase the maximum theoretical productivity of a given piece of equipment. Thu

integrated Cell can simultaneously improve OEE through availability, efficiency, and q

ity.

Availability can be improved in the following ways:

• Shorten process “tune-up” time after scheduled process disturbances

- Disturbances such as scheduled maintenance, system warm-up after a per

downtime, and switching of product type, can all require process engine
27
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to spend time running test wafers for tuning-up and verifying that the p

cess is creating output that is within the specification limits and equipm

control limits. Good sensors and equipment models can drastically sho

the time and effort it takes to tune-up a process.

• Flexible Manufacturing

- Short (and reliable) tune-ups between processing different products can en

a single piece of equipment to become more flexible. For example, inst

of lightly scheduling two similar tools to produce two different products,

single tool could utilize a higher availability and perform both tasks.

• Longer run lengths between scheduled maintenance

- Run-to-Run control can help keep a process on target for longer periods o

time, even in the face of equipment wear or material build-up. Schedul

tune-ups and maintenance can often be done less frequently when the

cess is using feedback control.

Efficiency can be improved in the following ways:

• Shorten unscheduled downtime

- Disturbances such as faults can require maintenance and subsequent pro

tune-ups. Integrated Fault Detection and Diagnosis can help process e

neers rapidly find and fix the problem, then a run-to-run control module

can quickly get the process tuned and running again.

- Distributed interfaces enable experts to diagnose problems from anywher

the inter/intra-net, saving valuable time by not (necessarily) requiring th

to bring up interfaces from fixed locations.

Quality can be improved in the following ways:

• Fewer misprocessed wafers

- Integrated metrology and fault detection enable rapid triggering of alarms 

halting of wafer processing, thus avoiding the misprocessing of many

incoming wafers.

• Fewer (random) out-of-spec wafers
28
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- Run-to-run feedback control will tighten statistical process control limits

around the process targets. Statistically fewer wafers would fall out of 

specification limits. Also, product within the specification limits will tend

to be closer to target.

Other economic benefits of Cell Control:

• Fast production ramping

- Integrated process modeling and tuning provides fast fab start-up and pro

tion ramping. Thus the equipment starts producing revenue earlier.

• Reduction in clean room space requirements

- Space for equipment in a clean room is expensive. More efficient equipme

can enable production with fewer tools. There is a possible trade-off he

depending upon how much clean room space the sensors and other

Cell-related hardware require.

• Fewer test wafers

- Effective process modeling enables faster tune-ups using fewer test wafer

qualify a process.

- Integrated metrology that can non-destructively measure product wafers

reduces or even eliminates the need to process and measure test wafe

ing normal production. The product wafers themselves are used to eval

the process instead of monitor wafers.

1.1.3  Product Performance Drivers for Cell Control

Manufacturing efficiency benefits are not the only driving forces for integrated C

Control. As semiconductor devices continue to become smaller, operate at higher s

and utilize a greater number of processing steps, the specification limits for the proc

tighten. Product which met quality standards for previous generations suddenly

passing inspection. There are only two choices at this point: buy new, expensive pro

ing equipment that has better repeatability, or improve the older tools’ capabilities
29
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essence, these performance drivers are demanding improvement in OEE quality. Cel

trol provides improved quality through the use of run-to-run control, which can shrink

statistical process control limits for the equipment, thus enabling the tool to reliably m

tighter specification limits.

Cell Control capability also becomes more important as wafer diameters continu

expand. The era of 300 millimeter wafers is quickly approaching, and with it come m

concerns about controlling the uniformity of product features across the wafer. Proce

tools are likely to start including more complex recipe settings to enable spatial unifor

control. Run-to-run feedback control could significantly simplify and improve the eff

tiveness of using these settings for tuning after process disturbances or to compens

process drift.

1.2 Hierarchical Control for Semiconductor Manufacturing

Semiconductor manufacturing requires a complex and inherently hierarchical s

decision-making processes. The structuring and implementation of these processes

accomplished by a variety of techniques, containing a varying degree of improvisation

mathematical rigor. An elegant and useful approach to the scheduling and contro

semiconductor fabrication facility is presented in [SBG94], which is used as a basi

much of the discussion below.

At the top level, decisions are made to dictate how much of each product type sh

be produced, which provides target outputs for a whole facility, or possibly multiple fa

ities. These decisions are based upon models of consumer demand and facility fabri

capabilities. For example, linear programming techniques are used in [LH96] to solv

production planning problem. Target production levels are passed down to the next
30
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of the control hierarchy, which must turn its control knobs to satisfy those targets.

highly self-similar structure of this scenario begins to fall into place: the control kno

from one decision-making level are the short-term target set points (or trajectories) fo

level immediately below. Figure 1-3 graphically depicts this structure, where each sy

(Sn) in the hierarchy interacts with a supervisory system (Sn-1) and one or more subordi-

nate systems (Sn+1). Generally it is convenient and accurate to consider hierarchies w

there is a single supervisory system and possibly multiple subordinate systems [MM

Figure 1-3: Hierarchical Decision Making (Control) for Manufacturing

As mentioned, the hierarchy begins with the highest level decisions, such as

- Model for Sn+1
- Constraints onTn+1

System Sn

TargetsTn

System Sn-1
(Supervisory)

Measured
(Actual) T̂n

Targets
Tn+1

System Sn+1,1
(Subordinate)

Measured
(Actual) T̂n 1 1,+

System Sn+1,2
(Subordinate)

Measured
(Actual) T̂n 1 2,+

Tn+1,1 Tn+1,2
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ity-wide production targets, which are based on external demands and capacity m

Terminating branches generally occur when real-time systems are reached. They are

found in low level equipment controllers, such as gas flow meters and temperature co

lers. These systems are generally designed to track their target set points directly, e

the hierarchy. This is basically due to the lack of discrete time-steps between wh

lower level system could operate.

This structure makes intuitive sense, but one must clarify a number of issues. Th

lowing section describes methods of breaking down a complex manufacturing system

these hierarchical systems.

1.2.1  Hierarchy Division

Implementing a hierarchical design requires a breakdown of decision-making t

into an appropriate tree-like structure. A crucial question to ask is how one create

boundaries and data exchanges between levels. It has been suggested that the

should be based upon a classification of the available events within the facility. H

events are classified by controllability, frequency, and location [SBG94].

“Controllability” classifies events as either operations that can be controlled

manipulated (i.e. equipment setup changes or target settings), or events that m

reacted to (i.e. machine failures). Uncontrollable events result in actions from a

sion-making algorithm, while controllable events are the outputs from the algorithm. N

that a low-level equipment failure event can easily propagate itself up the decision-m

hierarchy and quickly affect many other systems. For this reason, all systems need to

the ability to deal with real-time events, even if their (normal) primary actions take p

infrequently.
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“Frequency” classifies events by the relative rates at which they occur. Gene

uncontrollable events and decisions with similar frequencies should be consid

together. This maps nicely into the structure shown in Figure 1-3. System Sn sets targets

for its subordinate system, Sn+1. Clearly the internal control loops within Sn+1 must cycle

at a higher frequency than the process that sets its target set points, otherwise its dyn

need to be incorporated into Sn. This leads to an interesting observation that frequen

boundaries can often be determined when asteady-statemodel of the subordinate system

can be used. The dynamics required to achieve these targets should be handled by t

ordinate system, which is operating at a higher frequency, but should not need to be

eled by the current system, Sn. This “shielding” of system dynamics is why simple

possibly static, models can often be used to represent subordinate systems. Such a

ture helps to simplify and distribute the decision-making processes.

Alternatively, the frequency of decision-making opportunities or requirements ca

based on a simple breakdown of a given system’s operation. For example, consider m

ulating the deposition time for an epi deposition process. It makes sense to set this

on a per-run basis at best, or perhaps even at a lower frequency. This set point do

directly correspond to a target for an underlying dynamic system. However,

quency-based grouping for this decision-making event still makes sense.

“Location” classifies events by the physical regions influenced by or influencing

event. Intuitively, events that physically overlap are likely to affect many of the same d

sion-making processes. Buffers between processing steps can help generate finer

classification boundaries.

Theory involving the full hierarchical decomposition of complex systems is bey
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the scope of this thesis. However, this decomposition can be primarily based on the

trollability, frequency, and location-based classification of events. Dynamic programm

techniques are used in [SBG94] to demonstrate hierarchical control of a semicond

fabrication system.

1.3 Cell Control and the Decision-making Hierarchy

Cell Control represents a fairly low level system within the hierarchical struct

described in the previous section. Actually, a Cell’s decision-making level is generally

step above the real-time controllers within the processing equipment. The Cell’s sup

sory controller, which will be referred to as a “multi-stage” controller, selects target

puts for the Cell. Generally these targets represent some desired wafer state featur

should be achieved as a result of a wafer having passed through the Cell’s proce

equipment. The Cell Controller must then select appropriate recipes for processin

incoming wafers. Equipment recipes are generally comprised of such things as elec

power, gas pressures, and gas flows. Consider what these settings actually represe

are target outputs for real-time controllers within the processing equipment.

An Equipment Cell can select process recipes using a number of different techni

A commonly used approach is essentially open-loop control, where the controller si

selects the recipe corresponding to the desired targets, and relies on process engin

keep this recipe optimized. This simplistic level of control does not technically req

Cell Control at all; a multi-stage controller can handle recipe selection through a sim

lookup table. An Equipment Cell might still exist, however, to perform fault detection (

SPC), and possibly fault classification, to alert process control engineers and multi-

controllers when the equipment is “out of control.”
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A more sophisticated Cell uses process sensor data for run-to-run control, as w

fault detection and/or classification. Once run-to-run control is incorporated, Cell Co

is accurately represented by the hierarchical structure shown in Figure 1-3. The run-t

controller maintains an internal model of the processing equipment, which is use

select recipes (targets for real-time controllers in the equipment).

The following sections discuss the recent trends and technologies related to hier

cal run-to-run control. First, the interactions with supervisory (multi-stage) controllers

subordinate (real-time) controllers are presented, then the “state of the art” in run-t

control is described.

1.3.1  Multi-stage Control

There are many possible policies and constraints governing a run-to-run contro

supervisory system. Broadly speaking, however, this system is responsible for prov

targets to a number of Equipment Cells (run-to-run controllers). Presumably these

contain a sequential, or otherwise related, set of processes, where the set points fo

step are inter-dependent in some way. Thus the term “multi-stage control” depict

basic functionality for these supervisory systems. This controller could be a simple lo

table that maintains a pre-set sequence of processes, or a complicated decision-m

system that dynamically models and reacts to the various capabilities of, and mea

ments from, its subordinate process steps.

Figure 1-4 shows the structure of a multi-stage controller that manages targe

three consecutive Cells in a process sequence. Targets for the complete multi-stag

(Tn) are passed down from above. These could represent a number of individual ta

for each of the Cells or, more likely, they are simply target outputs for the final Cell in
35



the

y sys-

as

e final

cur at

for-

essing

ses

m pre-

four

ain-

about

upon

of the

ogra-
sequence. Usually engineers only care about the quality of the final output from

multi-stage system; how the product gets to that state is irrelevant to the supervisor

tem (Sn-1). It is the multi-stage controller’s job to monitor the progress of the wafers

they pass through each Cell, and to optimize the remaining processing steps to hit th

stage’s targets. The controller can compensate for processing errors that might oc

one stage by modifying targets for subsequent stages.

One of the most straightforward implementations of multi-stage control is feed-

ward control, which has been analyzed and used in a number of semiconductor proc

scenarios [SCKT94][Lea96][CMR98][RWFG99]. Generally, feed-forward control u

static models to select target outputs for a given Cell, based upon measurements fro

vious process steps (typically, but not necessarily, from other Cells). The following

step fabrication process flow is considered in [SCKT94]:

1. Silicon oxidation step

2. Aluminum metallization step

3. Lithography step

4. Aluminum etching step

This flow is used to generate capacitors, and the multi-stage controller’s goal is to m

tain the final capacitance of the devices. The system uses feed-forward information

oxide thickness to adjust targets for the lithography and aluminum etch steps, based

a theoretical derivation of capacitance as a function of oxide thickness and the area

aluminum plates. Other research has used feed-forward information from photolith

phy steps to maintain post-etch Critical Dimension (CD) [RWFG99].
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Figure 1-4: Multistage Control Structure

To date, most multi-stage controller demonstrations utilize fixed models for gener

each Cell’s targets. That is, while individual Cells are operating under closed-loop f

- Model(s) for Sn+1
- Constraints onTn+1

Multi-Stage
Controller (Sn)

TargetsTn

Supervisory
System (Sn-1)

Measured
(Actual) T̂n

TargetsTn+1

Cell 1
(Sn+1,1)

Measured
(Actual)
T̂n 1 1,+

Cell 2
(Sn+1,2)

Measured
(Actual)
T̂n 1 2,+

Cell 3
(Sn+1,3)

Measured
(Actual)
T̂n 1 3,+

Tn+1,1

Tn+1,2

Tn+1,3

Flow of
wafers

Level n-1

Level n

Level n+1
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back control, the multi-stage controller is not. (To be fair, if one assumes that key Eq

ment Cells can accurately hit their targets, then the multi-stage controller can

successfully operate in an open loop.) Basically the feed-forward controllers desc

above do not keep any state information. Given two wafers with the same processin

tory and measurements, these controllers will always provide the same targets for th

stage. A more versatile, dynamic multi-stage controller would maintain process capa

information for each Cell and, at each step, plan complete target trajectories throug

remaining stages. Theoretical work has been done with such controllers based

Dynamic Programming (DP) algorithms [SBG94][Fen00].

1.3.2  Real-Time Control

While a Cell Controller receives directives from a multi-stage controller from abov

typically manipulates a number of real-time controllers below. From its structure, one

see that hierarchical control requires good performance at lower levels before cre

more sophisticated supervisory controllers at higher levels. Precise real-time system

prerequisite for good Cell Control, much like precise Cell Control is a prerequisite

good multi-stage control. To put this in context, if a Cell controller asks for a gas flow

of 20 sccm, then the real-time gas flow meter must do its job, or a model-based pred

of process results is likely to be considerably off. (Depending on the amount of true

in such a controller, and the amount of random variation, Cell Control may or may

help the situation.)

Much of the real-time control found in today’s fabrication facilities is localized with

the actual processing tools. Equipment vendors invest significant resources to ensu

recipe set points are accurately maintained every time the process is executed. The
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mon practice of running equipment under open-loop control demands this type of re

ability even more than a system using closed-loop run-to-run control. It is importan

remember that these embedded real-time controllers may be very complex and inhe

multi-input-multi-output. For example, the simultaneous control of gas pressure, flow

temperature requires the control of strongly coupled outputs. Fortunately, most sem

ductor processing tools in use today provide highly repeatable, highly accurate rea

recipe control.

With good embedded real-time control available, the obvious question is: why is t

so much research involving more advanced real-time and run-to-run control? The rea

basically that, while these real-time systems are very good at controlling the outputs

canmeasure, there are many other important outputs that theycannotsee or react to. Fac-

tors like equipment aging, variability of incoming materials, and changing ambient co

tions create circumstances where those perfectly tuned recipe settings no longer p

the desired results.

Typically a process step can be abstracted in the following way:

1. Machine settings (recipes) induce an equipment state.

2. An equipment state induces a chamber state or wafer environment.

3. The chamber state or wafer environment induces a wafer state.

(A more detailed process modeling framework is found in [BMPS92].) The goal of e

semiconductor processing step is to achieve the final target wafer state. Presuming t

machine settings uniquely map to an equipment state, the equipment state uniquely

to a chamber state, and the chamber state uniquely maps to a wafer state, then

equipment state control should yield perfect wafer state control. However, various d

and shifts in the system can break any or all of these links. Thus much of the ong
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research involving real-time control uses advanced sensors to directly measure and

tain chamber state and/or wafer state variables [ZR95] [RP95] [Ras95] [Asp97] [HVIK

[KGCK97] [WD98] [Joh98]. Others are focussing on temperature uniformity control a

means of controlling wafer state uniformity [ESK96] [TZA99] [DD99]. Directly contro

ling wafer state is clearly the ideal situation, but controlling the chamber state often y

better results than simply maintaining an equipment state.

Sometimes an approximation to real-time control is used, where a numbe

mid-course corrections are issued instead of true continuous-time feedback [Won9

truth, most of these “real-time” systems are actually discrete-time systems with a “

tively fast” sampling rate. In this sense, many controllers use a lot of small mid-co

corrections rather than continuous control. Often this is due to some sampling perio

the sensor and/or time needed to analyze the sensor data. As long as the sampling

high enough with respect to the frequency content of the system’s continuous-time ou

(e.g. Nyquist sampling criteria are met), continuous-time analyses and control strat

are still applicable.

However, an important question to consider is whether or not real-time contro

required; typically this question is not fully addressed by researchers. For exam

real-time control is provided for a reactive ion etching (RIE) system in [Ras95]. It is no

that the RIE process is not robust and requires frequent tune-ups. They use in-situ s

to measure the dc bias voltage and the concentration of fluorine. These outputs ar

trolled through real-time adjustments to the (CF4) flow rate and the power delivered to th

plasma. Thus a Cell Controller can select chamber state set points instead of simply s

ing gas flow and plasma power recipes. While the paper does a good job describin
40
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problem and presenting a promising solution, it does not consider the possibility th

run-to-run control strategy might achieve similar results. In general one should us

consider exploring this option first, since a run-to-run controller is often simpler and fa

to build and integrate. Recipe updates between runs are usually available throug

equipment front panel or through a communications port. Access to real-time contro

during a process is typically not a built-in option.

The real question is: what is the time scale over which equipment process se

need to be modified? Does the chamber state and/or the wafer state (trajectory) d

change in a non-deterministic mannerduring the course ofsingleprocessing step? If so

then real-time control is probably required. If the disturbances take place gradually o

number of runs, or if the disturbances are deterministic and can be modeled (e.g. a

tively constant drift), then an appropriate run-to-run controller can often achieve sim

levels of control with lower integration costs. (The real-time sensor data might stil

needed, but continuous feedback control might not be required.)

1.3.3  Run-to-Run Control

Much like real-time control, run-to-run (Cell) control has received considerable at

tion. As noted, this type of control is often the easiest and the most appropr

Run-to-run control modules monitor the quality of the product coming out of the proc

tool (via one or more sensor) and adjust the equipment settings on a per-run basis to

tain process outputs at target specifications. Often functional models of the product q

in terms of the process settings are used to select optimal settings. Figure 1-5 pres

sample run-to-run control hierarchy, where “Level n” is centered on the Cell Contro

To demonstrate some of the possibilities, an external mid-course (or real-time) cont
41



eters

set

con-

. This

ally

t have

ight be

ce any

g the

-

con-

that

y

have
is included, which monitors and maintains certain chamber state or wafer state param

during each run. Both the Cell Controller and the mid-course controller can provide

points for real-time controllers within the actual processing equipment.

While there has been extensive work on real-time and run-to-run control for semi

ductor processing, there has been comparatively limited focus on multi-stage control

is at least partly due to the lack of highly accurate run-to-run control capability. Typic

run-to-run controllers use process models that provide stable control, but they do no

exact models of the actual processing systems. This means that a number of runs m

required to achieve a significant target change, even if the system does not experien

disturbances. With active feed-forward control, the supervisory system is often askin

run-to-run controllers to readjust their targets onevery wafer. Currently, such an aggres

sive strategy could be asking too much from an Equipment Cell. In fact, this type of

trol could violate our rule that the decision-making hierarchy is separated such

subordinate systems are treated as if they are insteady-state. A more reasonable strateg

only adjusts multi-stage targets after the various Cell Controller’s time constants

been given enough time to die out.
42



Figure 1-5: Run-to-Run Control Structure
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Figure 1-6 shows the generic structure for model-based run-to-run control, which

been used extensively. The controller utilizes a dynamic model of the processing sy

which maps plant inputs to projected outputs. This model is used to select inputs

should achieve optimal outputs. When processing is complete and new measureme

available, the model is updated to account for any model error. In truth, the model up

algorithm determines whether or not a model is truly dynamic. Various implementat

of the controller, dynamic model, and model update algorithms have been expl

including an “internal model approach” [AZ97] [AZ98], “robust run by run contro

[BP95] [BP97], “linear Exponentially Weighted Moving Average (EWMA) contro

[Smi96], “neural network based EWMA” [SB97] [LSBH97], “probabilistic EWMA”

[HKK98], and “Predictor Corrector Control (PCC)” [Smi96]. This thesis explores in de

the “linear EWMA” run-to-run controller and some of its variations.

Figure 1-6: Generic Model-Based Run-to-Run Control

Parallel Operation and Control

Generally a controller’s model is maintained and used for a specific process on a

Plant

Dynamic
Model

Controller

-

+ Output

Targets Disturbance
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cific processing chamber. Every chamber has its own model, which is only updated

measurements from wafers passing through that specific chamber. All of these mode

needed to account for different possible drifts and disturbances between chambers

identical chambers running the same processes on a single cluster tool. In fact, a

chamber might have a separate model for each recipe “class” that the chamber migh

This can occur when low-order models are used to approximate local system behavio

number of different operating regimes. Each model is only valid within a certain se

processing conditions.

Recent work has explored various means of combining information from proce

that share a common process chamber or recipe [Smi99] [Fen00]. This type of mod

and analysis broadly falls under the term “parallel operation and control.” This term m

sense when considering the decision-making hierarchy that has been discussed

Sharing information between two different recipes on the same chamber, or betwee

different chambers running the same process, requires the sharing information be

two different Equipment Cells that are at the same level. Thus we are sharing “par

information, which breaks somewhat from the strict hierarchical structure descr

above.

Consider a Chemical Mechanical Polishing (CMP) process where two different t

of product wafers are sent through the same polisher. Generally, each type of

requires a different polishing recipe to achieve the target output characteristics. Ther

separate models are often made for each recipe. However, the CMP process is kno

drift fairly strongly as the polishing pad ages. Clearly there should exist some kin

shared, device-independent model structure that can account for changes in pol
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capability for both types of product [Smi99]. For example, if alternating lots of two diff

ent product types are run on the same equipment, then the model for one process q

becomes “out of date” as the pad is worn down by running the other process. The

wafer of each new lot would see a large disturbance because there was no feedback

changes taking place while running the previous lot.

Parallel process model information can also be shared between two unique cop

the same type of equipment. In general, we can consider data from a number of s

sources. There must be a compromise between sharing global data and focuss

smaller, local data sets. Linear models using Bayesian estimation methods can be u

combining common (global) “hyperparameters” and local parameters [Fen00].

While these two types of parallel operation and control are interesting and signifi

extensions to basic run-to-run control scenarios, this thesis will not address them in d

1.4 Network and Information Security

With the widespread acceptance of the Internet and distributed computing have

many well-founded concerns about network security. In particular, malicious attac

often scan networks for weaknesses that will allow them to gain access to private info

tion or enable them to anonymously execute applications on compromised computer

classic technique of “security through obscurity” is becoming increasingly unreliabl

computer crackers become more sophisticated. Distributed systems, such as the Ce

trol architecture described above, provide services that are accessible through Intern

tocols and therefore create added security risks.

The scope of this problem is well beyond that of this thesis, so this topic is sup
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cially treated here. Clearly the Cell Control components should be secured within an

net behind a strong firewall, which provides the first line of defense. Additional access

information security may be provided through the use of secure communication proto

such as Secure SHell (SSH) port forwarding [BS01], Secure Socket Layers (

[Res00], and Virtual Private Network (VPN) [McD00] technologies. These types

encrypted communications are especially important when distributed system compo

interact over the global Internet, between two separate Intranets. Performance implic

for using a distributed system must also be taken into consideration. Additionally, s

side applications may be tested by third parties to discover vulnerabilities to attacks,

as buffer over-run techniques. The remainder of this thesis will not address these con

1.5 Thesis Overview

Integrated Cell Control technology, including run-to-run control, provides a promis

avenue for semiconductor fabrication facilities to make cheaper, higher perform

devices. The integration of a recently developed in-line thickness sensor for epi depo

processes provides an excellent launching point for exploring aggressive run-to-run

formity control. In-line sensor information can be augmented with detailed off-line se

data, which are acquired on a lot-to-lot basis. A full development, analysis, and imple

tation of this scenario provides a number of promising extensions to current Cell Co

and run-to-run control technologies.

Chapter 2 presents background material for a Cell Control testbed system.

includes a discussion of the epi deposition process and epi film sensors.
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Chapter 3 presents some preliminary proof of concept work involving a relatively s

ple epi thickness control scenario. Background on time-based EWMA control is

sented.

Chapter 4 extends the preliminary work from a Single-Input-Single-Output scenar

the simultaneous control of both epi thickness uniformity and resistivity uniformity. T

issues of time-based control and mixed run-to-run and lot-to-lot feedback loops are

with in detail. (A reader who is interested in jumping directly to the experimental res

should skip the next two chapters and move on to Chapter 7.)

Chapter 5 extends Chapter 4’s brief treatment of solving techniques for time-b

control. The iterative method used in this work is analyzed in detail, and solutions for

overdetermined and underdetermined systems are formulated.

Chapter 6 details the run-to-run controller interface and implementation used to

port distributed Cell Control. Microsoft’s Component Object Model (COM) Interface D

inition Language (IDL) is used for specifying interactions between controller compone

Chapter 7 describes and analyzes experimental demonstrations of epi thicknes

resistivity uniformity control. This includes an aggressive use of Multiple Response

face (MRS) modeling based on a Design of Experiments (DOE), as well as an exper

tal design for testing the closed loop control system.

Finally, Chapter 8 concludes the thesis with an assessment of the technologie

implementations presented herein, as well as directions for future work.
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Chapter 2

Cell Control Testbed: Epi Deposition

An appropriate testbed development system was chosen to explore and develop Ce

trol architectures and technology. Based on the previous discussion of Equipment

the following criteria are desired for an effective testbed:

• Processing Equipment

- Utilizes a process step which is difficult to tune after a disturbance and/or dr

with equipment usage.

- Can be manipulated and queried through a software interface via network

computers.

• Sensors

- In-situ equipment and/or chamber state sensor(s) that can record activity 

interest within the equipment during the actual processing.

- In-situ and/or in-line wafer state sensor(s) which can directly assess the o

ing product quality.

- Can be manipulated and queried through a software interface via network

computers.

• Infrastructure

- Available high speed network for distributed infrastructure.

Most other Cell components are actually pieces of software, which are to be specifie

implemented as part of the project. The list of prerequisites is basically comprised o

hardware components that should be available.

Such a system was constructed through a collaboration between a small senso

pany (On-Line Technologies), an equipment vendor company (Applied Materials),

MIT. On-Line Technologies managed the project and provided a non-destructive, in
49
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sensor that measures epitaxial silicon film thickness. (They are also hoping to deve

sensor that can measure both film resistivity and thickness at the same time, but tha

is ongoing.) Also available are off-line measurements from On-Line Technolog

stand-alone thickness sensor and a resistivity sensor. Applied Materials provided tec

support and processing time on a Centura semiconductor wafer fabrication system w

epi deposition chamber. Work for this thesis includes specification and implementati

integrated Equipment Cell capabilities for the system. The following sections provi

background for the equipment and sensor technologies used in the project.

2.1 Applied Materials Centura Epitaxial Deposition Tool

The Applied Materials Centura system with an epi deposition chamber provide

excellent testbed fabrication tool around which to build an Equipment Cell. The Cen

can be controlled by a remote host using the Semiconductor Equipment Communica

Standard (SECS) protocol through an RS-232 serial link [SEMI1][SEMI2]. This h

computer can expose a network and/or other software interfaces for the other Cell co

nents. Thus the Centura together with its host are considered to be the “Processing

component of the Cell. Its interfaces should enable process recipe manipulation, e

ment state data access, and posting of events and alarms as wafers pass through

tem.

Effective implementation of cell control activities like run-to-run process control, fa

detection, and fault diagnosis require a good working knowledge of the process invo

This includes a basic understanding of how various equipment settings affect the pr

conditions and how those changes influence the final product state. Complete under

ing of the underlying physics is not required, but an intelligent methodology for selec
50
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equipment settings that are likely to significantly affect the equipment, process, or w

states should be determined.

It is also important to consider what sensor information can be extracted from the

tem, which includes externally controlled sensors and sensors that are integrated in

equipment. This section focuses on equipment capabilities; external sensors are c

ered in later sections. Many tools, including the Centura, enable real-time status qu

from sensors on the machine through the SECS communication link. There can be lit

thousands of variables available for monitoring, so one must carefully consider whic

these are likely to provide status information of interest.

The next sections discuss the epi process in general and provide details related

deposition using the Centura tool and epi film characterization.

2.1.1  The Epitaxial Deposition Process

Epitaxial deposition is a process whereby a thin single crystal film is grown on a si

crystal substrate. A thorough treatment of this process is given by S. Wolf and R. Ta

[WT86]. This thesis utilizes lightly doped silicon epitaxial growth on heavily doped b

silicon wafers. This type of epitaxial deposition is used as the first processing ste

many devices, and accurate control of the physical, chemical, and electrical propert

the film are important for creating functional, high performance integrated circuits. In

ticular, this type of epitaxy is used to improve the performance of bipolar and CM

VLSI circuits. Bipolar devices that are fabricated using a properly optimized epi la

contain collector-substrate junctions with high breakdown voltages and collectors

low resistance. CMOS circuits fabricated with a lightly doped epi layer over a hea

doped substrate exhibit superior immunity to latch-up effects when power is app
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Devices that utilize a silicon epi layer also benefit generally from increased control o

doping concentration in the epi, and an absence of unwanted oxygen and carbon.

The following sections discuss epi deposition fundamentals and the mechanism

introducing dopants into epi films.

Epitaxial Film Growth

Epi film growth generally utilizes a Chemical Vapor Deposition (CVD) process. T

epi deposition CVD process is comprised of the following steps:

1. Reactants are transported to the wafer surface.

(Note: Some processes include reactions in the gas phase that generate fil

cursors before step 1.)

2. Reactants are adsorbed on the wafer surface.

3. A chemical reaction at the surface produces the film and reaction products.

4. Reaction products are desorbed from the surface.

5. Products are transported from the wafer surface.

Rigorous mathematical modeling of these steps has proven difficult, and a simp

model (the Grove model) involving only steps 1 and 3 is often used [WT86]. Despit

simplifications, this model describes many of the observed epi CVD characteristic

steady state deposition rate of

(Eq 2-1)

is predicted.V is the growth rate,ks is the chemical surface reaction rate constant,hg is the

gas-phase mass transfer coefficient,CT is the total number of molecules per unit volume

the gas,N1 is the number of silicon atoms incorporated per unit volume in the film, anY

is the mole fraction of the reaction species in the gas. This model predicts a linear ch

V
kshg

ks hg+
----------------

CT

N1
------- Y⋅ ⋅=
52



th

tion

teria

-

what

-

e and

acti-

reac-

s the

impli-

ions.
in growth rate with changes inY, which matches observations for typical industrial grow

conditions whereY is quite small (Y < 0.1).

Another important feature of the Grove model is the implication of a surface reac

limited regime and a mass transfer limited regime. When surface reaction limiting cri

are in effect (ks << hg) the growth rate operates independently ofhg and is given by

. (Eq 2-2)

When mass transfer limiting criteria are in effect (hg << ks) the growth rate operates inde

pendently ofks resulting in the following growth rate model:

. (Eq 2-3)

For the purposes of process modeling and Cell Control one would like to discern

process conditions and factors contribute to the epi growth rate. ClearlyCT should be a

function of pressure and temperature, whileY is a function of the various source gas con

centrations and the relative flow rates of each. The chemical surface reaction rat

gas-phase mass transfer constants, however, require further analysis.

Assuming the reactions are of an Arrhenius type (meaning they are thermally

vated),ks is a function of a temperature independent frequency factor (k0), the activation

energy of the reaction (Ea), Boltzmann’s constant (k), and the process temperature (T):

. (Eq 2-4)

Assuming the process is not in a mass transfer limited regime, the chemical surface

tion rate should mainly be affected by the process temperature. At high temperature

reaction rate can increase until the mass flow of reactants limits the process. This s

fied model does generally predict the experimental results for typical process condit

V CT ks Y⋅ ⋅=

V CT hg Y⋅ ⋅=

ks k0e

Ea

kT
------ 

 –

=
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A number of models have been used for deriving gas-phase mass transfer coeffic

Boundary layer theoryprovides a reasonably accurate estimate ofhg for reactant gases

flowing over a surface [WT86]. A boundary layer is defined to be the region above a

face where the drag due to that surface lowers the gas flow rate below 99% of the bu

flow rate (U). The theory enforces a zero velocity constraint at the surface and a gra

rise in flow rate until the bulk flow is reached. This results in a boundary layer

expands along the surface in the flow direction. Figure 2-1 graphically depicts the bo

ary layer structure.

Figure 2-1: Boundary Layer Diagram [WT86]

Boundary layer theory leads to a model ofhg which looks like

, (Eq 2-5)

whereDg is the diffusion coefficient for the active species,L is the length of the surface

andReL is the Reynolds number for the gas. The Reynolds number depends on th

density (d), the bulk flow (U), the surface length (L), and the gas viscosity ( ). Assuming

a fixed chemistry,hg (and the deposition rate for a mass transfer limited process) is pri

rily driven by a square root dependence onU. Theory and experimental results display th

growth rate’s lack of dependence on temperature when in the mass flow limited regi

Bulk Flow (U)

Boundary Layer (Flow < 0.99U)

hg

3Dg

2L
---------- ReL= ReL

dUL
µ

-----------=

µ

54



phi-

igrate

(C)

ause

teral

osi-

have

und.

mum

the

rial.

rides:
Atomistic Model of Epitaxial Growth

Silicon epi films are believed to grow through adatom migration. Figure 2-2 gra

cally represents the growth process. Adatoms (A) attach to the silicon surface and m

to kink positions at boundary steps between monolayers (B). A “corner” kink position

provides the most energetically favorable position for stable attachment (growth) bec

half of the silicon lattice bonds are linked to the crystal. Growth progresses via the la

extension of the step layers.

Figure 2-2: Epi Film Growth Model [WT86]

A maximum single crystal growth rate can be found for a given temperature; dep

tion at higher rates results in polycrystaline films. It is believed that adatoms do not

sufficient time to migrate to kink positions when growth rates exceed a certain bo

Higher temperatures provide more energy for faster migration, and thus the maxi

growth rate is found to increase with temperature.

Introducing Dopants Into Epitaxial Films

Epi growth provides the ability to precisely control film doping levels and thus

electrical characteristics (resistivity and conductivity type) of the deposited mate

Dopants are typically introduced with the reaction gases through the use of their hyd

A

B

C

A
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• Boron: Diborane (B2H6)

• Phosphorus: Phosphine (PH3)

• Arsenic: Arsine (AsH3)

The dopant delivery gases are usually heavily diluted with hydrogen to prevent diss

tion of the dopant material [WT86].

There is currently no analytical model that accurately relates the ratio of the do

concentration in the deposited film to the process conditions (such as dopant concen

in the reaction gases). Empirical solutions of the doping levels must be found for eac

of deposition parameters. Fortunately the repeatability of the film doping concentrati

very good for typical target doping concentrations and processing settings.

Most epi growth processes call for a lightly doped silicon layer to be added

heavily doped wafer substrate. This scenario results in dopant flux into the deposite

via two mechanisms. First, there is direct solid state diffusion of dopant atoms from

substrate into the growing film, which tends to create a wide transition layer betwee

bulk substrate and the steady state deposition doping levels. This effect clearly varie

epi deposition time and temperature. A second path for substrate dopant to enter t

film is through vapor phase autodoping. This is a mechanism whereby dopant from

backside and edges of the wafer evaporates into the gas, increasing the dopant con

tion in the process chamber and subsequently in the growing film. Autodoping effect

typically noticeable as “tails” at the end of the diffused transition layer between subs

and final surface (intentional) doping levels. Solid state diffusion and autodoping

impose restrictions on the minimum epi thickness for a given set of process conditio
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2.1.2  Applied Materials Centura Epitaxial Deposition Chamber

The Applied Materials Epi Centura Process Manual covers the basic design and o

tion of their deposition tool [AM95]. The Centura system is a cluster tool to which sin

wafer processing chambers are attached. A single Centura may have as many as th

deposition chambers. The system can be configured for deposition at atmospheric pr

or reduced pressure, but switching between these two configurations requires some

ponent changes within the processing chambers. The epi chamber is basically com

of two (upper and lower) quartz domes. Figures 2-3 and 2-4 contain cross-sec

side-view and top-down diagrams of the deposition chamber, respectively. Process c

parameters primarily include set points for chamber pressure, gas flows, temperatur

processing time.

Figure 2-3: Cross-Sectional Side View of the Epi Deposition Chamber
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Figure 2-4: Top-Down View of the Epi Deposition Chamber

The following sections first describe the various process settings that are avai

then present a standard process recipe and some of the most important factors for p

control.

Process Settings

Chamber pressure and gas flows into the chamber are regulated by Mass Flow

trollers (MFC’s), which are set via process recipe fields. Flows of silicon source

dopant gas, and carrier gas are all part of the recipe. As shown in Figure 2-4, gas inje

lines are divided into two flows prior to entering the chamber, one line supplies the o

edges of the chamber while the other supplies the chamber’s center. Control of the
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edge / center gas flow ratio is enabled through valves whose set points are confi

externally. Originally these were Bellows Metering Valves (BMV’s) that could be adjus

by hand [AM95]. The BMV’s have since been replaced with an Accusett system

enables control of the two valves with a handheld unit that uses a serial port conne

into the equipment. These valves cannot be controlled by either the equipment front

interface or SECS communication protocols, but they are important for uniformity con

of various film parameters. The lack of a programmable interface for these valves m

automated control of uniformity more difficult.

Introduction of dopant material is mainly provided by a system that uniformly inje

the dopant gas across the whole chamber, as shown in Figure 2-5. The main dopant

mixed with the silicon source gases before the inner and outer gas flows are sepa

Thus the dopants from this source are essentially uniformly mixed upon entry to the

cess chamber.

The system can operate in two different configurations, where the wafer is e

“backsealed,” or “non backsealed.” The backsealed wafer process provides an airtigh

aration between the wafer’s top surface and backside surface, thus shielding the w

backside from the process gases and preventing autodoping from the bulk silicon.

configuration typically yields fairly uniform resistivity profiles for the deposited film.

A non backsealed configuration allows autodoping from the wafer’s backside, w

typically yields a higher doping concentration near the edge of the wafer. To count

this effect, radial dopant uniformity can be fine tuned with an auxiliary flow that

injected near the center of the wafer [AM95], as shown in Figure 2-5.
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Figure 2-5: Gas Flows and Valves for the Epi Deposition Chamber

Chamber heating capability is provided by radiant lamp modules on the top and

tom of the chamber, as shown in Figure 2-3. Each module is divided into inner and

rings of lamps. Chamber temperature is monitored via two optical pyrometers,

focussed near the bottom of the susceptor and one focussed on the center of the w

surface. Temperature setpoints are maintained by Proportional, Integral, Derivative

controllers that use feedback from the optical pyrometers to vary the power deliver

the lamp modules. Alternatively, the lamp power can be set to a constant and the tem

ture allowed to vary accordingly.

The ratios of heating power directed to the lower and upper modules, upper inne

upper outer rings, and lower inner and lower outer rings are all part of the process re

These ratios are important for uniformity control because the internal temperature
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back loop can only maintain the temperature of at most two locations in the cham

namely the locations where the pyrometers are focussed. While the temperature at th

ter of the wafer may be controlled to target, the radial temperature uniformity acros

rest of the wafer is strongly affected by these ratio settings.

The Standard Epi Deposition Recipe

A basic epi process on a Centura tool generally includes the following steps:

1. The lamps uniformly raise the wafer temperature to the appropriate process 

perature.

2. Native oxide on the wafer is reduced through a 30 second (or longer) bake in

hydrogen gas. Silicon source and doping gases are purged at this time to sta

their flows before deposition.

3. Process gases are flowed to the chamber through the deposit manifold.

4. Epi growth on the substrate surface and the susceptor continue during the de

tion step. Products from the chemical reaction are exhausted from the cham

5. A short hydrogen gas purge clears the process gases from the chamber.

6. The wafer is cooled to a temperature at which it can be removed.

7. After removing the wafer an etch-back process is performed to clear material

was deposited on the chamber during the growth step. The frequency of the

chamber clean varies, based on the deposition parameters. Generally the e

process is performed once every one to three epi wafers.

Process Control

Epi film resistivity, surface structures, and deposition rate are determined by m

complex interactions between the physical and chemical characteristics of the pro

Applied Materials specifically recommends tuning the following parameters:

• Substrate temperature

• Chamber pressure
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• Silicon and dopant gas flows

• Carrier gas flow

• Gas flow patterns in the process chamber

• Susceptor temperature profile

Process variability and repeatability are often affected by the following:

• Temperature variation in the source gases

• Buildup due to inadequate etch-back (step 7 above) between deposition steps

• MFC variability when operating near the maximum or minimum flow limits

The goals for process control include rapid tune-up capability to optimize the pro

and minimize variability. Tuning parameters may then be utilized to continually optim

the process against drifting, wandering, or other deterministic disturbances.

2.1.3  Epitaxial Film Characterization

For developing any form of process monitoring or control one must consider the

product characteristics that are important for proper functionality of the product. In

case of epi films, there are a number of properties that must meet design specificatio

general these characteristics can be separated into physical and electrical propertie

following sections discuss these properties and common sensor techniques used t

sure them.

Physical Properties

The primary physical properties of interest for epi layers are surface quality, cryst

graphic defects, and film thickness. General crystal and surface quality inspectio

mainly performed with bright light illumination techniques. Examination of bright U

light that is reflected from the wafer surface (after epi growth) can detect the presen

pits, haze, scratches, particles, and spikes. The reflected light clearly indicates any
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tures from the desired smooth, highly reflective wafer surface. Microscopic examina

of the film using 75-200X magnification can be used to detect a number of cryst

graphic defects. Laser scanners are also employed to find light scattering points on th

face, which indicate epi layer defects.

Epi film thickness is a critical feature to monitor and control for a number of reas

As mentioned earlier, film thickness must achieve a certain minimum to ensure

autodoping and dopant diffusion effects are covered. Also, bipolar transistor device

acteristics including breakdown voltage, junction capacitance, transistor gain, and AC

formance all depend on the epi layer thickness. Thickness may be measured u

number of destructive and non-destructive techniques. Typically non-destructive me

are preferred and used because they enable measurements on actual product wafer

sensors make use of the reflective characteristics of the epi film and underlying sub

In particular, a technique called Fourier Transform Infrared (FTIR) Spectroscopy is u

which Section 2.2 will describe in detail.

Electrical Properties

Two of the most important epi layer electrical characteristics that influence the f

tionality of subsequently fabricated devices are minority carrier lifetimes and film resi

ity. Minority carrier lifetime represents a measure of the heavy metal impu

concentration within the epi film. It is generally measured electrically through devices

are fabricated on the wafer. These measurements require further processing and

made immediately after the epi deposition process, which introduces a large lag be

deposition and feedback sensors.

Film resistivity (ohm-cm) is directly related to the concentration of dopant materia
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the epi layer through the relation

, (Eq 2-6)

whereq is the electronic charge (Coulombs),n is the doping concentration (atoms/cm3),

and is the carrier mobility (cm2/V sec). Resistivity is controlled by changing the amou

of dopant that is incorporated into the film. Various forms of four-point probe meas

ments may be used to measure the film resistivity. However, such techniques are no

ally used on product wafers since a physical contact must be made with the wafer su

Capacitance properties of the film may also be used to measure resistivity throu

Schottky barrier or a p-n junction. Liquid mercury probes are available for this type

measurement; the mercury creates a Schottky diode with the substrate [WT86]. A me

probe is available for use with our work.

2.2 On-Line Technologies Epi Film Sensor

Extracting information directly from an epi deposition tool itself can only reveal li

ited information, usually data that represent, or are correlated with, equipment stat

possibly process state. However, the outgoing wafer state is usually the most imp

factor in judging product quality. In most cases taking such measurements require

addition of third party sensors. Ideally the sensor can gather in-situ process state and

state measurements directly from the process chamber. However, this is often not po

due to physical or functional constraints on the system. A good alternative is the int

tion of an in-line wafer state sensor that can automatically receive and analyze wafers

they leave the process chamber. To enable automated Cell Control, this step becom

of the normal wafer flow through the Equipment Cell.

ρ 1
qnµ
----------=

µ
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To measure the characteristics of deposited epi layers, On-Line Technologie

developed an in-line sensor based on Fourier Transform Infrared (FTIR) techno

[Cha98]. This sensor can be placed on the wafer cool down chamber of a Centura

enabling it to analyze epi film characteristics immediately after wafers leave the pro

chamber. It is also important to note that this setup does not require the addition o

new metrology stations or chambers; measurements are taken during the normal fl

wafers through the system. A computer is required to control the sensor and analy

data, but the additional clean room requirements are minimal.

Epi film thickness and resistivity are among the most important physical and elect

characteristics one would like to measure. The On-Line Technologies’ sensor has p

its ability to measure epi film thickness and can theoretically determine film resisti

However, recent developments show that resistivities within the range of interest cann

accurately found using the sensor. The following section provides a basic theoretical

ground for On-Line Technologies’ FTIR thickness sensor.

2.2.1  FTIR Sensor

The On-Line Technologies’ Fourier Transform Infrared sensor is essentially comp

of an infrared (IR) source, a Michelson Interferometer, and an IR detector (see F

2-6). IR light (approximately 500-5000 wavenumbers) is used for epi thickness mea

ments because interfaces between silicon layers with different doping concentration

reflect IR light, while other optical frequencies pass directly through the interfaces. T

the air / lightly doped epi layer / heavily doped substrate form a stack of materials

interfaces that exhibit IR reflectance interference patterns. That is, light reflecting dir

from the air / epi interface and light that passes through the interface and is subseq
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reflected from the epi / substrate interface interfere at the surface of the wafer. The

(constructive or destructive) and amount of interference depend on the wavelength

light, the thickness of the epi layer, and the angle of incidence. Reflectance inform

from a range of wavelengths can uniquely determine the film thickness, as well as

other parameters.

Light from an IR source is directed through the interferometer, then reflected off

epi wafer surface into the detector. The detector provides a weighted sum of inten

over a continuous spectrum of light wavelengths. The Michelson interferometer’s prim

purpose is to modulate the IR light in such a way that a single detector can simultane

provide a range of intensity measurements across the whole IR spectrum. The interf

eter could be eliminated if a single detector could provide multiwavelength informa

directly. Since that is not the case, an interferometer is used to modulate the const

source intensities at different frequencies. The amplitude modulation frequencie

directly proportional to the frequencies of the original light source. Thus the weighted

of intensities read by the detector becomes a sum of multi-frequency sinusoids instea

sum of constants. A Fourier Transform of the detector’s output as a function of time y

the linearly scaled frequency content of the incoming IR light.

The Michelson Interferometer essentially uses a beam-splitter, a fixed mirror, a

moving mirror to modulate the incoming IR light. Figure 2-6 displays a basic interfero

ter design in an epi sensor configuration. The source light hits the beam splitter at an

of 45o, sending half of the energy to the fixed mirror and half to the moving mirror. T

light is reflected back and recombined at the beam-splitter, where half of the recom

light is directed out of the interferometer. The intensity of this light depends on the op
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path difference between the light which travelled to the fixed mirror and that which t

elled to the movable mirror. Maximum additive interference is achieved when the mov

mirror and the fixed mirror are the same optical distance from the beam splitter, a

integer multiples of wavelengths from this point. Assuming the mirror is moving at a c

stant velocity, one can imagine the amplitude of a single wavelength of light chan

sinusoidally as the optical path varies between maximum constructive and destru

interference. The frequency of this amplitude modulation is linearly dependent on the

quency of the incoming light and the velocity of the moving mirror.

Figure 2-6: Michelson Interferometer in an Epi Sensor Configuration

The resulting detector intensity as a function of mirror position (or time, in the cas

a constant mirror velocity) is called an interferogram (see Figure 2-7). The interferog

typically has a large peak where the optical path for the fixed and movable mirrors

equal, and damped, sinusoidal-like tails on either side. This large center burst results

Source

Fixed Mirror

Movable Mirror

Extreme Positions

Beam Splitter
Detector

Substrate

Epi Layer
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the additive interference of all frequencies in that single configuration, which can

defined as the origin of the mirror position (or time) axis. When the reflective epi layer

substrate are included in the optical path, as in the diagram, scaled copies of the

burst, called side bursts, are found at mirror positions corresponding to multiples o

optical path through the epi layer. This results from the added optical path lengths

the internal reflections within the epi layer. Typically only the first one or two of the

sidebursts are recognizable due to the small amount of light that makes multiple jou

within the epi layer.

Figure 2-7: FTIR Interferograms

Until recently, most epi thickness measurements have been based on analysis

Center Burst

Side Burst

Interferometer Output

Signal Reflected from the
Epi / Substrate Surface

Mirror Position (Time)

0
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interferogram to determine the distance between the center burst and the side b

which directly translates into a film thickness estimate. This works well when the epi

layer is thick enough to adequately separate the center burst and the side bursts. As

processing technology has scaled down year after year, epi film thicknesses are oft

thin for side burst measurement techniques. To overcome this limitation researchers

turned to model-based analyses of the reflected signal frequency content [Cha98][C

The On-Line Technologies FTIR sensor makes use of this type of analysis, which en

accurate measurement of very thin epi layers. This sensor also provides some ab

measure doping profile information by modeling the transition layer as a multi-layer s

of graded doping levels.

2.3 Summary

This chapter provides essential background for understanding the epi deposition

cess and epi film characterization. The development of a successful Cell Control te

requires a solid understanding of the underlying process and process assessment too

following chapters apply this knowledge and extend a number of run-to-run control t

niques to demonstrate an effective application of Cell Control. Simple single-input

gle-output tests first confirm the applicability of this technology, then a more advan

multi-input-multi-output system is developed.
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Chapter 3

Basic Run-to-Run Control

Initial testing of integrated Cell technology focussed on a “proof of concept” strategy

developing the core equipment access and demonstrating simple integrated run-

control. Engineers at On-Line Technologies committed significant resources to integr

software control of their sensor and SECS communications with the Centura tool.

original in-line FTIR sensor system simply provided a single center point measureme

epi film thickness for wafers as they passed through the cool-down chamber. As an

demonstration of Cell Control, it was decided to integrate the Applied Materials epi t

On-Line Technologies in-line thickness sensor, and the MIT run-to-run control algorit

for automated control of center point thickness by changing the epi deposition

[Ros98]. On-Line Technologies provided the sensor, the equipment communication

ware, and general software integration. Applied Materials supplied processing equip

epi deposition expertise, and test wafers.

This chapter presents background and experimental results for the basic run-t

control tests. Section 3.1 describes the control strategy used in this work, Section 3.

vides the experimental design and results, and Section 3.3 summarizes the significa

the findings.

3.1 Control Strategy

There has been considerable research at MIT involving run-to-run control of sem

ductor processes [SGHH91] [Ha93] [Yeb94] [SHI95] [Moy95] [Smi96]. The run-to-r
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control software is based on an Exponentially Weighted Moving Average (EWMA) c

troller that was written as a C program by William Moyne as part of his Master’s thesis

MIT [Moy95]. This multi-input-multi-output (MIMO) model-based controller uses

static linear input-output model of the following matrix form:

, (Eq 3-1)

wherex is the input vector andy is the output vector. Thus all that is needed to complet

specify the model are the slope termsA, and the offsetsb. Between each run the EWMA

controller updates the offset terms (b) based on the previous input-output values and so

controller parameters. Based on the new model and a set of target outputs, the con

uses back-solving techniques to suggest a new set of inputs for the next run. Investig

concerning theoretical and practical issues of EWMA run-to-run control algorithms

found in a number of sources, including a detailed analysis in Taber Smith’s MIT Mas

thesis work involving run-to-run process control of Chemical Mechanical Polish

(CMP) [Smi96]. This controller has been used successfully for a number of semicond

processes [Gow96] [SmiB96].

For deposition and etch/polish processes it often makes sense to model the dep

and etch rates as a function of process settings and calculate final thickness as a pro

the rate and process time. This enables flexible, robust models that are valid over

variations in thickness targets. Such a modeling strategy also makes intuitive sense

cess tool settings induce a processing rate, which is expected to remain constant

wide range of processing times.

For the initial epi deposition experiments, time was the only process setting t

updated; therefore the single-input-single-output (SISO) model looks like

y Ax b+=
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r is simply an EWMA updated estimate of the deposition rate (there is only one o

term,b, and no linear terms,x), y is the final thickness, andd is the deposition time. We do

not attempt to change the deposition rate; we merely model (track) the rate and

achieve target by changing the deposition time. The solution for the optimal depos

time, given a target thickness (T) and the deposition rate estimate (r), is simply

. (Eq 3-3)

3.2 Experimental Design and Results

Since there are no slope terms, run-to-run control using only deposition time doe

require response modeling of the epi deposition process. Automated feedback con

demonstrated experimentally as follows:

1. Start the run with an incorrect (or “bad”) estimate of the deposition rate.

- The controller learns and reacts to the true deposition rate.

2. Modify the process in such a way that the deposition rate changes.

- The controller learns and reacts to the new deposition rate.

3. Select a new thickness target.

- If the time-based model is perfect, the controller will select a recipe to imme

ately hit the target. (The deposition rate has not changed, so the control

rate model and solution strategy for deposition time are still valid.)

- If the time-based model is not perfect, then there will be an initial jump towa

target, followed by an exponential approach to that target. (This will be

case if the deposition rate is not truly constant during the process. For

example, there might be some transients at the start of the deposition 

cess.)

The experiments were performed at Applied Materials, successfully demonstrating

r b= y r d⋅=

d
T
r
---=
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these steps. Figure 3-1 shows the experimental results. At run 1 the controller’s estim

the deposition rate was considerably off. The subsequent drive to target is a classic d

stration of the EWMA controller’s exponential learning rate. This learning rate is a fu

tion of the controller’s EWMA weight, or forgetting factor. An EWMA weight of 0.7 wa

used for these experiments, meaning that the controller updated the deposition rate

after each run to account for 70% of the difference between the measured results a

previous model. This weight was chosen to avoid overreacting to system noise, whil

providing quick responses to true disturbances.

Figure 3-1: Simple Automated Run-to-Run Control of Epi Thickness
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The deposition temperature was modified to force a shift in the deposition rate. A

10 the temperature was raised by 15oC. Note that this caused a negligible increase in t

deposition rate, which was not large enough change to require a control action. At ru

and 16 the temperature was lowered by 45oC and 30oC, respectively, each of which

resulted in a significant drop in deposition rate. The EWMA controller increased the d

sition time accordingly in both cases to drive the thickness back to target. Finally, at ru

the target thickness was lowered by 1 micron, which was achieved in a single step

correct solution to a new target indicates that the time-based model is appropriate fo

system.

3.3 Summary

These experiments demonstrate the successful integration of a basic Equipmen

composed of a process tool, an in-line sensor, and a run-to-run controller. Even this s

scenario shows that the system can rapidly tune itself and keep the process on

despite process disturbances or drifts (which can be viewed as many small, systema

turbances). This early success indicates that the time-based modeling strategy is eff

and paves the way to extend the system for full multi-objective run-to-run control.
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Chapter 4

Multi-Objective Run-to-Run Control

Enhanced process tuning and target tracking capabilities are provided through the

opment and testing of a more complex run-to-run process control scenario. In parti

we consider sensor readings of film thickness and film resistivity at multiple sites ac

the wafer, making uniformity control possible. Detailed strategies for experimenta

data analysis, and control were developed early in the project to ensure success and

mize the utility of this research. A sequence of subtasks leading to good uniformity

trol is defined, where the structure of these tasks are highly coupled. This ch

documents the issues involved and proposes a detailed set of steps for initial unifo

control experiments.

There are three major stages to consider for model-based run-to-run control:

1. Selection of process parameters and Design of Experiments (DOE)

2. Process optimization

3. Run-to-run control setup and testing.

Parameter selection involves a careful analysis of the process to determine which o

to monitor and control, as well as which inputs a controller will use to drive the output

set of designed experiments is then selected and performed to provide input-outpu

Next, the measurement data are analyzed to build models of the relationships betwe

inputs and outputs. These models are then used in conjunction with a cost or obj

function to select inputs that minimize the cost. This leads to the next stage, w

run-to-run control models and a model update strategy are created for the optimized
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cess. Finally, an integrated Cell is implemented and a series of runs are performed

the response of the controller. The following three sections explore each of these stag

well as their interactions, for the case of epitaxial deposition.

4.1 Selection of Process Parameters and Design of Experiments

The success of this work depends on gathering information about the epi depo

process and sensor capabilities. The following sections outline an ordered method

for selecting process parameters of interest and gathering experimental data. Sectio

describes guidelines for determining which sensor outputs will be monitored. Se

4.1.2 covers the subsequent selection of equipment settings (inputs). Section 4.1

cusses the development of a DOE to capture relations between the inputs and outp

4.1.1  Selecting System Outputs

The primary goal of this work is to demonstrate run-to-run uniformity control of e

film thickness and resistivity via in-line and off-line sensor measurements. The in

thickness measurements, which are taken while the wafer is in the cool-down cha

represent the only outputs that are available for true run-to-run control (where co

decisions are made after each and every wafer run). Off-line measurement stations

used for additional lot-to-lot control.

The system was enhanced after the SISO experiments, and multiple (N-site) thic

measurements are now taken along the wafer’s diameter, instead of just a single

point. However, since the in-line sensor only provides a few measurements along a

diameter, it is also important to evaluate the ability of these N data points to approxi

global thickness uniformity. To do this we also use an off-line thickness measuremen
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tion that provides a densely sampled wafer map. While these measurements are no

able for run-to-run control, they can be used in a lot-to-lot feedback loop to m

run-to-run control more effective. They are also important for evaluating the system’s

ity to perform run-to-run control based on only the in-line measurements.

Resistivity readings are available from an off-line measurement station; there is

rently no in-situ or in-line sensor. Thus resistivity must be controlled in a lot-to-lot fash

for this work.

Wafer rotation during epi deposition yields highly radially symmetric films, both

thickness and resistivity. Thus wafer map measurements may be compressed (ave

into radial scans, as shown in Figure 4-1. Note that the wafer map is not perfectly rad

symmetric. While wafer rotation increases radial symmetry, there are no equipmen

cess settings that can control this symmetry. For this reason, we cannot directly contr

full wafer map profiles. However, instead of simply controlling the grand average

thickness and resistivity, a model-based controller can update process settings be

runs to control their radial uniformities.

Figure 4-1: Compression: Wafer map to radial scan
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Real-Time Sensor Traces

Another set of measurements is available for possible use in the Equipment

namely the real-time traces of equipment sensor measurements. Referring back to

1-5 (page 43), we can see that the measured (actual) outputs of the real-time

mid-course correction controllers should be available for the Cell Controller. There

optionally other equipment traces that may be useful, but certainly traces from the se

recipe set point controllers are among the most useful. (After all, they are impo

enough to be selected for control purposes.)

While these measurements are currently not utilized as part of the run-to-run co

system, they should be available for possible extensions to the work presented here.

traces provide information about how well the various real-time controllers are perfo

ing. Assuming the real-time systems are adequately meeting their targets, we can

assume that the recipe setpoints are constant throughout each wafer processing step

ever, access to these data streams could be extremely useful for control, fault dete

and fault classification. The traces for system inputs (described in the next section

also taken for the DOE runs. Sampled equipment status traces are extracted by p

cally polling the Centura tool’s SECS interface during the deposition process.

4.1.2  Selecting System Inputs

After determining the sensor readings (outputs) that will be monitored, the mac

settings (inputs) that are most likely to affect those outputs must be selected. This do

imply that the exact relation between the inputs and outputs is known. There shou

either empirical or theoretical evidence that changes in the inputs correlate with or in

changes in the outputs. Based on the experience of process engineers at Applied Ma
80



cted,

1.

elected

at we

ts.)

uts

nts is

. First,

lower

unds
process settings that are likely to affect the epi film thickness and resistivity were sele

along with “reasonable” ranges. These factors include those listed below in Table 4-

Table 4-1: Input factors and DOE ranges

(* The use of time-based models means that a range of values does not need to be s

for deposit time. Deposited thickness is modeled as rate times time, which means th

must build models of deposition rate as a function of the other nine “non-time” inpu

Additional inputs that affect thickness or resistivity could still be found. Also, more inp

could be considered if other outputs were selected for monitoring.

4.1.3  Developing a DOE

Once the system outputs and inputs are chosen, a set of designed experime

selected and performed to evaluate the relations between the inputs and outputs

“reasonable” operating ranges for the inputs are selected. Specifically, upper and

bounds are determined, which define a “hyper-box” within the input space. These bo

are based on a number of criteria, including the following:

Factor Range

Deposit time 50 sec *

Deposit temperature 1090 - 1150 C

Dopant mixing ratio 20 - 80%

Dopant main flow 40 - 260 sccm

% Lower power 45 - 55%

% Inner power 40 - 60%

Dilutant (H2) flow 30 - 60 slm

Trichlorosilane (TCS) flow 10 - 14 slm

Center gas flow valve
(Accusett inner)

115 - 155 “unit”

Outer gas flow valve
(Accusett outer)

60 - 100 “unit”
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• Machine limitations

• Safety limitations

• Undesirable effects on uncontrolled outputs

• Settings beyond which the resulting cost function is known to increase

This last criterion implies some knowledge from previous experimentation and abou

process optimization methodology. Ideally a set of optimal outputs can be achieved

machine settings that are near the center of the bounded input space. Table 4-1 als

the operating ranges for the DOE.

The input space is also selected to balance an important trade-off between mode

plexity and flexibility. For the epi deposition process, an input space that is too wide

probably contain highly non-linear relations between the inputs and outputs, which w

require a dense sampling of the input space. An input space that is too small will prob

not provide a large enough “operating space” to be useful, and is also likely to miss

true optimal operating points. The input space for these experiments was selected

that linear models would likely capture most of the system behavior, yet still prov

enough room to perform control.

There are a number of ways to select such an appropriate input space. For this

an expert process engineer was available to suggest ranges that made sense for th

equipment. Otherwise, a small number of screening experiments should be run first

in the selection process. For example, a few runs might be performed while varying a

gle input at a time. These experiments provide information about the first order ef

from each input factor, and help determine ranges where linear approximations w

sufficient. There must be at least three runs per input (preferably more), which mean

number of screening experiments increases linearly with the number of inputs.
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Next, a set of experimental operating points was selected from within the constra

input space. The exact configuration of these points is at the heart of experimental d

methodologies and depends upon a number of factors. Some knowledge of the re

non-linearities between the input-output mapping should be used to determine how

levels of input settings will be explored. The number of levels determines how finely

input space will be sliced; generally two or more levels are used with DOEs. The inte

tion of these slices form lattice points, from which a subset is usually selected for ex

mental runs. There are a number of designs to consider, such as Box-Behnken and C

Composite [Mon91].

A Central Composite design is selected for this work, as it is both commonly used

effective for response surface modeling. Noting that deposit time is used as a multip

tive factor on rate estimates, there are nine factors under consideration for modelin

deposition rate and resistivity. The Central Composite DOE calls for a two level full-fa

rial design for all of the input factors, plus axial and center points. This means that a

factor DOE requires over 512 experiments. Ideally all of these experiments could be

formed, but processing that many wafers is probably unnecessary. A one-quarter frac

factorial design [Mon91] is used in this work, which can be augmented later with m

experiments, if needed.

4.2 Process Optimization

The process optimization methodology is based on the input and output param

that have been selected. In the most generic case, a cost or objective function is cre

terms of the outputs (and possibly the inputs), which defines the relative quality of a s

outputs (and inputs). Specifically, a lower cost implies a better set of process param
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meaning that a globally minimum cost is the desired operating point.

The following sections describe the strategies and issues involved in process opti

tion for the multi-input-multi-output (MIMO) epi control problem. There are three ma

steps involved: selection of an appropriate cost function (Section 4.2.1), empirically m

eling the cost function in terms of the process inputs (Section 4.2.2), and perform

constrained optimization over the cost model to find the inputs that yield the lowest

(Section 4.2.3).

4.2.1  Cost Functions

Often the cost is based primarily on the outputs and only slightly, if at all, on

inputs. In the epi control problem, a minimum cost solution should occur when all m

sured sites have achieved the target thickness and resistivity, and all of the inpu

within the valid operating ranges. A constrained optimization capability eliminates

need to worry about input ranges, so the cost function is often based solely on the o

optimality criteria.

Cost functions take many forms, but a weighted sum of squared errors from the o

targets is common and often analytically meaningful. A general form for this is

. (Eq 4-1)

This function sums over all outputs (i), the product of a weighting term (Wi
2) and the

squared difference between the output target (Ti) and the actual (measured or predicte

output (oi). The weighting terms scale the importance of meeting various output targ

The weights could reflect trade-offs between comparing outputs of different type

trade-offs between the relative importance of outputs that are the same type.

Cost Wi Ti oi–( )[ ]2

i
∑=
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There are many possible cost functions for the epi control problem, but

(Eq 4-2)

is a convenient and meaningful choice.Tti and are the target thicknesses and targ

resistivities, respectively for each of the thickness (i) and resistivity (j) measurement sites

while ti and are the measured thickness and resistivity values, respectively.Wti and

are relative weighting constants between the individual thickness and resistivity

measurements. The weights encapsulate the trade-offs between achieving target th

uniformity versus achieving target resistivity uniformity. Any differences between

number of thickness and resistivity sites will affect the weights, as well as the rela

magnitudes of target thicknesses and target resistivities.

The weights are also likely to be affected by the spatial organization of the outp

There is a weighting structure based on the relative area that each output site repre

For the epi control problem, run-to-run control makes use of data from points alo

radius. Clearly, sites near the outer edge represent a larger area than those near the

Therefore it makes sense to associate a higher cost for these sites when they devia

target.

4.2.2  Cost Function Modeling

The optimization process makes use of a function (model) of the cost in terms o

inputs. This function is back-solved to find a minimum cost solution. The DOE data

used to build a model of the cost as a function of the inputs. There are many ways

this, especially when the system outputs include multiple site measurements.

approach involves empirically modeling the cost or measurement statistics as a

Cost Wti Tti ti–( )[ ]2

i
∑ Wρ j Tρ j ρ j–( )[ ]2

j
∑+=

Tρ j

ρ j

Wρ j
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function of the DOE input settings. This is known as a Single Response Surface (

methodology, which could simply generate the cost function as

, (Eq 4-3)

wherex is the vector of process settings. That is, the model does not directly receive

information from individual sites; the cost is calculated for each DOE run and mod

directly in terms of the inputs. In general this overly simplified SRS cost function mod

not practical, as it does not provide any means for adjusting output targets.

A more reasonable SRS approach is to consider modeling the average thickness

and average resistivity, , then calculating the cost function in terms of these two m

els, as in

. (Eq 4-4)

To include a penalty for (and control of) nonuniformity, this idea can be expanded slig

to include models of the standard deviations for both thickness, , and resist

. The resulting cost function has four process models that are combined as foll

. (Eq 4-5)

While this might not technically appear to be a “single response surface” cost func

model, consider that the four underlying models are individual surfaces that represen

tinct statistical metrics. SRS models are often used to monitor and control the statist

the underlying process, rather than directly controlling the individual outputs of the

cess itself.

A Multiple Response Surface (MRS) methodology builds individual models of e

site, then uses the cost function's form or expression to combine the outputs of the m

Cost c x( )=

t x( )

ρ x( )

Cost Wt Tt t x( )–( )[ ]2 Wρ Tρ ρ x( )–( )[ ]2+=

σt x( )

σρ x( )

Cost Wtµ Tt t x( )–( )[ ]2 Wtσ σt x( )( )[ ]2+( ) Wρµ Tρµ ρ x( )–( )[ ]2 Wρσ σρ x( )( )[ ]2+( )+=
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The weighted MRS cost function for the epi process becomes

. (Eq 4-6)

There are a number of issues involved in choosing between SRS and an MRS s

gies. The following sections consider the implications of model complexity, the trans

from DOE based optimization to a run-to-run control scenario, the modeling concer

time-based inputs, and the effects of site noise on the cost function models. Finally

section addresses the problem of selecting an appropriate complexity level for the m

Model Complexity

MRS models typically enable low dimension models of the sites while achievin

much higher order model of the cost [GS93]. Recent work analyzes the use of SR

MRS techniques to determine the effects of noise on variance models that are bas

data from multiple sites and experimental replicates [SGBS99]. Assuming statisti

Identical and Independently Distributed (IID) site noise, SRS models give unbiased

mates of underlying spatial variation plus the site noise, while MRS models give bi

estimates of the spatial variation alone [SGBS99]. However, the bias of the MRS m

must be taken into account, and one must be careful when trying to compare the two

of models. Work to date has only considered this effect for replicates of single proces

tings, not for modeling variance as a function of multiple process settings.

Transition to Run-to-Run Control

One major concern for selecting a modeling strategy is the transition from the in

“tune-in” optimization step to a run-to-run control strategy. Ideally, the process mo

generated from DOE data are subsequently optimized and translated into models t

Cost Wti Tti ti x( )–( )[ ]2

i
∑ Wρ j Tρ j ρ j x( )–( )[ ]2

j
∑+=
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into the run-to-run control framework. Also, an initial optimization of the run-to-run co

troller should consequently arrive at the same optimal process settings as were fou

the DOE optimization. These criteria pose a significant barrier to using SRS mod

techniques.

Consider a properly optimized process where inputs have been found such that th

function yields a global minimum. Locally the cost function (and usually any models

variance, if applicable) have slopes that are zero in all directions, with respect to the

space. Assume this model is then implemented in a run-to-run controller, and is used

a process whose cost due to variance is subsequently found to be increasing with co

tive runs. The rising cost probably indicates that the process is drifting. However, bec

the model currently indicates that the process is operating at a minimum variance, the

troller cannot determine which input trajectory will help compensate for the non-uni

mity. Important spatial information has been lost by combining all of the data from

sites into variance measurements.

Another problem with the SRS modeling strategy is the difficulty in building a contr

ler around a complex model. Note that using a model that contains a local minim

requires at least a second order function. The current MIT algorithm-based controller

a linear model of the output as a function of the input. MRS models can use lower o

models and thus enable a better fit for linear run-to-run control models. Also, a linea

tion at the minimum of a (cost or variance) function would result in a slope matrix of

zeros, which cannot be used for control.

This of course assumes that the global minimum is within the interior of the in

space, and not beyond the boundaries of the DOE. Even if the latter situation occur
88
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high dimensionality of the SRS models could make linearization difficult. Also, it is

desirable to initiate run-to-run control when the optimal operating point is pinned ag

the bounds of the input space. If this is the case, then there is little control to be don

fact, inputs which are strongly “pushed” against a bound might be eliminated from

control strategy. It is known that moving this setting away from the bound must incr

the cost function, so it is virtually impossible for this input to go anywhere. The goal i

find optimal settings that are inside the operating ranges.

Additionally, since the run-to-run models are based on a linearization of the “tune

models, it is often advisable to perform a second DOE which has tighter bounds a

centered on the optimal settings. This enables a better linearization and helps veri

accuracy of the original models.

Time-Based Control

Another important modeling issue is the effect of time-based settings. For thick

measurements it is often more effective to model the etch or deposition rate, then mu

by time to arrive at final thicknesses. This is better than trying to include time as a “r

lar” input and create a (linear) model that includes time as an additive term rather tha

multiplicative factor it actually is. This added twist results in a cost function of the for

, (Eq 4-7)

whereri(x) is the model of theith site’s deposition rate as a function of the inputs, andd is

the deposition time. It is assumed that deposition time does not affect resistivity in

same manner. Within reasonable ranges, the final epi resistivity will be essentially

pendent of the film thickness, and thus independent of the deposition time. This cost

Cost Wti Tti r i x( ) d⋅( )–( )[ ]2

i
∑ Wρ j Tρ j ρ j x( )–( )[ ]2

j
∑+=
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tion model should achieve a fairly accurate representation of the process and

reasonably map into a linear model-based run-to-run control strategy. The complica

involved with using time-based inputs for run-to-run control will be introduced in Sect

4.3.

Site Noise

Assuming an MRS modeling strategy is selected, the effects of site noise must be

sidered. Theoretical investigations of MRS modeling have only been performed for

involving replications of a single set of process parameters with IID site noise. U

these conditions the expected variance (cost) of the outputs from the MRS models i

, (Eq 4-8)

whereN is the number of sites andM is the number of replicates.Var(fn) is the variance of

the underlying function andVar(wm,n) is the variance of the site noise [SGBS98]. This h

important implications when comparing the variance between two different process

tings. If there are more replicates at one setting than another, the 1/M factor that multiplies

the variance from the noise can lead to an incorrect assessment. Consider a typica

where a number of replicates are performed at the center of the input space and on

or single replicates are performed throughout the rest of the space. This strategy wi

the resulting variance measurements in favor of the center point, when directly comp

the results of the center with those of other design points that have few replicates.

Use of a well-constructed modeling strategy will help to avoid this issue. First, mo

of the site outputs as a function of the inputs are fit, then the variance (cost) of a g

point in the input space can be found through the model outputs, rather than actua

E VarMRS[ ] Var f n( ) 1
M
-----Var wm n,( )+=
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data, which are compromised with site noise. One can view this methodology as com

ing all of the results from the DOE as replicates of a single process (epi deposition). B

ing the site models helps to make use of all the data to filter noise and put all points o

input space on more equal ground with respect to the site noise.

In fact, if one assumes that the site noise is IID across the wafer and the design p

a more formalized analysis of MRS modeling could be considered. While this assum

is probably not exactly accurate, it is likely to be approximately true. A thorough theo

cal treatment of noise effects on MRS modeling across multiple process settings

open area for further development.

Model Complexity Selection

DOE data can be used to help select the model complexity for both SRS and

modeling strategies. Replicates at the DOE center, and perhaps a few other ope

points, can be used to estimate the noise of the system. Various models can be fit to t

data set, and the models that yield noise values (variation between the model outpu

the experimental outputs at the design points) that are consistent with the replicate-

noise estimates should be selected as likely candidates. Possible models include p

mials of varying order and neural networks with varying numbers of nodes and/or hid

layers. Any of these models could then be linearized at an optimal point for subseq

use with a run-to-run control strategy.

4.2.3  Cost Function Optimization

Based on the arguments from the previous section, the MRS time-based cost fun

modeling structure is used (Eq 4-7). Using this model of the cost function in terms o
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process settings, a set of inputs that yield a minimum cost are found through a const

optimization. While the run-to-run controller will use linear models of deposition rate

resistivity, the DOE-based process optimization could use higher order models. A ge

nonlinear optimization process such as this is provided by a number of software pack

In particular, we use MATLAB [Mat97, Version 5.3] for modeling and optimization. T

details of constrained optimization are beyond the scope of this paper and are expec

be automated through the use of a software package. This applies to the initial pr

optimization step, but the integrated run-to-run controller contains its own constra

optimization routines for the linearized, time-based models.

4.3 Run-to-Run Control

Having selected process parameters, performed a DOE, and created and optim

set of site models, the run-to-run controller is initialized to begin processing. As with

vious run-to-run control work at MIT [Smi96], linear process models whose offsets

updated in an EWMA manner are used in the controller. However, the deposited thick

site models have been modified to take advantage of the time-based structure des

earlier.

Because this controller is used for our run-to-run control experiments, it is worthw

to note again that the run-to-run process models might require a DOE from a sm

more linear region of the input space. This will be the case if the original DOE sp

requires highly non-linear models.

Even before the DOE is specified and analyzed, the run-to-run controller's cost

tion and model update procedure is considered. It is important to match the cost fun

and optimization strategies between initial DOE-based optimizations and the subse
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run-to-run control optimizations. Section 4.3.1 looks at cost function optimization for

run-to-run controller, Section 4.3.2 discusses the controller’s model update strategy

Section 4.3.3 describes the issues involved in combining lot-to-lot and run-to-run f

back data.

4.3.1  Cost Function Optimization

The run-to-run controller’s cost function modeling structure should be identical to

shown in Section 4.2.2 (Eq 4-7):

. (Eq 4-9)

It is important to carry this cost function into the run-to-run controller to ensure a pro

“hand-off” from the DOE-based process optimization. However, the site models for

run-to-run controller,ri(x) and , are restricted to be (incrementally) linear, as in

 and . (Eq 4-10)

This restriction implies that the run-to-run site models are linearized versions of the D

optimization models. Ideally the linear models capture (nearly) all of the important be

ior from the DOE models. If they fit well, linear models may be generated directly fr

the DOE data. If this is not the case, the non-linear models can be linearized at an op

operating point, and the allowable input space is truncated such that the linear mode

a “good enough” fit for that region, as defined by the desired stability criteria. (This is

case where a follow-up DOE is recommended.)

For each run, the controller must be able to select inputsx andd that optimize the cost

function, given the current site models. Software routines have existed in the MIT con

ler for quite some time that can efficiently minimize a weighted sum-of-squared-error

Cost Wti Tti r i x( ) d⋅( )–( )[ ]2

i
∑ Wρ j Tρ j ρ j x( )–( )[ ]2

j
∑+=

ρ j x( )

r i x( ) Ai x bi+= ρ j x( ) A j x bj+=
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function based on linear site models. However, the inclusion of time-based models im

that these routines cannot be directly applied to the optimization problem.

The optimization is currently solved by holding one set of inputs (eitherx or d) con-

stant, then solving for the other. When the deposition time,d, is held constant, the “nor-

mal” run-to-run control solver may be used to find the process settings,x. The weighting

and target terms are first adjusted to account for the time factor (d). Specifically,

, and . (Eq 4-11)

Once the vectorx is chosen, the optimal deposition time may be found by minimizi

the cost function with respect tod. In this second stage of the optimization, the inputs (x),

and thus the rates (ri(x)) are known and can be treated as constants. This leads

straightforward solution ford,

. (Eq 4-12)

Note that the optimal deposition time is only a function of terms corresponding to dep

tion rate outputs. Intuitively, resistivity models should not affect the selection of a dep

tion time when all other inputs are held constant.

In fact, a complete non-linear optimization scheme is achieved by iterating betw

the solution of optimal non-time inputsx (while holding constant the deposition time), an

the solution of an optimal deposition timed (while holding constant the non-time inputs

Essentially this strategy guarantees that each step decreases the cost function to

minimum, which could be local or global. A minimum will be found unless process s

ting bounds are hit first.

Ŵti d Wti⋅= T̂ti Tti d⁄=

d

Wti
2 Tti r i⋅ ⋅

i 1=

N

∑

Wti
2 r i

2⋅
i 1=

N

∑
------------------------------------=
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A single-step solution to the time-based optimization problem is available for the

cial case where there is only one time factor, andall outputs are thicknesses that use line

rate models and are multiplied by that unique time factor. While the epi deposition

nario does contain a single time factor, the resistivity outputs are not rate-based an

therefore not multiplied by time. Thus the multi-objective epi deposition controller can

make use of this single-step solution. A full development of solvers for time-based mo

is found in Chapter 5.

Input Constraints

The controller’s cost function optimization routines must also deal with a numbe

practical constraints, including input bounds and input discretization. Input bounds

be enforced for empirically modeled systems to ensure that the selected inputs fall w

“reasonable” ranges, essentially regions of the input space where the model is likely

fairly accurate. Input discretization constraints exist because the settings on most e

ment have a finite number of digits with which they can be entered. For example, the

osition time for the epi process can be entered in tenths of a second via the front pa

proper back-solver needs to be aware of this limitation and restrict itself to sugge

inputs of the proper resolution. This limitation creates a discrete optimization prob

whose full theoretical treatment has not been analyzed.

Previous work has been done to create tractable, fixed iteration back-solving me

to simultaneously address both discretization and bounded input constraints. [Mo

[BMSM95] [Smi95]. Work presented here uses the “delta” discretization method

selecting inputs. Essentially the relative output change for a discrete change in input

culated for every input. The optimization process iterates once per input, fixing one
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at a time until all inputs are fixed. The inputs with the largest “discretized output” effe

are fixed first.

4.3.2  Model Updates

As described earlier, the run-to-run controller’s dynamic site models consist of li

functions of deposition rates and resistivities in terms of the equipment settings. The

els contain a slope matrix,A, and a vector of offset terms,b, as in Equation 3-1. The slope

matrix is determined from the DOE and is not modified by the EWMA controller.

The controller tracks output disturbances and drifts by updating the offset terms.

a set of measurements is presented to the controller, it corrects for model errors by c

ing the offset for each output model. The EWMA weights ( ) determine the amoun

model update after each run (n), based on the equations

, , (Eq 4-13)

whereyi[n] is the measured output after processing a wafer with equipment settingsx[n].

These update formulas are used for both the deposition rates (yi) and the resistivities (yj).

Optimal EWMA weights for a given process are selected as a function of the statis

noise in the output measurements and the amount of actual deterministic drift or d

bances the system exhibits; a thorough treatment is found in [Smi96]. Estimates of o

noise and drift should be determined by the DOE runs and historical data from the e

ment. However, for demonstration of the controller’s reaction to a staged disturb

event, the controller typically uses a “large” EWMA constant for each output (e.g. a

the SISO run-to-run control demonstration, where  was set to 0.7).

α

bi n[ ] αi b̂i n[ ]⋅ 1 αi–( ) bi n 1–[ ]⋅+= b̂i n[ ] yi n[ ] Ai x n[ ]–=

α
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4.3.3  Combining Lot-to-Lot and Run-to-Run Feedback Data

An important issue for run-to-run control is the combined use of in-line (run-to-r

and off-line (lot-to-lot) sensors. Measurements from the DOE give a full set of data

each run, but many of these will not be available on a run-to-run basis in an actual pro

tion setting. Model update strategies and feedback loops must work together to ensu

sensor data are used effectively.

Consider the epi thickness measurements, which are available from two differen

sors. An in-line thickness sensor provides a few measurements along a single dia

yielding an even smaller number of radially averaged site measurements. An of

thickness sensor provides a densely sampled wafer map, yielding many radial site

ness averages. In other words, one sensor samples more densely in time but less de

space, while the other sensor does just the opposite. The question then arises: how

the modeling and control strategies make use of combined feedback from these tw

sors?

More generally, this problem presents itself when multiple sensors providecorrelated

measurements atdifferent sampling rates. If the sensors return correlated data at the s

time intervals, then appropriate strategies can be applied to extract important fea

before the modeling steps are performed. If the sensors return uncorrelated data, th

modeling steps are performed independently and do not rely on the availability of

measurements at the same time.

Note that the resistivity measurements fall into the latter category; resistivity is

correlated with film thickness. An epi film of a given resistivity can exist for essentia

any thickness, and vice versa. Therefore, given information about one characterist
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can make no (or very few) assumptions about the other. Thus the resistivity site mode

updated only when resistivity data comes back, which is on a lot-to-lot basis.

The two different thickness measurement systems, however, provide the more di

case. Measurements of the same sites on the same wafers are almost perfectly cor

However, the in-line sensor provides thickness readings for wafers that the off-line s

does not see, and the off-line sensor provides thickness readings for sites that the

sensor does not see. How does one effectively use the combined information provid

these two systems?

There are many possible ways to deal with this problem, most of which will fall i

one of the following three strategies.

1. Model the output from one of the sensors, while ignoring the other.

2. Use individual models for both sensor outputs, ignoring any correlation.

3. Create a single set of models that can be updated byeither sensor’s output.

The following three sections consider these approaches with respect to the epi thic

control problem.

Single Sensor Monitoring

One way to deal with this problem is to simply model the outputs from the sensor

provides the most important information and ignore the other sensor(s). Perhaps the

sensor(s) could be used for fault detection, but modeling and control is based on th

puts from just one sensor. Of course one needs to define a method for selecting the

sensor for the feedback system. This will depend on the characteristics of the system

controlled, the information provided by the sensors, and our ability to model that sys

The epi thickness monitoring problem involves a trade-off between the tempora
98
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spatial resolutions, as well as the noise characteristics, of the in-line and off-line sen

The former provides better temporal resolution, while the latter provides better spatia

olution. The off-line sensor also provides better noise characteristics because it ave

multiple measurements to generate each radial output “site.” Deciding which mea

ment type is better for process control depends on the types of disturbances the s

normally exhibits. Is the system relatively stable over the course of a lot, and are the

cess models accurate enough to run a complete lot between feedback measurement

then the added spatial resolution and lower sensor noise might be more important th

faster sampling rate. If the process tends to drift during a lot, or if the process mode

not accurate enough, then perhaps the temporal resolution of the in-line sensor is req

Epi thickness models are built from the densely sampled radial profiles of the D

wafers. These outputs directly apply to modeling and control based on the off-line se

which may be used if pure lot-to-lot control is satisfactory. However, assuming

run-to-run control using the in-line sensor data is preferred, then one might questio

wisdom of gathering densely sampled profiles from the DOE runs. Why not just ev

sample the radial profiles at as many locations as the in-line sensor will allow? Model

controllers based on these data can be built and implemented without ever usin

off-line sensor.

While such a simplification is certainly possible, gathering DOE data from the off-

sensor provides the opportunity for more effective modeling and control, even if

in-line sensor will be used exclusively after the DOE. These benefits can be achiev

questioning the assumption that a radial profile should be sampled at evenly spaced

vals. There is no guarantee that these are the “best” sites for measuring nonuniform
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might turn out that certain radial regions are prone to larger variations and require d

sampling, while other regions might be more stable and can be sampled lightly. In

case, densely sampling the whole radial profile provides the data necessary to make

analyses, and to decide exactly where the in-line sensor should measure thicknesse

Given a constraint of selectingN radial sites for the in-line sensor, optimal measur

ment locations may be found by using the full radial profiles from the DOE. One appro

is to choose the locations such that the cost function of the epi thickness measure

from theN sites along a radius maximally covaries with the cost function of the full rad

scans, over the set of DOE runs. Models can be built for thoseN locations, which may be

optimized and integrated into the run-to-run control algorithm. The in-line sensor can

be configured to return data from those sites.

Combined Single Sensor Monitoring

A second approach is to simply maintain separate models for the outputs from

sensor, and integrate the combined set of outputs into the cost function. Models bas

the in-line sensor outputs would be updated more frequently than models based o

off-line sensor outputs, but there would be fewer of them. An appropriate cost func

might then become

, (Eq 4-14)

wherein selects in-situ related terms andexselects ex-situ related terms. Only the mode

of in-situ rates would be updated on every run.

Cost Wti
in Tti

in r i
in x( ) d⋅( )–( )[ ]

2

i
∑ Wtj

ex Ttj
ex r j

ex x( ) d⋅( )–( )[ ]
2

j
∑+ +=

Wρk
ex Tρk

ex ρk
ex x( )–( )[ ]

2

k
∑
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The single sensor monitoring approach is actually a special case of this strategy

weighting terms for some of the outputs may be set to zero, thus ignoring those mo

The combined single sensor monitoring approach enables an engineer to trade-off t

ative importance of temporal resolution versus spatial resolution, yet still use both co

nents in the control strategy.

Of course this scenario leads to concerns about lags in off-line sensor data, and

in response to the in-situ data. One approach to solving this could be through the use

adaptive weighting scheme that penalizes (lowers the weight on) output terms based

estimate of the model’s “age.” However, proper configuration and analysis of a co

system’s weighting scheme is already difficult, even with static weights. Further ana

of this method is not addressed in this work, as the following “joint sensor monitori

techniques are more appealing.

Joint Sensor Monitoring

Finally, there is the promising concept of “joint sensor monitoring,” where a single

of output models is maintained for all of the sensors with correlated measurem

Broadly speaking, the goal is to create models and model update strategies that d

require all of the measurements to be available at once, yet capture the important inf

tion from each sensor.

Implementing such a strategy is aided by first considering an ideal scenario, whe

sensor data are available at the same time, and at the highest measurement frequen

vided by any of the sensors. As mentioned earlier, this type of system presents a

where there is no longer an issue of combining lot-to-lot and run-to-run data. The sim

fied problem requires the engineer to decide what output models to build, and how to
101
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erate those outputs from the combined set of measurements. This is the type of an

performed in Section 4.1.1, when it was decided to build models of radial sites. Thes

tual outputs are not directly provided by the sensor, but are formed by compressing th

set of measurements into a smaller set of outputs that are less noisy and more contro

Generally, the same types of analyses can be used to merge correlated measureme

a set of virtual output signals. Ideally the virtual outputs exhibit better noise character

than the pure measurements and capture only the features that can actually be mani

or controlled.

For the epi thickness modeling and control problem there are two different sets o

puts, one is a densely sampled radial thickness profile, while the other is a lightly sam

version of the same profile. Essentially the in-line sensor provides a subset of the s

information from the off-line sensor. If one is to consider a situation where both of th

sensors provide data after every run, then we would clearly keep the densely sample

file and simply average in or ignore the lightly sampled profile. Thus the selection of

tual outputs is quite simple; we will keep the densely sampled radial profile.

Given a mapping from sensor measurements to virtual outputs, the next step

define appropriate strategies for mapping individual sensor measurements to the full

virtual outputs. Presumably this would be difficult to do for some or all of the sens

Remember that the measurements must be correlated in some manner for them

grouped together, so knowing the outputs from one sensor does provide information

what the other sensor(s) would measure. It would seem that we could use the corre

structures to create the most likely set of combined outputs, given the measurement

a single sensor. However, the correlation could be weak, so generating a set of virtua
102
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puts based on only one sensor will likely introduce noise and errors. This canno

avoided.

We will see that there is a way to improve upon this basic strategy, but for now

sider formulating the epi thickness control problem using these concepts. First, it is ea

see what should happen when a full radial scan is produced by the off-line sensor. Th

tual outputs are simply equal to the sampled radial profile, since that is what they

defined to be. The interesting problem is how to generate a full radial scan from the

number of sites sampled by the in-line sensor. A logical and quite defensible suggest

to simply “connect the dots” and generate a piecewise linear extrapolation of the ava

sites, as demonstrated by Figure 4-2.

Figure 4-2: Piecewise linear extrapolation for a virtual radial profile

Jumping ahead slightly, we can justify this type of extrapolation based on an ana
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of our DOE data. The data will show that the radial site thickness correlation matrix ha

approximately linear falloff with increasing distance between the radial samples.

example, the correlation coefficient matrix for the densely sampled radial sites might

like

.

Given this type of correlation structure and a multivariate gaussian process with iden

mean and noise characteristics at each site, a piecewise linear construction provides

imum mean squared error (MMSE) estimation for all of the sites. This can be verifie

computing the conditional mean of a multivariate gaussian as

. (Eq 4-15)

The conditional mean for the complete set of radial sites (X), given the measured sites (Y),

is shown in terms of the mean ofX ( ), the mean ofY ( ), the cross-covariance matrix

betweenX andY ( ), and the covariance matrix forY ( ).

After generating a new set of virtual outputs from the available sensor data, the c

sponding output models are updated. The question is, does the methodology des

above really utilize all of the available information for generating virtual outputs? Ther

in fact another source of information about the relative thicknesses of the measure

unmeasured radial sites. Weighted histories for all of the thickness outputs are con

in the current thickness models. While the above derivation for extrapolating thickne

is reasonable, given that nothing else is known, it does not take into account inform

contained in the current models.
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This insight leads to a more effective update strategy: given a set of input paramet

set of output models, and a mapping from sensor measurements to virtual output

must define appropriate methods for mapping individual sensor measurements to a f

of virtual outputs. Built into the current models are past measurements fromall of the sen-

sors, plus the expected relations between the various inputs and outputs of the s

Clearly an output estimator should take these models into account when extrapolatin

tual outputs from a subset of measurements.

Algorithms for generating virtual outputs are highly dependent on the structure o

problem. Additionally, there are likely to be many reasonable and mathematically s

methods available for any given case. Consider the example in Figure 4-2, where F

4-3 now also includes the outputs from the current models; these are the expected o

for the measured run. Notice that the extrapolation assumes a linear profile betwee

measured sites, ignoring information provided by the model. Over time, this type of s

egy gradually eliminates any information that the models provide about the unmea

sites. Between updates from off-line measurements, this system becomes one that

attempts to maintain the outputs from the in-line sensor readings, much like a “single

sor” monitoring system.
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Figure 4-3: Original virtual radial profile and modeled radial profile

A better strategy for extrapolating the full set of outputs is to assume that the mod

outputs provide deterministic components (means), while the measured sites pr

information about the deviation, or error. Instead of directly using the piecewise lin

extrapolation of the measured sites, a piecewise linear extrapolation of the dev

(error) can be added to the modeled outputs. For the given example, Figure 4-4 s

what the new set of virtual outputs looks like. Instead of virtual outputs with the form

(Eq 4-16)

we have , (Eq 4-17)

whereXv are the virtual outputs,Xm are the measured outputs, and are the mode

(expected) outputs.
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Figure 4-4: Virtual radial profile using models and in-line measurements

This error extrapolation strategy has a number of useful features:

• The error surfaces (curves) often exhibit smaller (in magnitude) and/or lower fr

quency variations than the actual output surfaces. Thus fewer samples can

used to achieve a given level of confidence, and simpler extrapolation techni

(like piecewise linear methods) can be used.

• The exact in-line measurements are still part of the extrapolated virtual outputs.

is important because the thickness sensors (both in-line and off-line) are ve

accurate. The predicted (model) outputs should not influence these sites.

• There is less worry about picking the optimal measurement sites, as described i

“single sensor” monitoring scenario. The output models help account for va

tion in unmeasured locations. Thus evenly spaced samples can work well w

out skewing the results.

• This strategy uses (presumably) more accurate assumptions about the relative s

behavior between the measured sites. It relies primarily on the model, and t
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the information garnered from the DOE and previous off-line sensor measu

ments, to help fill in the gaps where there are no measurements.

• Finally, as shown by Figure 4-4, the error extrapolation method responds appro

ately when there is a simple mean shift across the entire profile. If all of the

in-line measurements shift by a fixed amount, then this strategy simply shifts

profile so that the measured sites line up properly, but the shape is left

unchanged. This can be seen by recognizing that a mean shift yields identi

error readings for all measured sites. The piecewise linear extrapolation of 

constant error is a straight line. Thus, the same error value is added to all o

modeled output sites. (As we will see later from the results of the DOE, this ty

of shift or drift is the largest type of disturbance found in the system.)

There are a number of synchronization details that make the joint sensor monit

strategy difficult to implement. The described process works fine as long as the s

information comes back immediately after the wafer is ready to be measured. Of c

there are the “standard” issues of lag associated with updating a model used for pr

control. Problems can arise because it takes time to get wafers to off-line sensors, ta

measurements, and get the data back to the controller. If this is the case, then the con

can be updating the recipe for the today’s wafers, based on yesterday’s processing.

filtering, modeling, data handling, and stability analyses can be incorporated to make

this is not a problem. This issue is important regardless of whether or not comb

lot-to-lot and run-to-run sensor data are used.

However, measurement lag presents a bigger problem with joint sensor monito

First, consider what happens to the system as a monitor wafer passes through. H

monitor is defined to be a wafer that is processed, then pulled out of the process flow

measured by off-line sensors. (Presumably these wafers are not returned to the p

flow, but that is not really of concern here.) There is generally one monitor wafer per “
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This wafer is first measured by the in-line sensor right after processing, then it is mea

again when it reaches the off-line thickness sensor. The control system must be care

to update the model twice with outputs from the same wafer. The proper update strat

to first merge the two sets of outputs for that wafer, then update the model once. Fo

example, merging of the outputs would most likely mean averaging the in-situ mea

ments with the off-line measurements, for the overlapping sites. Since both senso

accurate and based on the same technology, the averaging provides extra noise im

for those sites. Otherwise the in-situ measurements could simply be ignored.

Of course the major problem with this solution is the lack of coordination between

sensors. Clearly the in-situ sensor will provide its data for the monitor wafer well be

the off-line sensor. How can the information be merged when only one of the data s

available? The proper action is to first use the in-line data as they become availabl

continue processing and updating the models accordingly. However, when the de

off-line data become available, the model should be “retroactively” updated for the w

that was measured, as well as all wafers measured after that. Basically the system

be able to restore the model that was originally used when the monitor wafer was

cessed, then update the model as described in the previous paragraph, by merg

in-situ and off-line sensors. The new model should then be brought up to date by re

ning all of the updates, based on the new model and all of the subsequent in-situ me

ments.

The ability to update the model retroactively requires the system to maintain an e

accessible history of all in-situ measurements since the last set of off-line measurem

This strategy adds considerable complexity to the controller, but it is required to prop
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address the problem of combining in-line and off-line data. In an experimental settin

problem can be circumvented by ensuring that all measurements come back in ord

before the next wafer is processed. A simplified experimental scenario like this is

cussed in more detail later, but a full scale production system needs to gracefully h

uncoordinated feedback lag.

4.4 Summary

This chapter developed strategies and techniques for demonstrating run-to-run u

mity control of multiple characteristics. Specifically, deposited epi film thickness

resistivity uniformities are to be controlled for an Applied Materials Centura syst

Effective multi-objective control requires experimental process data from a DOE,

lowed by complementary methods for process modeling, optimization and run-to-run

trol. Aggressive use of multiple response surface modeling is suggested, in conjun

with “joint sensor techniques” for merging run-to-run and lot-to-lot sensor data. On

the key components in this methodology is process optimization of the time-based mo

Brief coverage of our optimization strategy is found in Section 4.3.1, but the follow

chapter will delve more deeply into this problem.
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Chapter 5

Time-Based Back-Solvers

The formulation of time-based models is intuitive and straightforward; the use

rate-based outputs and time-based inputs provides considerable flexibility and mod

accuracy. However, this added capability comes at a price. Even with simple linear m

of processing rate, the resulting time-based model is nonlinear, which means that

advanced solver techniques must be used for finding optimal inputs, given target ou

Generally two different types of solving techniques are required, depending on

details of the system model. Models are said to be “overdetermined,” “underdetermi

or “exactly determined,” which can be defined in terms of the system’s “achievable”

puts. Here we define achievable outputs to be the subspace of all possible outputs th

be obtained by passing all possible inputs through the system.

Overdetermined systems have possible outputs (generally an infinite number) tha

not be achieved by any set of inputs. Further, in the case of an overdetermined linea

tem with full rank, there is a unique pairing between every achievable output an

corresponding input. For these two reasons, the solver for an overdetermined system

tries to select inputs which achieve an output that is of minimum (weighted) distance

the target output.

Underdetermined systems can achieve any output with multiple (usually an infi

number of) input vectors. In the case of an underdetermined linear system with full r

there will be a linear subspace of inputs that can achieve a given output. An exactly d
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mined system can be thought of as a special case of overdetermined system whe

complete output space is achievable, but there is a unique mapping between each inp

each output. In underdetermined cases, the solver routine generally tries to select an

that simultaneously achieves the target output and is of minimum (weighted) dist

from a given starting input. Thus overdetermined systems find minimum distance

tions in theoutput space, while underdetermined systems find (constrained) minim

distance solutions in theinput  space.

The following sections extend the well-known linear system solver techniques for

with time-based models. Section 5.1 details the theoretical background for the iter

solver introduced in Chapter 4, Section 5.2 provides the single-step solution for a sp

case of overdetermined systems, and Section 5.3 considers solutions for exactly

mined and underdetermined systems.

5.1 The General Time-Based Back-Solver

An iterative back-solver for the time-based weighted sum of squared error solu

was described in Section 4.3.1. The cost function structure found in that section is:

, (Eq 5-1)

where  and .

This can be put into matrix form as

,

where  is the transpose operator, and

Cost Wti Tti r i x( ) d⋅( )–( )[ ]2

i 1=

I

∑ Wρ j Tρ j ρ j x( )–( )[ ]2

j 1=

J

∑+=

r i x( ) Ar i x bi+= ρ j x( ) Aρ j x bj+=

Cost Tt Atx bt+( ) d⋅–( )tWt
2 Tt Atx bt+( ) d⋅–( ) Tρ Aρx bρ+( )–( )tWρ

2 Tρ Aρx bρ+( )–( )+=

( )t
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5.1.1  Solving for the Non-Time Inputs

Consider the case where the deposition time (d) is held constant. It can be factore

away from the linear rate models and into the weighting and target terms; the cost fun

summation can then be written as

, (Eq 5-2)

, , , ,

which is simply in the form of the “classic” weighted least squares optimization prob

with linear models [Moy95]. Given targets (T), and a deposition time (d), the solution for

the minimum cost input (x) is found to be

, (Eq 5-3)

when there are more outputs than inputs (the overdetermined case). Assuming the

matrix (A) has full row rank and that all weights (W) are nonzero, then the structure of th

time-based model guarantees that  exists, and a unique solution will be fou

If there are more inputs than outputs (the underdetermined case), we are also pro

with a starting point (x0) and an input weighting matrix (Vx). Since we have fixed the dep

osition time, its weighting term is irrelevant. Therefore, the input weighting matrix u

Wt diag
Wt1

…
WtI

= Tt

Tt1

…
TtI

= At

At1

…
AtI

= bt

bt1

…
btI

=

Wρ diag
Wρ1

…
WρJ

= Tρ

Tρ1

…
TρJ

= Aρ

Aρ1

…
AρJ

= bρ

bρ1

…
bρJ

=

Cost T Ax b+( )–( )tW2 T Ax b+( )–( )=

W
Wt d⋅ 0

0 Wρ

= T
Tt d⁄

Tρ

= A
At

Aρ

= b
bt

bρ

=

x AtW2A( )
1–
AtW2 T b–( )=

AtW2A( )
1–
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here only has terms for the non-time inputs. The zero cost solution that is a minim

weighted distance from the starting point is

, (Eq 5-4)

where the distance cost function is given by

.

It is unlikely but conceivable that there could be two or more different time inputs

part of a single time-based model. One plausible scenario is a multi-step recipe wher

different processing times affect the wafer during a single run. Perhaps there are two

rate deposition steps within a single recipe, where two layers with different character

are grown sequentially. In any case, it is clear that the time-based model and optimiz

structure should support this type of problem. This is actually not difficult at all; cons

the case where there are two time inputs,d1 andd2 We can again generate the prop

“classic” weighted least squares optimization using

, , , .

Clearly this can be extended to handle as many simultaneous time inputs as require

important to keep in mind the fact that these solutions are used when all of the time in

are held constant.

5.1.2  Solving for the Time Inputs

Now consider the case where the non-time inputs are held constant, and we mus

for the time input(s). Looking at the structure of the time-based model, only the out

that are multiplied by a particular time input need to be considered together. Thus, fo

x x0 V x
2– At AV x

2– At( )
1–

Ax0 T– b+( )–=

Cost x x0–( )tV x
2

x x0–( )=

W

Wt1 d1⋅ 0 0

0 Wt2 d2⋅ 0

0 0 Wρ

= T

Tt1 d1⁄
Tt2 d2⁄

Tρ

= A

At1

At2

Aρ

= b

bt1

bt2

bρ

=
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epi deposition scenario, the cost function to optimize is

. (Eq 5-5)

since the non-time inputs are held constant, we can treat the outputs of the linear m

as constants, simplifying the cost function to

, (Eq 5-6)

where .

Given a set of targets and rates, the minimization of this cost function yields an op

deposition time of

. (Eq 5-7)

If there are multiple time inputs, then each of them can be optimized individually, ba

on the output weights and output rates upon which they operate.

Note that there is no such thing as an underdetermined solution for these in

assuming that we fix the non-time inputs. At most there are the same number of inp

there are outputs, which becomes a degenerate case where each deposition timedi is found

as simply

. (Eq 5-8)

There cannot be more inputs than outputs because each input is tied to at least one

and each output has at most one time factor associated with it.

5.1.3  An Iterative Back-Solver

The solutions provided above solve for one type of input, given that the other typ

held constant, but we need a system that can simultaneously solve for all of the inpu

Cost Tt Atx bt+( ) d⋅–( )tWt
2 Tt Atx bt+( ) d⋅–( )=

Cost Tt r t d⋅–( )tWt Tt r t d⋅–( )=

r t Atx bt+=

d
Tt

tWt
2r t

r t
tWt

2r t

-----------------=

di

Tti

r ti
------=
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complete, single step solution does not neatly fall out of the structure. However, one

set up a simple iterative scheme, where the non-time inputs are solved while the

inputs are held constant, then the time inputs are solved while the non-time inputs ar

constant, then this sequence is repeated. The given input values (x0) are used as a starting

point for the iterations. (The selection of which step begins the sequence is discuss

more detail below.)

For an overdetermined system with more outputs than combined time and non

inputs, the iterative process provides a convenient solution whereby the cost funct

guaranteed to decrease on each iteration, descending toward a local minimum

described above, the iteration solutions are

and .

The iteration stopping rules include:

• The cost function stops decreasing with continued iterations, to within a preset

threshold.

• The inputs do not change after one iteration of the two-step cycle, to within a p

threshold.

• The cost has been driven to zero, to within a preset threshold. *

• The maximum number of iterations has been reached.

* If the cost is driven to zero, then an exact solution must have been found, meaning

the system is actually either underdetermined or exactly determined (one unique solu

Solutions for underdetermined systems will be discussed in more detail below. H

ever, since the uniformity controller used in this work maintains a large number of indi

x AtW2A( )
1–
AtW2 T b–( )=

d
Tt

tWt
2r t

r t
tWt

2r t

-----------------=
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ual site models (more output models than input process settings), solutions fo

underdetermined case need not be implemented. Even if the system were unde

mined, the iterative solution described above will still yield a minimum cost soluti

however a minimum distance (input change) solution is not guaranteed.

Consider a system where there are more non-time inputs (x) than there are outputs

This implies that there are infinite solutions forx, regardless of what the time inputs are.

single iteration will arrive at a zero cost operating point, since a solution for thex vector

will match itself to any deposition time in one step. For any given time inputs,

non-time inputs will be solved using a minimum distance rule. However, there could

smaller input change solution when including the distance moved in the time input dim

sion(s). The combined movement cost is

, (Eq 5-9)

which is not guaranteed to be minimized by the iterative strategy.

It is also possible that the non-time input solution step is overdetermined, but the

plete solution is underdetermined. This can happen if there are fewer non-time inputs

outputs, but the number of combined (non-time + time) inputs is greater than the nu

of outputs. In this case multiple iterations of the overdetermined solution may be requ

The resulting solution will be locally minimum cost, but again, it will not necessarily

minimum distance.

Input Discretization

Input discretization constrains the solver by forcing inputs to be selected with a g

resolution. Using the iterative back-solver simplifies this problem somewhat. Each st

x x0–( )tV x
2

x x0–( ) d d0–( )tVd
2 d d0–( )+
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the iteration process is forced to return a discretized set of inputs, either non-time inp

time inputs. As described in the previous chapter, the non-time input solver routine m

use of the “delta” discretization procedure to deal with this constraint [BMSM

[Smi95]. Then, given a constant set of non-time inputs, discretizing the time inputs is

ple. The time inputs do not interact since there is a one-to-one mapping between

rate-based output and a single time input. Thus each time input can be discretized

pendently of each other by simply rounding them. (Any optimization procedure

changes both time and non-time inputs simultaneously would have to deal with this

in more detail.)

5.1.4  An Example Solution

Consider a simple system representing a scenario similar to that seen in the epi c

problem. Specifically there are two inputs, a single non-time input and a single time i

that multiplies some, but not all of the outputs. There are three outputs, defined as

.

Using the matrix notation defined at the beginning of this chapter, we have

, , ,

, , .

This structure creates a convenient model where one output isx, another isd, and the third

is their product. Figure 5-1 plots the achievable output space for this system. Notice

cross sections taken along thed andx axes remain linear, while the full three dimension

ythick1 d A0x b0+( ) d 1x 0+( ) d x⋅= = =

ythick2 d A1x b1+( ) d 0x 1+( ) d= = =

yrho1 A2x b2+( ) 1x 0+( ) x= = =

Wt diag 1

1
= At

1

0
= bt

0

1
=

Wρ diag 1= Aρ 1= bρ 0=
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surface is nonlinear. This is because the time-based models produce second orde

through cross terms only, and not through squared terms.

Figure 5-1: Achievable outputs for the example system

The iterative back-solver progresses by moving along these linear cross sec

There are certainly other gradient descent types of algorithms, some of which are like

converge on solutions more quickly. However, this method makes excellent use o

existing linear solver software [Moy95] and is easily implemented.

To get a sense of how the solver works, consider a target output of (d = 0, x = 0, d.x =

30), as shown in Figure 5-1. Clearly this output is not achievable, since zero times z

not thirty. To find minimum error solutions, we need to look for points on the achieva

surface where the error vector (the vector between the target and the achievable po

orthogonal to the surface gradient at that point. These will be the locations where the
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of squared error function is either a local minimum, local maximum, or both, in the cas

a saddle point. Equivalently, the gradient of the cost function (sum of squared e

should be equal to zero at these points. Figures 5-2-a and 5-2-b show the cost as a fu

of the inputs. Note that, while solutions involving negative time and negative rates do

make any sense, the reader is asked to suspend his or her disbelief for the sake of

matical rigor. These issues are taken care of through the use of constraints on the

able ranges ford andx.
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Figure 5-2: Squared Error as a function of the inputs (d,x)
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a) Initial perspective: Same as that shown in Figure 5-1
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By looking at these plots, we can picture three possible locations on the achie

surface where the cost function has a slope of zero. There are two local minima o

“upslopes” of the achievable surface, and a saddle point at the very center of the gra

= 0, x = 0). It is interesting to note that the cost function surface is guaranteed to ha

unique minimum along any cross section whered or x is held constant, yet the joint sur

face isnot guaranteed to have a unique minimum. The uniqueness of the cross sec

minima is seen by noting that the achievable surface for any cross section is linear.

a target vector, there is always a unique point on a linear surface that minimizes th

tance between that point and the target. Thus the cross sections of the cost function

the defined axes are always parabolic with unique minima. Counter to intuition, the c

plete cost function surface need not have a unique minimum. Look carefully at the

function plots above. The cross sections along both thed and thex axes are indeed parab

olas, yet the cost function surface does not have a unique minimum. The construction

not necessarily yield a paraboloid due to the fact that saddle points are still possib

local maximum is not possible however, since there must be orthogonal cross section

contain only unique local minima. Thus it will always be saddle points that create

opportunity for multiple local minima.

The solver should return one of the local minima from the cost function, preferably

global minimum. The iterative solver is only guaranteed to find a local minimum, wh

will not necessarily be the global minimum. Starting with a (somewhat arbitrar

selected initial input vector,x0 = (10, 10), Figures 5-3 and 5-4 plot the iterative solve

trajectory as it searches for an optimal input vector. Figures 5-3-a and 5-3-b show th

jectory in the output space, while Figures 5-4-a and 5-4-b display the trajectory alon
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cost function. In a run-to-run control scenario the initial starting point is typically selec

to be the inputs that were found in the previous optimization step. For this example

locally optimal output vector is found to be approximatelyy = (5.385, 5.385, 29.00).

The figures clearly display the iteration steps along orthogonal axis vectors. Each

segment parallels either the time axis or thex axis. It is important to remember that th

algorithm is not limited to stepping along a single axis. During one step, all non-t

inputs are optimized simultaneously, then all time inputs are optimized simultaneo

Since graphs with more than three dimensions are difficult to plot, the example pro

has a single time input and a single non-time input. In this case, the solver moves in

one dimension at a time. The epi control problem described in this work uses

non-time inputs and one time input. Thus, when time is held constant, all nine non-

inputs are optimized simultaneously using the linear solver.

Note that the first step in the optimization does not follow the steepest descent v

This is because the optimizer must make steps along the axis dimensions; “off angle

jectories are not allowed. Note however that this only limits the first step in the optim

tion process. After an optimization step occurs along one dimension, that dimen

cannot contribute to the subsequent gradient vector, and therefore will not show up a

of a gradient descent direction vector. Thus the iterative solver is a form of grad

descent algorithm after the first step is made.
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Figure 5-3: Iterative solver’s trajectory in the output space

−10

−5

0

5

10

−10

−5

0

5

10
−100

−50

0

50

100

150

d
x

a) Initial perspective: Same as that shown in Figure 5-1

b) Second perspective: Zoom in on the final trajectory

d.x
124



Figure 5-4: Iterative solver’s trajectory in the Cost Function space
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This brings up a question: in which direction should the first step proceed, the

dimension(s) or the non-time dimension(s)? Looking at the example, there is no clea

to decide. The displayed trajectory makes its first step in the non-time dimension, w

holding the time value constant. Clearly the step could have been made along the

dimension first, which (for this example) would have resulted in a “mirror image” type

solution that looks much like the one shown in Figures 5-3 and 5-4. There are at least

different approaches that make sense, each with a varying degree of complexity and

putational expense:

• Pick one and “go with it.”

The simplest approach is to consistently pick the same first step direction e

time. This method is currently used by the controller, as it appears relatively

unlikely that it will affect the final solution in most cases. (Currently the

non-time inputs are optimized first, for no reason in particular.)

• Follow the steepest of the two gradients.

Calculate the gradients along both the time and non-time axes, then follow 

steepest of the two paths. This option is only slightly more computationally

expensive than the first option, but adds more algorithm complexity.

• Try them both and pick the best results.

Perform two different complete solving passes, one that first modifies time

input(s) and a second that first modifies non-time input(s); follow each of them

completion. It is possible that each would lead to two different local minima,

from which the smaller one should be selected. This option is the most comp

tionally expensive, but can be implemented without adding much algorithmi

complexity.

5.2 Solution for a Special Case of Overdetermined Systems

Optimal solutions for an overdetermined system must simultaneously solve the e

tions used in the iterative solver described above. Namely, these equations are
126



lution

dem-

does

d

d ver-

out-

case

-

and ,

where the target vectorT and the weight matrixW incorporate the deposition time(s)d as

described in Equation 5-2, and the deposition ratesr incorporate the non-time inputsx as

described in Equation 5-6. There does not appear to be a convenient closed form so

that can simultaneously solve these equations for optimalx andd vectors. Clearly there

can be multiple solutions to these equations, as the simple example of Section 5.1.4

onstrated.

There is however, a relatively common case where a simple single-step solution

exist. Consider a set of rate-based outputs that areall multiplied by the same time inputd,

which looks like

,

whered is a scalar andx is a vector. All outputs from the linear models must be multiplie

by (the same) processing time. Such a system is quite common. Consider a simplifie

sion of the epi control problem presented in this work, where the multiple thickness

puts are controlled, but the resistivities are not. This is exactly the type of special

considered below.

For this problem, it is useful to considerx as a set of coefficients that are supplying lin

ear combinations of the column vectors inAt in the output space, as in

.

x AtW2A( )
1–
AtW2 T b–( )=

d
Tt

tWt
2r t

r t
tWt

2r t

-----------------=

yt d Atx bt+( )=

yt d A1 … AN

x1

…
xN

bt+

 
 
 
 
 

A1 … AN

x1

…
xN

d btd+

 
 
 
 
 

A1 … AN bt

d x1⋅
…

d txN⋅
d 

 
 
 
 
 
 

= = =
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The slope matrix and input vector can be redefined to yield a new system:

, where  and (Eq 5-10)

This is simply a linear system in the new input vector. Thus the use of a single time i

multiplying all of the outputs results in what appears to be alinear system! It is true that

the system is nonlinear inx andd, but the achievable outputs from the system form a l

ear subspace. Essentially the set of construction vectorsAn is augmented with the offset

vectorb. As long as the offset vector is not included in the space spanned byAn, then the

new achievable subspace will increase by one dimension.

In the redefined input space, the problem simply becomes the minimum distance

tion between a target pointT and the linear surface, which is

. (Eq 5-11)

The optimal time settingd is found by simply stripping off from the last term from th

xbopt vector. The non-time inputsx are then found by dividing the remaining vector byd.

Output weighting may be included by simply premultiplying the target vectorT and the

slope matrixAtb with the diagonal weight matrix.

The catch is, of course, thatd must not be equal to zero, which would result in a divid

by zero condition. This problem is dealt with by placing proper constraints ond. While d

equalling zero causes mathematical problems, any processing time less than or eq

zero does not make sense when dealing with a real system. Reasonable bounds ond must

be provided, and bounds checking needs to occur before the non-time inputs are fo

yt Atbxd= Atb A1 … AN bt
= xd

d x1⋅
…

d xN⋅
d

=

xbopt Atb
t Atb( )

1–
Atb

t T( )=
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5.3 Solutions for Exactly Determined and Underdetermined Systems

As described in Section 5.1.3, the iterative solver will select a minimum cost solu

for underdetermined (and exactly determined) systems. For the underdetermined

however, there are an infinite set of solutions that will minimize the output cost func

(achieve the target outputs). We want to provide a framework for selecting a unique

mal solution to this type of problem, as has been done for systems of linear models

optimization strategy selects the input vector that simultaneously exactly solves fo

output target vector and is the minimum (weighted) distance from a preselected sta

input vector. The well known result is shown in Equation 5-4 and is derived in a numb

sources, including [Moy95].

Here we consider the optimization strategy for overdetermined systems of

time-based models used in this work. Section 5.3.1 formulates the problem with a c

nient notation, while Sections 5.3.2 and 5.3.3 consider the exactly determined solutio

the underdetermined case, respectively.

5.3.1  Problem Formulation

In formulating solutions for exactly determined and underdetermined systems

notation defined below is particularly useful. First, we separate the output models

groups that are multiplied by the same processing time, along with one group for all

puts that are not multiplied by any of the time inputs. Since we are looking at underd

mined systems, it can be assumed that at least one solution exists that will achie

target vector. The following equations are defined:
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where there areN non-time inputsx, P time inputsd, theAp’s are the grouped slope matri

ces, thebp’s are grouped offset vectors, and theTp’s are grouped target vectors. There a

M outputs, which must be less than or equal to the sumN+P. Now reformulate the prob-

lem in terms of “inverse-time” variables, where :

.

This looks like a linear system in thex and r vectors, where the following matrices an

vectors are defined:

, , , , . (Eq 5-12)

Finally, putting all of the variables together in one matrix yields

, , . (Eq 5-13)

Solutions to these linear equations are the set of inputs that achieve the desired targ

tor.

5.3.2  The Exactly Determined Solution

First consider the exactly determined case, where the number of outputs(M) equals the

number of inputs (N+P). Notice that the construction described above creates a new s

x
x1

…
xN

= d
d1

…
dP

=

A0x b0+ T0=

d1 A1x b1+( ) T1=

…
dP APx bP+( ) TP=

r p 1 dp⁄=

A0x b0+ T0=

A1x b1+ T1( )r 1=

…
APx bP+ TP( )rP=

A0x 0( )r 1 … 0( )rP+ + + T0 b0–=

A1x T1( )r 1 … 0( )rP+ +– b1–=

…
APx 0( )r 1 … TP( )rP–+ + bP–=

⇒

Ax

A0

A1

…
AP

= r
r 1

…
rP

= Ar

0 … 0

T1– … 0

…
0 … TP–

= c

T b0–

b1–

…
bP–

= Axx Ar r+ c=

xr
x
r

= A Ax Ar
= Axr c=
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matrix A whose dimensions areM by N+P. The exactly determined case generates

square slope matrix, and the solution for all inputs can be found as

. (Eq 5-14)

The non-time inputs are directly available and the time inputs can be found by inve

the “inverse-time” inputs. We must be careful of solutions where the “inverse-time” inp

are equal to zero, which leads to solutions involving infinite time. Again, setting

checking for proper input bounds will avoid this problem.

It is worth noting that this solution has no constraints on how many time inputs

non-time inputs) are in the system. There can be multiple time inputs acting on any

ber of different outputs. Outputs that are not multiplied by any time input are also per

ted. The exactly determined system is currently the only scenario where an el

single-step solution strategy holds for all configurations of the time-based model.

5.3.3  The Underdetermined Case

Turning to the fully underdetermined case, there are an infinite number of solu

that will achieve a given target output vector. As is common practice, input weighting

tors and initial input vectors will be used to form a cost function in the input space. A c

strained optimization process selects a set of inputs that achieve the target outputs

minimizing the weighted distance from the initial input vector. The cost function we w

to minimize is given by

, (Eq 5-15)

whereVx is the diagonal input weighting matrix for the non-time inputs,x0 is the initial

non-time input vector,Vd is the diagonal input weighting matrix for the time inputs, an

xr A 1– c=

Cost x x0–( )tVx
2 x x0–( ) d d0–( )tVd

2 d d0–( )+=
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d0 is the initial time input vector. This cost function should be minimized over the se

solutions

, (Eq 5-16)

which is a slightly rewritten version of Equation 5-12. The curly brace notati

, is simply an element by element operation on the matrix (or vector).

The constrained optimization problem can be attacked with the use of Lagrange m

pliers ( ) as follows:

(Eq 5-17)

Taking the partial derivatives and setting them to zero, we have

, (Eq 5-18)

, and (Eq 5-19)

. (Eq 5-20)

Beginning with Equation 5-18, we can take the transpose and perform the follow

manipulations:

.

Beginning with Equation 5-19, we can take the transpose and perform the follow

manipulations:

Axx Ar
1
d
---

 
 
 

+ c=

f matrix( ){ }

λ

L
1
2
--- x x0–( )tVx

2 x x0–( ) d d0–( )tVd
2 d d0–( )+[ ] λt Axx Ar

1
d
---

 
 
 

c–+
 
 
 

+=

x∂
∂L x x0–( )tVx

2 λt Ax+ 0= =

d∂
∂L d d0–( )tVd

2 λt Ardiag
1–

d2
------

 
 
 

+ 0= =

λ∂
∂L Axx Ar

1
d
---

 
 
 

c–+ 0= =

Ax
t λ Vx

2 x0 x–( )=

Vx
2– Ax

t λ x0 x–( )=
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The order of multiplication forVd
-2 and diag{-1/d2} can be swapped because both a

diagonal matrices. The results of the last two equation blocks can be merged as foll

.

Using the substitutions

, and ,

where (AAt) is invertible because there are more inputs than outputs, we have

.

Solving Equation 5-20 forAxx and plugging into the last equation yields

.

diag
1–

d2
------

 
 
 

Ar
t λ Vd

2 d0 d–( )=

Vd
2– diag

1–

d2
------

 
 
 

Ar
t λ d0 d–( )=

diag
1–

d2
------

 
 
 

Vd
2– Ar

t λ d0 d–( )=

Vd
2– Ar

t λ diag d2–{ } d0 d–( )=

Vx
2– Ax

t

Vd
2– Ar

t
λ

x0 x–( )

diag d2–{ } d0 d–( )
=

Ax Ar

Vx
2– Ax

t

Vd
2– Ar

t
λ Ax Ar

x0 x–( )

diag d2–{ } d0 d–( )
=

A Ax Ar
= V

Vx 0

0 Vd

=

AV 2– Atλ Ax Ar

x0 x–( )

diag d2–{ } d0 d–( )
=

AV 2– Atλ Ax x0 x–( ) Ardiag d2–{ } d0 d–( )+=

λ AV 2– At( )
1–

Axx0 Axx– Ardiag d2–{ } d0 d–( )+( )=

λ AV 2– At( )
1–

Axx0 c– Ar
1
d
---

 
 
 

Ardiag d2–{ } d0 d–( )+ +
 
 
 

=
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Here  is found in terms ofd only, which can be substituted into Equation 5-19 as

.

Combining the like terms ind we get

. (Eq 5-21)

These equations must be solved for the processing timesd. With P independent time

inputs, Equation 5-21 providesP fourth order polynomial equations withP unknowns. In

general, the equations cannot be solved independently. These nonlinear equations g

multiple solutions for the time inputs, the nature of which will be explored below. Af

finding solutions that solve these equations, the corresponding solutions for the non

inputs are found, as was described in Section 5.1.1. Finally, the minimum cost (

change) solution can be selected from among the candidates.

While implementing a general purpose algorithm for solving these equations

prove difficult, there are some significant simplifications that follow if we can assume

there is a single time inputd. This assumption means that bothd andVd are scalars, and

thatAr is a vector, leading to the following simplifications for Equation 5-21:

(Eq 5-22)

λ

Ar
t λ diag d2–{ }Vd

2 d0 d–( )=

Ar
t AV 2– At( )

1–
Axx0 c– Ar

1
d
---

 
 
 

Ardiag d2–{ } d0 d–( )+ +
 
 
 

Vd
2diag d2–{ } d0 d–( )=

Ar
t AV 2– At( )

1–
Axx0 c– Ar

1
d
---

 
 
 

Ar d3{ } Ar d0d2{ }–+ +
 
 
 

Vd
2 d3{ } Vd

2 d0d2{ }–=

Ar
t AV 2– At( )

1–
Ar Vd

2–( ) d3{ } Ar
t AV 2– At( )

1–
Ar Vd

2–( ) d0d2{ } …+–

Ar
t AV 2– At( )

1–
Axx0 c–( ) Ar

t AV 2– At( )
1–
Ar

1
d
---

 
 
 

+ 0=

Ar
t AV 2– At( )

1–
Ar Vd

2–( )d4 Ar
t AV 2– At( )

1–
Ar Vd

2–( )d0d3 …+–

Ar
t AV 2– At( )

1–
Axx0 c–( )d Ar

t AV 2– At( )
1–
Ar+ 0=
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This is a fourth order polynomial ind, so there are four different solutions that will satisf

it. There are well known algorithms for solving polynomials in one variable, so implem

tation should not be an issue.

It is worth noting that this solution isnot limited to systems that multiplyall of their

outputs by a single time input, as was the condition for the overdetermined special

solution. This single time input solution for the underdetermined case is valid for s

tions where all or some of the outputs are multiplied by the (single) time input. This

of solver could be implemented for the multi-objective epi control problem if there w

more inputs than outputs. However, since this is not the case, a source code version

solver was not implemented.

Some Example Solutions

While the above derivations mathematically find solutions to the underdetermi

time-based optimization problem, they give very little sense of what the solutions “lo

like. A few simple examples will give the reader a better sense of what is really goin

First consider a very simple underdetermined system:

,

where there is a single outputy, a single time inputd, and a single non-time inputx. For

any given target outputT there will be an infinite set of inputs that can achieve the targ

Assuming a target of one (T = 1), the solution space looks like

,

y d x 1+( )⋅=

d x 1+( )⋅ 1=

x 1+ 1
d
---=

x
1
d
---– 1–=
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which can be rewritten in terms of an “inverse time” input as

.

Figures 5-5 and 5-6 show the input solution space using the “inverse time” and

dimensions, respectively. There is a discontinuity in the actual solution space wher

“inverse time” input crosses zero. Other than that exact point, there is a one-to-one

ping between the solution spaces in the two figures.

Figure 5-5: Solution space using the “inverse time” dimension
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Figure 5-6: Solution space (actual) using the time dimension

The underdetermined solver selects inputs that lie in the solution space, while

mizing the distance between those selected inputs and the given initial input vector. T

points are achieved at locations where the error vector between the selected input a

initial input vector is normal to the solution space’s gradient surface at that point. We

be somewhat careful with this description, as local maxima also meet the selection

rion.

Some sample solutions will help make this concept more clear. First consider sele

an initial vector that is positioned “between” the hyperbolic surfaces shown in Figure

such as the point (x0 = 0, d0 = 0). (By “between,” we refer to points that are not withi

either of the two convex regions formed by the solution space.) Figure 5-7 plots this

and the solutions found by solving the fourth order polynomial from Equation 5-22. N
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that the error vectors between the initial point and the two optimal sites are orthogon

the solution surface. The two solutions are both local minima, and the solution from

positive time half-space is the global minimum.

Figure 5-7: Possible solutions for the starting vector (x0 = 0,d0 = 0)

Clearly the geometry of this problem is such that any initial vector residing betw

the hyperbolic surfaces will yield two local minima, one from the positive time region

one from the negative time region. Remember however that a fourth order polynomia

solved to find these points, meaning that four solutions were found. Two of those solu

were found to be imaginary and need not be considered. At any location where only

solutions are possible, the other two solutions will be either imaginary, or duplicates

valid solution.

Next, imagine selecting an initial point that lies “within” one of the hyperbolic regio
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Intuitively, there are two different scenarios. Figure 5-8 shows the solutions where

starting vector is set as (x0 = 0, d0 = 4). Again we see that there are two solutions found

local minima. Clearly the solution whose time input has the same sign as the initial p

is the global minimum.

Figure 5-8: Possible solutions for the starting vector (x0 = 0,d0 = 4)

The solutions shown in Figure 5-8 are for an initial vector that is relatively “close”

the hyperbolic surface, where “closeness” is not well defined yet. Looking at the figu

does appear that there are no other points on the solution space where the error

would be orthogonal to the derivative of the solution curve.

As we think about moving the initial point further away from the hyperbolic surfa

and closer to the positively sloped line of symmetry, we can start to imagine how t

might be two local minima in the same hyperbolic region. Figure 5-9 demonstrates
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case by presenting solution vectors for the initial point (x0 = 4, d0 = 4). Finally here is a

situation where all four solutions are real. In this case, there are three local minima

one local maximum. The global minimum is selected from the two minima that are on

same side of the axis line,d = 0.

Figure 5-9: Possible solutions for the starting vector (x0 = 4,d0 = 4)

To extend these examples to higher dimensioned problems, Figure 5-10 show

input solution space for a system with one output, one time input, and two non-

inputs. A three input, one output system such as this generates a two dimensional so

surface. Actually, the scenario forms two disconnected solution surfaces, which are a

separated by the plane,d = 0. This is somewhat difficult to see from the perspective sho

here, but the plot does demonstrate the three dimensional structure of these surface

surfaces can be viewed as the extrusion of a 2-D hyperbolic (1/x) surface along a vector in
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thed plane, as shown in the figure.

Figure 5-10: Solution space for a single output, three input system

A minimum distance solution between an initial point (x10, x20, d0) and these surfaces

must lie in the plane that passes through the initial point and is normal to the extru

vector. This intersection forms a two dimensional solution surface much like those fo

in Figures 5-6 through 5-9. Again, the minimum distance solution will be found by so

ing a fourth order polynomial ind, and then selecting the smallest minimum from the tw

or three (real) local minima. This concept can be extended to higher dimensi

non-time input vectors (x) to explain why, when there is only one time input (dimension

the roots of a fourth order polynomial will provide all possible minimum cost solution
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5.4 Summary

An automated run-to-run control solution for the epi control problem requires the i

gration of process optimization software. Specifically, back-solving routines

time-based models need to be developed and implemented. While general nonlinea

mization packages exist, they suffer from a number of problems, including:

• Expensive

• Difficult to integrate into a larger software system

• Performance might be improved with a solver that has special knowledge of th

underlying optimization problem

An iterative solution to the time-based solver problem has been developed and

lyzed for use with the epi control problem. The algorithm utilizes a simple extension to

“standard” back-solver for linear systems, and as such, it is relatively simple to creat

integrate.

The aggressive use of multiple response surface modeling for the epi control pro

makes it an inherently overdetermined system. Also, its combined use of time-based

els (for thickness) and standard linear models (for resistivity) precludes the use of any

plified single-step solution. However, for completeness, this chapter analyzed a sp

case of overdetermined systems, as well as exactly determined and underdetermin

tems. The application of time-based models for other semiconductor processes coul

advantage of these results.

The last two chapters have fully developed the experimental strategies and theor

background for multi-objective uniformity control. However, before moving on to act

experimental results, it is worthwhile to consider software integration strategies for a

mated control. Keeping in mind that our final goal isintegrated model-based run-to-run
142
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control, the next chapter considers the packaging, distribution, and integration of our

ware packages that provide run-to-run control services.
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Chapter 6

Distributed Run-to-Run Control:
Interfaces and Objects

One important goal of this work is the exploration of Cell Control software integrat

using distributed object technologies. Until now, the various MIT run-to-run contro

implementations have only been available through source code or as simple socket

servers, all of which used single agglomerated interfaces [Moy95] [Gow96]. The us

low-level socket streams limited our ability to explore object-oriented interface constr

The introduction of Microsoft’s Component Object Model (COM) and the Object Ma

agement Group (OMG) Common Object Request Broker Architecture (CORBA) as

gration technologies has reopened the question of how to best present an interface

MIT EWMA controller and the time-based EWMA controller.

The following sections provide a brief introduction to distributed object interface te

nologies and applies them to the EWMA-based control problem. Section 6.1 prov

some high-level distinctions between COM and CORBA technologies and discusses

a COM interface was required for this work. Section 6.2 gives a brief introduction

object interface design strategies, and Section 6.3 applies these strategies to the time

EWMA control problem. This chapter focusses on high-level concepts, while detailed

specifications and implementation issues are left for Appendices A and B, respectiv

6.1 Distributed Object Interface Technologies: COM and CORBA

At this point there are primarily two popular competing technologies for creating
145
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manipulating distributed objects, Microsoft’s Component Object Model (COM)[Red

and the Object Management Group’s (OMG’s) Common Object Request Broker Arch

ture (CORBA)[OH98]. Both are open standards that provide comparable service

building distributed client/server infrastructures. One of the most important features

technologies provide is interoperability between computing platforms and programm

languages. In our context, interoperability refers to the ability of software componen

properly cooperate and communicate with each other regardless of the underlying o

ing system(s) or original development package(s) with which the components were

ated.

CORBA and COM both rely on an “implementation language neutral” Interface D

nition Language (IDL) to specify how clients interact with servers. Essentially IDL p

vides data type declarations and method call prototypes for services provided by s

objects. In general, IDL must be “compiled” to header and/or source files for a partic

target development language. Client and server implementations then include or e

these source files to take advantage of the object technology services. The goal of

services is to make method calls appear to the software developer as though they ar

requests, both for the client and the server. CORBA and/or COM take care of the inte

cess and network transactions to make this happen.

IDL for CORBA and COM differ in design, but both attempt to provide similar Obje

Oriented capabilities. “Interworking” specifications describe how to bridge between t

two object technologies; however, some fundamental differences make this difficult.

cifically, CORBA provides for multiple inheritance of interfaces, while COM only allow

single inheritance [OH98].
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Although both CORBA and COM are open standards, there are limited offering

COM. Microsoft is the only provider of COM on Microsoft Windows operating system

There are extremely few implementations of COM on non-Microsoft platforms. COR

on the other hand, is widely available across many platforms, including Microsoft-b

systems and most popular Unix environments. In fact, many implementations of CO

are written completely in Java, which makes them portable to any platform support

Java runtime environment.

The selection of a distributed object integration strategy for this project was one o

most significant decisions to be made. A CORBA-based solution offers the greatest

bility; also this is the standard utilized by the APCFI. It is beyond the scope of this p

to assess the comparative strengths and weakness of these technologies, but CO

generally thought to be based upon more modern distributed software founda

[OH98]. However, integration with software from On-Line Technologies required tha

COM interface be available. For this reason, object specifications and implementatio

this work were primarily done using COM, but the groundwork is laid for easy convers

to CORBA-based implementations. Actual object implementations were limited to

Microsoft environment, however.

An implementation of the MIT time-based run-to-run controller has been packa

into a convenient, modular form for use with any distributed object system. Core func

ality is written in pure Java and assumes no knowledge of a COM or CORBA object

tem. COM interfaces have been written to support the functionality of these Java cla

and simple “wrapper” classes are used to exchange data between the actual class

mentations, through the desired object system. These “wrappers” will be discuss
147



lor-

ce is

ns or

the

r-

ged

nder-

n is

def-

two

ce and

ew

of the

ct is a

ject to

hnol-

same

r. A
more detail in Section 6.3.

6.2 Designing Object Interfaces

Our EWMA controller interface design problem provides a good example for exp

ing some important object-oriented interface design strategies. An object interfa

defined by the object’s attributes (internal state variables) and its methods (the actio

functions that it can be called upon to perform), which often use and/or modify

object’s attributes. It is important to note here the distinction betweeninterface specifica-

tions and actualobject implementations. This chapter concentrates primarily on inte

face specifications, which are essentially “contracts” for how information is exchan

between server objects and their clients. While these contracts often imply certain u

lying structure and functionality for the server objects, the true object implementatio

hidden behind the interface that it exposes.

Object interfaces are often built in a hierarchical manner. That is, a given interface

inition may rely on one or more other interfaces to be defined first. There are basically

ways to create a new interface that makes use of another object interface, inheritan

containment. Inheritance is a way of “extending” a previously defined object with n

attributes and methods. The new object retains all of the state variables and methods

original, plus the newly defined ones. Inheritance should be used when the new obje

special case of the super-object. On the other hand, containment is a way for one ob

use (or contain) another object as an attribute. With distributed object interface tec

ogy, containment can be implemented by passing “interface pointers” as attributes.

Often, an interface could use either inheritance or containment to accomplish the

goal. However, usually one of them is functionally more appropriate than the othe
148
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good rule of thumb for deciding when to use inheritance and when to use containmen

answer the following question: Which is more appropriate, “Object Ais a type of Object

B,” or “Object A has acomponent of type Object B?” This distinction will be made mo

clear as we investigate the object structures described below.

6.3 Interface Strategy for the MIT Time-Based Run-to-Run Controller

Figure 6-1 depicts a simplified version of some interfaces that have been specifie

implemented for an EWMA controller using a basic linear model with an offset (bias) v

tor. (Here, bias and intercept are both equivalent to a vector of offsets.) The figure dis

interface inheritance with solid arrows and containment with dashed arrows. Thu

EWMA Controllerinherits from (extends) a generic Controller, while all Controllerscon-

tain a Model.

Figure 6-1: Linear EWMA Controller Interface Structure

Controller

EWMA Controller

• Model (Model)
• PerformControl

(lastOutputs, nextTarget)

Model

• Func (Input)
• Solve (nextTarget)

• Bias (Vector)

Linear ModelBias Model
• Slope (Matrix)
• Intercept (Vector)

Bias Linear Model

• Alpha (Vector)
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For a model-based controller, the first important distinction is the separation o

controller from its model. Previously, the linear model and the EWMA controller int

faces and implementations were fused into a single entity. By splitting the controller

its model into distinct objects we greatly enhance the reusability of both objects. One

troller can optionally use many different models, or one model could be used by man

ferent controllers.

For generic Controller objects, there are two features in particular that are worth

ing here. First, for model-based control, the controller must have an underlying m

This implies the “has a” relationship described in the previous section, meaning that in

face containment is used here. The second feature is the “PerformControl()” me

which uses the process inputs and sensor outputs from the last run to update the M

then asks the Model to select process inputs for the next run. (This is described in

detail below.)

Next consider the EWMA Controller, which is a special type of Controller. (Here

“ is a” relationship implies that interface inheritance should be used.) The EWMA Con

ler retains all of the attributes and methods of the generic Controller, but it adds a

“Alpha” attribute. This is the vector of EWMA update weights, as described in Sec

4.3.2; there is one weight for each of the model’s outputs.

For Model objects the key methods are “Func()” and “Solve().” The “Func()” meth

simply asks the Model to return its outputs, given a set of inputs. A Model’s “Solve

method is provided with a target output vector, and is then expected to return a s

inputs whose outputs will achieve a minimum (weighted) distance from the targets. T

are additional solver configurations, such as upper and lower bounds and discreti
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levels for the inputs [Moy95] [Smi96]. The full set of attributes and methods that

required for a Model are provided in Appendices A and B. Thus the underlying mod

expected to have the multi-input-multi-output functional form

,

and it should be able to pass values forward (findy givenx) or backward (findx giveny)

through the system.

Notice that the generic Model does not make any assumptions about the form of(x).

A client can make use of the Model interface to interact with a Model object, but it will

know anything about the true nature of the underlying model. This actually implies

the generic Model interface should not be implemented directly (without inheriting fr

it). Presumably the Model (function) has additional attributes that can be accesse

configured.

As shown in Figure 6-1 there are two types of Models that directly extend a gen

Model, namely the Bias Model and the Linear Model. The Bias Model interface was

ated specifically for the purpose of enabling flexible EWMA-based control. A Bias Mo

is simply a multi-input-multi-output function that contains a bias (offset) vector, as in

,

where the offsets,b, can be accessed independently from the rest of the underlying mo

f(x). Remember that the EWMA Controller’s update strategy only requires modificatio

these offset terms. This type of control can actually use any underlying model, as lo

the offset vector is available for model updates. Thus a Model that is contained b

EWMA Controller must support the Bias Model interface. Again, the undefinedf(x) in

this system implies that an actual object should not implement the Bias Model inte

y f x( )=

y f x( ) b+=
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A Linear Model extends the generic Model with the following underlying function

,

whereA is the slope matrix andb is the vector of offsets. Note that the underlying functio

for this Model is completely defined, so this interface could be directly implemented a

object.

Finally, we need to provide the EWMA Controller with access to the Linear Mod

offset vector. (The Controller does not need to know anything about the slope terms.)

is done by extending both the Bias Model and the Linear model, using multiple inh

ance, if available. (Microsoft’s COM technology does not offer multiple inheritan

Appendix B describes how this shortcoming can be addressed.) This affect could also

been achieved if the Linear Model had inherited from the Bias Model instead of

generic Model. In either case, the Bias Model interface provides convenient method

the EWMA Controller to specifically access the bias (offset) vector of the underlying

ear model. (Note that an implementation of the Bias Model interface could provide d

access to the Linear Model’s offsets, or it could keep a separate set of bias terms th

distinct from the Linear Model’s attributes. This decision is completely implementa

dependent and both designs are correct.)

Using this strategy, different Bias Models, such as second order Polynomials, A

cial Neural Network (ANN), etc., could be swapped in without changing the EWMA C

troller at all. For example, at runtime the Controller could be given a reference to the

ANN Model instead of the Bias Linear Model. As long as the Model supports a B

Model interface, the EWMA Controller can use it.

y Ax b+=
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6.3.1  The Time-Based Model Interface

This work extends the generic Model to include a Time-based Model interface. Fo

system described in this thesis, thickness models use an added structural form to im

their predictive accuracy. As described earlier, deposition processes are often drive

deposition rate; that is, the equipment settings induce a deposition rate, which can be

tiplied by deposition time to estimate the final deposited thickness. Our thickness m

include this nonlinear structure by modeling deposition rate as a function of equipm

settings, rather than directly modeling the deposited thickness. Thus the complete M

developed for this project could be referred to as a Time-based Bias Linear Model.

A Time-based Model contains unique attributes to handle the use of special time-b

inputs and rate-based outputs. These attributes are used to specify which inputs are

of time, which outputs are rates, and a mapping structure to link each output rate t

proper input time. Functionally, the Time-based Model looks like

,

where T is a diagonal matrix of processing times that is constructed to multiply

rate-based outputs fromf(x). Figure 6-2 shows the structure for this interface. We can

that a Time-based Modelis a Model thathas an underlying Model of process rates.

y Tf x( )=
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Figure 6-2: Linear EWMA Controller Interface Structure

For added flexibility, this interface includes the option to “slave” another Mo

(referred to as the “Primary Model”) to the Time-based Model. That is, a Time-ba

Model does not necessarily need to know what type of underlying Model is generatin

rate-based outputs (and possibly non rate-based outputs). It can simply make use

available method calls to interact with the underlying Model. The iterative back-so

method described in Section 5.1 can be used in this configuration. The Time-based M

implementation for this project makes use of this feature to take advantage of implem

tion reuse and modularity.

To make the Time-based Model usable by the EWMA Controller, we need to pro

access to an underlying offset vector through the Bias Model interface. Our implem

tion assumes a new model of the form

Model

• Func (Inputs)
• Solve (nextTarget)

• Bias (Vector)

Time-Based Model Bias Model

• Primary Model (Model)
• Rate-to-Time Map (Vector)

Time-Based Bias Model
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To do this, the Time-based Model and the Bias Model are (multiply) extended in

Time-based Bias Model. In this case the multiple inheritance scheme is more approp

since the Time-Based Model does not imply or include an underlying offset vector. T

are some implementation details required to make this work properly, but these

reserved for the discussion in Appendix B.

Figure 6-3 shows the fully configured EWMA Controller and Time-based Bias Lin

Model objects that were developed for this project. The core Bias Linear Model

EWMA Controller implementations are reused completely from the original (n

Time-based) EWMA Controller implementation. The Bias Linear Model is slaved t

Time-based Bias Model, which has knowledge of (and can manipulate) everything e

the Linear Model attributes.

Figure 6-3: Object Structure: EWMA Controller and Model

6.3.2  Object Implementations

Because there are two competing distributed object technologies under consider

and because we want to have a flexible system that can easily adapt to future comm

y T f x( ) b+( )=

EWMA Controller
Model (Model)
Alpha (Vector)
PerformControl
(lastOutputs, nextTarget)

Time-based Bias Model
• PrimaryModel

(Model)
• Rate-toTime Map

(Vector)
• Bias (Vector)
• Func (Input)
• Solve (nextTarget)

Bias Linear Model
• Slope (Matrix)
• Intercept (Vector)
• Bias (Vector)
• Func (Input)
• Solve (nextTarget)
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tion infrastructures, one software design goal was to separate the core controller fun

ality from the underlying communication mechanisms. Ideally, the Controller objects

be easily and quickly fitted with new interface technologies. As mentioned earlier, th

accomplished through the use of “wrapper” classes that encapsulate and expose th

tionality of the various objects.

This design constraint is simplified for objects at the end of the chain, such as the

Linear Model object. It does not call on any other objects, so none of its internal met

need to access external objects. The Bias Linear Model is simply extended or inc

with a “wrapper” object that can accept requests from other objects, call the proper

java routines from the Bias Linear Model implementation, then return the results. Ob

that need to call on other objects, such as the Time-based Bias Model and the EW

Controller, must be able to access objects that are “contained” within them. Specifi

difficulties arise when the internal, pure java implementation requires access to an

object’s data or methods. In the end, this access must make use of the selected dist

object technology.

The Java programming language provides the means for an elegant solution t

problem. First, each object is written as anabstract java class that contains all of the

required internal variables and data processing methods, using pure java data typ

clarify, an abstract class is one that must be extended through inheritance before it c

instantiated. Generally this is because the object has (empty) abstract methods tha

be overridden and given functionality. Abstract methods are included for every typ

access that the current object (the client) requires of its “slave” (a “contained” ser

Internally, these abstract methods are called, providing an indirect path to the s
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object. Finally, these abstract java classes are extended through inheritance, a

abstract methods are filled in with code that utilizes the selected distributed object

munication technology.

Thus, the “wrapper” classes for the Time-based Bias Model and the EWMA Con

ler provide two services. First, they expose methods for clients to control their functio

ity. Second, they maintain references to the appropriate “contained” objects and exc

data to and from those objects. In this way, only the “wrapper” classes need to be rew

when switching to a new object communication infrastructure.

6.4 Summary

A flexible, modular interface design for the time-based EWMA run-to-run contro

has been developed using distributed object technology. Further, a set of Micr

COM-based interfaces and object implementations have been developed for integ

into the epi deposition testbed system. This work completes the basic backgroun

building blocks necessary for experimenting with automated run-to-run control. Exp

mental designs, execution strategies, and results are presented in the next chapter.
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Chapter 7

Experimental Results

Experimental work for this thesis is composed of two sequential steps. First, as desc

in Chapter 4, a large set of designed experiments was performed to gather inform

about the system and build process models. Section 7.1 describes these experime

analyzes the resulting data. Section 7.2 introduces detailed plans for utilizing DOE d

an industrial control run scenario.

7.1 Design of Experiments: Structure, Execution, and Analysis

This section provides a description and analysis of the designed experiments. S

7.1.1 details the experimental design and execution, while Sections 7.1.2 through

analyze the resulting data in terms of process stability and noise, process model con

tion, and process optimization. Section 7.1.5 presents simulated run-to-run control sc

ios using the resulting noise characteristics, time-based models for thickness, and

models for resistivity.

7.1.1  Experimental Design and Execution

The DOE was composed of 128 two-level fractional factorial design points, 18 a

points, 8 center points, and 4 additional replicates of a randomly chosen fractional f

rial design point, for a total of 158 runs. There were nine tunable parameters, exclu

deposition time, which is held constant across all of the experiments. A full facto

design with these nine parameters at two different levels would require 512 experim

but a one-quarter fractional factorial design was used to select 128 design points. Tab
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specifies the actual input levels that were used in the design. Input levels for the axia

were set to at the  levels.

Table 7-1: DOE input levels

C programs were written to prepare the set of DOE recipes for execution. Techn

based on those described in [Mon91] were used to break the design into a one-q

fraction. However, limitations in the ability to manipulate recipe settings required the

of our own DOE software, rather than simply utilizing an off-the-shelf package. W

most parameters are conveniently available through the system’s front panel, binary

files, and through SECS-based communications with the equipment, there are tw

tings, center gas flow and outer gas flow, that had to be manipulated manually at the e

Factor
Lower
axial
(- )

Lower
(-1)

Center
(0)

Upper
(+1)

Upper
axial
(+ )

Deposit time (sec) N/A N/A 50 N/A N/A

Deposit temperature (oC) 1090
(-1.500)

1100 1120 1140 1150
(1.500)

Dopant mixing ratio (%) 20
(-1.500)

30 50 70 80
(1.500)

Dopant main flow (sccm) 40
(-1.571)

80 150 220 260
(1.571)

% Lower power 45
(-1.667)

47 50 53 55
(1.667)

% Inner power 40
(-1.429)

43 50 57 60
(1.429)

Dilutant (H2) flow (slm) 30
(-1.500)

35 45 55  60
(1.500)

Trichlorosilane (TCS) flow
(slm)

10
(-1.667)

10.8 12 13.2 14
(1.667)

Center gas flow valve
(Accusett inner setpoint)

115
(-1.667)

123 135 147 155
(1.667)

Outer gas flow valve
(Accusett outer setpoint)

60
(-1.667)

68 80 92 100
(1.667)

α±

α α
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ment before processing a wafer.

The preferred method for running a DOE is to randomize the order in which the de

points are executed; either the whole design is randomized, or blocks of design poin

randomized together. Unfortunately, these randomizations would require someone

next to the equipment during all 158 DOE runs and manually modify the center and o

gas flow valves (Accusetts) before each run. This scenario simply leaves too much

for human error, and requires too much of the process engineer. The goal is to creat

of DOE runs, configure the software and the processing equipment, and let most o

experiments run automatically without intervention. To enable this, a program was wr

to extract a blocked, randomized fractional factorial design such that each block con

groupings of designs with the same (two-level) Accusett values. With two manual set

there are four different combinations that occur in the fractional factorial design. Thu

software generates four different internally randomized blocks, plus separate bloc

axial and center points. This DOE structure provides a reasonable trade-off betw

truly randomized design and a convenient method for running the experiments.

After selecting the ordered set of DOE runs, a system for efficiently and accura

performing the experiments was implemented. Ideally a DOE module within a Cell C

troller could generate the experimental design, then take over the processing equi

and step through the recipes one at a time. Eventually a complete Cell Controller im

mentation should provide this capability, but a simple and effective method was us

ensure smooth, error-free processing of the design. Binary recipe files were create

named sequentially for each of the DOE runs. Before processing a cassette, the prop

ipe was assigned to each wafer slot. The equipment was then configured to automa
161
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process the wafers in sequence, which took care of setting all recipe parameters exc

the two Accusetts.

The runs were broken up into four lots, three with 40 wafers and one with 38. All r

pes that required Accusett modifications between runs were loaded into the front e

each lot, so the process engineer only needed to physically be at the equipment for th

five to seven wafers. After that, a single combination of Accusett values applied fo

rest of the lot.

The wafers in each lot were run sequentially on a single (epi) chamber tool at App

Materials. Before the start of each lot, a monitor wafer was run at the same setting

were used for the last wafer in the lot. Unfortunately, wafers were broken during the

cessing of lots 1 and 4, which left wafer shards in the chamber. The chamber was o

and cleaned, then “redo” lots were run to replace the data for broken wafers and all w

that were processed after a broken wafer.

After depositing epi on the wafers, each were measured by off-line thickness and

tivity sensors. 164 thickness measurements were taken using four diameter scans w

sites each, as shown in Figure 7-1. All measurements at each radius (four measure

for the center point and eight measurements for all other radii) were averaged to pr

21 radial site thicknesses. These measurements are highly repeatable and accurate
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Figure 7-1: DOE thickness measurement map

Due to repeatability and throughput issues for the mercury probe, four repetitions

single diameter scan (with 21 sites) were taken for resistivity measurements, as sho

Figure 7-2. All four scans were reviewed and the “best” one was selected for each w

(Process engineers at Applied Materials were the primary source for determining w

results were the best. Selection criteria included looking for measurement scans tha

vided reasonable values with minimal site-to-site variation and good radial symme

This scan was similarly averaged, where there was a single center point and two me

ments for all other radii, resulting in 11 radial site resistivities. Only 10 sites were reta

for analysis since the outermost resistivity measurements demonstrated high variatio

was not well modeled.

Unfortunately, the sensor was only able to provide reasonably accurate data fo

out of the 158 experiments. Two separate rounds of measurements were perform

engineers at Applied Materials, but the lack of human resources and sensor availa
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precluded attempts to re-measure more of the wafers. While not optimal, it is hoped

the available data provide enough information for good models of resistivity.

Figure 7-2: Resistivity measurement map

7.1.2  Process Stability and Noise

Process stability and noise are addressed by analyzing experimental replicate

monitor wafers. Pairs of center points were run at the beginning of each of the four

lots, yielding a total of eight center point replicates. There were also five replicates

randomly selected fractional factorial design point, which were also run at the start of

lot. Monitor wafers provide information about process stability and drift during the cou

of each lot.

Examination of the measurements reveals that deposited thickness appears to b

stable over time and after processing at a variety of equipment settings. Also, the

demonstrate considerable variation in thickness profiles across the different DOE pr

settings, indicating that effective process optimization and control are possible. The
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tivity data show much noisier results, and the lack of a full data set limits the abilit

compensate for any process shifts or drifts. The next two subsections consider pr

noise and stability for thickness and resistivity.

Thickness

Center point replicate pairs provide both a means for estimating process shifts be

separate lots, and a way to estimate the type(s) of noise in the system. Figure 7-3

the radial thickness measurements from these eight runs. The data do appear to be

clustered around the grand mean of all center point measurements. However, consid

ing each pair of center points and shifting them such that the mean of those two r

scans lines up with the grand mean from all of the scans. Figure 7-4 shows the res

data.

Figure 7-3: Thickness: Original Center point replicates
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Figure 7-4: Thickness: Adjusted Center point replicates

The adjusted center point replicates cluster themselves considerably more t

around the grand mean. All of the data in each lot can be adjusted using the same

factors to account for process shifts between the lots. While there is no guarante

these manipulations actually produce a “better” data set, we will see later that models

using the adjusted data provide a better fit. This strongly suggests that the adjustme

appropriate.

Monitor wafers provide information about process drift during the course of each

Unfortunately, the monitor wafer for lot 2 was incorrectly processed, so no informatio

process drift is available for that lot. However, monitors and their corresponding DOE

are available for all other lots, including the two redo lots. For example, Figure 7-5 sh
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the thickness profiles of the monitor and actual DOE wafers for lots 3 and 4. All mon

wafers indicate a slight trend toward increasing thickness (deposition rate) over the c

of processing a lot. Table 7-2 presents the drift measurements based on monitor w

The table shows that these drifts are quite small, but they can be accounted for.

Figure 7-5: Thickness: Lots 3 and 4: monitor and final runs
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Table 7-2: Thickness: Monitor wafer drift measurements

A linear extrapolation of scale factors can be used to account for this process

throughout each lot. Again, the argument for making these types of adjustments w

backed by superior modeling results when using the adjusted data. Also note the ra

uniformity characteristics shown by the two DOE runs in Figure 7-5. Profiles vary fr

center thick to center thin, indicating that there is great opportunity for process mode

optimization, and control. Also, it is worth noting that drifts in deposited thickness app

to primarily occur uniformly across all of the radial sites. The use of our “joint sens

monitoring strategy described in section 4.3.3 is ideal for this scenario.

To further compare repeatability and variation properties of the system, five replic

of a single randomly selected factorial design point were run. The results may be

pared with those from the center point replicates. Figure 7-6 displays the radial thick

plots for the five replicates of this experimental design point, after shift and drift adj

ments.

Lot
Thickness drift
(microns/run)

Deposition rate drift
(microns/sec/run)

Lot 1 0.0011 0.0224 x 10-3

Lot 1 Redo 0.0055 0.1091 x 10-3

Lot 2 --- ---

Lot 3 0.0013 0.0263 x 10-3

Lot 4 0.0028 0.0566 x 10-3

Lot 4 Redo 0.0019 0.0381 x 10-3

Average 0.0025 0.0505 x 10-3
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Figure 7-6: Thickness: Factorial design point replicates (adjusted)

Most of the noise found in the replicate data of Figures 7-4 and 7-6 appears to c

from a general mean shift across all of the radial sites. Figure 7-7 shows the cente

factorial replicates together with each radial scan shifted such that the means of each

cate lie on their respective grand means. Clearly the individual site noise is much sm

than the mean shift noise. Estimates of the mean shift noise are extracted from th

seen in Figures 7-4 and 7-6, while individual site noise can be estimated using the da

played in Figure 7-7.
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Figure 7-7: Thickness: Mean centered replicates

An estimate of mean shift noise is determined from the center point replicates thr

a range-based method. Remember that the data are already mean shifted such t

grand average of each replicate pair lines up with the grand mean across all center

replicates. This implies that estimates of noise (standard deviation) should be based

pooled variance from each replicate pair. For small sample sizes, such as groups o

the estimate of standard deviation should use sampled ranges, as in

, , . (Eq 7-1)

The j indices refer to the radial site location, whilei indexes the eight replicates. There a

four sample ranges for mean shift noise, one for the difference in mean within each

cate pair.
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After removing the mean shifts between all center point replicates, as shown in F

7-7, there are 21 groupings of eight data points, by which the site noise may be estim

A pooled variance strategy can be used to combine those 21 estimates of variance,

 and . (Eq 7-2)

Thect terms refer to thickness measurements after the scans are re-centered. There

appear to be some added structure to the site noise seen in Figure 7-7, but for the s

simplicity, and due to the relatively small number of replicates, the site noise is estim

as a constant across all of the sites.

Estimates of mean shift noise for the factorial replicates are simply found using

“normal” sample variance, which is

. (Eq 7-3)

This method may be used because, unlike the center point replicates, these radia

have not been shifted in relation to each other. After mean centering the scans, an es

of site noise uses the same form as that shown in Equation 7-2.

Table 7-3 shows the estimates for mean shift noise and site noise for the two diff

replicate types. Both types of noise are exceedingly small when compared to the

mean of the respective replicates. As a ratio of the mean, the standard deviation is les

0.5 percent in all cases. The mean shift noise appears to be roughly three times large

the individual site noise. Also, the system exhibits roughly the same type and amou

noise at two different process settings, which lends support to some of the assum

made in Section 4.2.2 on the analysis of multiple response surface techniques.
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Table 7-3: Thickness: Noise estimates from the DOE replicates

Some of the added structure in the site noise is likely explained by the same fe

that is used to justify the joint sensor monitoring strategy described in Section 4.3.3

correlation structure of the DOE (measured-modeled) thickness errors is shown in F

7-8. Each individual line in the plot is the set of correlation coefficients for one of

thickness measurement sites with respect to all other thickness sites. For the linea

extrapolation strategy proposed earlier, the ideal output error correlation structure w

look like the set of parallel lines that appear in Figure 7-9. While the measured correl

structure is not exactly ideal, its striking similarity provides hope that linear error extra

lation will work well. This structure is also likely to affect the correlations in site nois

which could further explain any “non-randomness” seen in Figure 7-7. However, as s

earlier, this possibility will be ignored for simulation and implementation purposes.

Replicate Type Type of Noise
Std. Dev. of Noise

(microns)

Center Mean shift noise ( ) 0.0136 (0.46%)

Center Site noise ( ) 0.0041 (0.14%)

Fractional Factorial Mean shift noise ( ) 0.0104 (0.35%)

Fractional Factorial Site noise ( ) 0.0035 (0.12%)

σ̂µ

σ̂site

σ̂µ

σ̂site
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Figure 7-8: Thickness: Output error correlation structure

Figure 7-9: Thickness: Ideal output correlation structure
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Resistivity

The lack of a complete data set for resistivity limits the ability to compensate for p

cess drifts and shifts during the DOE. Only six of the eight center point replicates and

of the five factorial replicates are available. Also, there is only a single lot whose mo

and final wafer measurements are valid for estimating drift. For these reasons the re

ity data are used “as is,” with no mean centering or drift adjustments.

Figure 7-10 shows the data for the center point and fractional factorial design p

replicates. Considering the scale for these plots, it is clear that there is much more

tion in these outputs, both in terms of mean shift noise and individual site noise. S

these data are not adjusted, sample estimates of variance use the forms found in Eq

7-3 and 7-2 for both replicate types. These estimates are shown in Table 7-4.

Figure 7-10: Resistivity: Center point and factorial design point replicates
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Table 7-4: Resistivity: Noise estimates from the DOE replicates

The sample standard deviation of the noise appears to be considerably higher for

tivity than that found in the thickness measurements. It is unclear how much of the no

due to the system (actual process noise) and how much is due to the sensor (measu

noise). The difficulty in getting the sensor to provide repeatable measurements ind

that a substantial part of the noise is probably introduced by the sensor itself.

7.1.3  Process Model Construction

Models for each of the 21 radial deposition rate sites and the 10 radial resistivity

are generated via a statistically driven polynomial response surface modeling meth

ogy. (Remember that the 21 radial thickness sites use the time-based model, where d

tion rate times deposition time yields final thickness.) A backward elimination, weigh

least square residuals procedure was developed in Matlab, using [DS81] and the JM

ware package from SAS [SAS95]. Model construction begins by fitting a polynom

function to the input-output data and generating Analysis of Variance (ANOVA) para

ters. The polynomial terms accounting for the least amount of output variation are i

tively removed until all remaining terms contribute to the output with probability grea

than or equal to a given cutoff value. First and second order models are considered f

DOE’s deposition rate and resistivity data.

Replicate Type Type of Noise
Std. Dev. of Noise

(ohm-cm)

Center Mean shift noise ( ) 0.0805 (2.87%)

Center Site noise ( )  0.0376 (1.34%)

Fractional Factorial Mean shift noise ( ) 0.0389 (2.57%)

Fractional Factorial Site noise ( ) 0.0322 (2.13%)

σ̂µ

σ̂site

σ̂µ

σ̂site
175



int

not

ffset)

mber

m of

ular

of

num-

t the

F”
Table 7-5 provides a sample (final) ANOVA for a linear model of the center po

thickness output. The “Enter” column indicates with a yes (Y) or no (N) whether or

the specified parameter remains in the model. The fitted “Estimate” is a constant (o

for the intercept parameter, or the slope coefficient for a first order parameter. The nu

of “Degrees of Freedom” for each parameter in a linear model is one. The “Partial Su

Squares” is the amount of variation in the model that is accounted for by that partic

parameter, while the “F Ratio” is the ratio of the “Partial Sum of Squares” to the sum

squared error that is not accounted for by the model, each scaled by their respective

ber of degrees of freedom. Finally, the “Prob>F” column indicates the probability tha

given parameter isnot part of the model. For this table, any parameter with a “Prob>

exceeding 0.1 was removed from the model.

Table 7-5: Thickness center point: Linear model ANOVA (Prob. to leave = 0.1)

SSE
(Sum of

Squared Error)

DFE
(Degrees of
Freedom in

Error)

MSE
(Mean Square

Error)
RSquare RSquare Adj.

0.6535 x 10-4 151  0.4328 x 10-6 0.9731 0.9721

Enter
?

Parameter
Estimate
(slope)

Num
Deg
Fr

SS
(Partial
Sum of

Squares)

“F Ratio” “Prob>F”

Y (intercept) 0.0583 1 - - -

Y Deposit
temperature

1.9341
x 10-3

1 0.5084
x 10-3

1.175
x 10+3

0

N Dopant mixing
ratio

- 1 0.0001
x 10-6

0.0002 0.9876

N Dopant main
flow

- 1 0.2288
x 10-6

0.5269 0.4690
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Deposition Rate

Each of the 21 deposition rate (site) models is a direct function of all nine (non-ti

inputs. Based on the ANOVA information from the resulting linear deposition rate mod

the inputs that most strongly affect the outputs are Center gas flow valve, Outer gas

valve, Deposition Temperature, H2 Flow, and TCS Flow. Figures 7-11 through 7-15 plo

the modeled deposition rate for each radial site as a first order function of the afore

tioned inputs. For each simulation, the selected input is varied throughout its DOE ra

while the remaining eight process settings are held at their DOE center point values

N % Lower power - 1 0.2267
x 10-6

0.5221 0.4711

Y % Inner power 0.1788
x 10-3

1 4.332
x 10-6

10.01 0.0019

Y Dilutant (H2)
flow

0.6176
x 10-3

1 0.0518
x 10-3

0.1198
x 10+3

0

Y Trichlorosilane
(TCS) flow

3.2041
x 10-3

1 1.406
x 10-3

3.2487
x 10+3

0

Y Center gas flow
valve

0.7994
x 10-3

1 0.0875
x 10-3

0.2022
x 10+3

0

Y Outer gas flow
valve

-1.5719
x 10-3

1 0.3384
x 10-3

0.7819
x 10+3

0

Enter
?

Parameter
Estimate
(slope)

Num
Deg
Fr

SS
(Partial
Sum of

Squares)

“F Ratio” “Prob>F”
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Figure 7-11: Deposition Rate: 1st order functions in terms of Center Gas Flow Valve

Figure 7-12: Deposition Rate: 1st order functions in terms of Outer Gas Flow Valve
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Figure 7-13: Deposition Rate: 1st order functions in terms of Temperature

Figure 7-14: Deposition Rate: 1st order functions in terms of H2 Flow
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Figure 7-15: Deposition Rate: 1st order functions in terms of TCS Flow

Notice that the deposition rate as a function of radius is highly nonlinear for man

the plots. However, we must remember that the site models absorb this nonlinearity

outputs do not directly model the rate as a function of radius; each radial site is a sep

model. Thus, in these five figures, the models only contain terms from the process se

and not the radius.

It is interesting to see the various effects these inputs have on the deposition rat

formity. The inner and outer gas flow valves operate as one would expect; increasin

flow to the center of the wafer increases the deposition rate at the center of wafe

decreases the deposition rate near the edge of the wafer. Increasing the gas flow

edge of the wafer has the opposite effect. Increasing the deposition temperature and

gas flow increase the deposition rates roughly uniformly across the wafer, which m
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sense for a reaction rate limited system. The intuition on effects from the hydrogen

flow is not so clear. It seems to exhibit characteristics similar to those from the cente

flow valve. The inner and outer gas flow valves and the hydrogen gas flow appear to

the most influence over uniformity.

The quality of these deposition rate models can be considered using a number o

ferent criteria. First, an (ANOVA-based) R-squared analysis provides estimates fo

percentage of output variation that is accounted for by the models. Table 7-6 provide

R-squared information for the 21 deposition rate sites using both the adjusted and

justed DOE data. For the unadjusted DOE data, the first order (linear) models captu

average of 96.5% of the variation, while the second order polynomials capture app

mately 98.7%. For the adjusted data, the linear models contain about 97.2% of the

tion, and the second order models contain about 99.1%. Note that all models built wit

adjusted data demonstrate better fit than those built with the unadjusted data. This is

evidence that the adjustments described earlier for process shifts and drifts are provi

“cleaner” data set. These results also show that the second order models repres

DOE data extremely accurately. However, it is more important to note that the linear m

els also provide excellent modeling capability, suggesting that the proposed time-b

controller with linear rate models will work well.

Table 7-6: Deposition rate: R-squared results for model fit

Radial site
(microns)

Data Unadjust
1st order

Data Unadjust
2nd order

Data Adjust
1st order

Data Adjust
2nd order

0.00 0.9667 0.9893 0.9731 0.9918

4.85 0.9670 0.9894 0.9734 0.9916

9.70 0.9678 0.9887 0.9750 0.9918
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These models also provide a means for estimating the amount of noise in the sy

The model error for each DOE run can be broken down into mean shift noise and

noise, as was done with the noise estimates from the DOE replicates. Using first an

ond order models from the adjusted DOE data, Table 7-7 presents the noise due to

error. (The table data for the replicate-based noise estimates are also provided for c

nience.)

14.55 0.9694 0.9884 0.9763 0.9912

19.40 0.9696 0.9873 0.9768 0.9908

24.25 0.9688 0.9871 0.9765 0.9903

29.10 0.9684 0.9865 0.9758 0.9900

33.95 0.9676 0.9871 0.9748 0.9902

38.80 0.9678 0.9875 0.9743 0.9901

43.65 0.9677 0.9872 0.9737 0.9903

48.50 0.9670 0.9868 0.9728 0.9906

53.35 0.9657 0.9866 0.9726 0.9906

58.20 0.9649 0.9867 0.9729 0.9902

63.05 0.9634 0.9865 0.9721 0.9901

67.90 0.9617 0.9865 0.9716 0.9901

72.75 0.9602 0.9864 0.9705 0.9897

77.60 0.9597 0.9864 0.9693 0.9900

82.45 0.9595 0.9864 0.9685 0.9901

87.30 0.9613 0.9866 0.9683 0.9906

92.15 0.9628 0.9866 0.9677 0.9904

97.00 0.9591 0.9852 0.9626 0.9903

Average 0.9650 0.9871 0.9723 0.9905

Radial site
(microns)

Data Unadjust
1st order

Data Unadjust
2nd order

Data Adjust
1st order

Data Adjust
2nd order
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Table 7-7: Thickness: Noise estimates from the process models

The second order models demonstrate noise characteristics that are very close to

found in the replicate data. These models demonstrate a mean shift noise with a sta

deviation of 0.0159 microns, while the replicate data indicate mean shift noise with a

dard deviation of 0.0136 and 0.0104 microns. Similarly, an estimate of the standard d

tion of the site noise from the second order models is 0.0049 microns, which comp

favorably with replicate-based estimates of 0.0041 and 0.0035 microns. For this re

the second order models provide an ideal level of model complexity. That is, higher o

models could better fit the data, but they would probably be fitting to the noise in the

tem, and therefore providing worse process models.

The first order models demonstrate approximately twice as much noise as the

cate-based estimates. This indicates that some model-based noise will be generate

using them for control, but we expect the system to perform adequately.

Estimate based on: Type of Noise
Std. Dev. of Noise

(microns)

1st Order process models Mean shift noise ( ) 0.0267 (0.90%)

1st Order process models Site noise ( ) 0.0096 (0.32%)

2nd Order process models Mean shift noise ( ) 0.0159 (0.53%)

2nd Order process models Site noise ( ) 0.0049 (0.16%)

Center Replicates Mean shift noise ( ) 0.0136 (0.46%)

Center Replicates Site noise ( ) 0.0041 (0.14%)

Fractional Factorial Repl. Mean shift noise ( ) 0.0104 (0.35%)

Fractional Factorial Repl. Site noise ( ) 0.0035 (0.12%)

σ̂µ

σ̂site

σ̂µ

σ̂site

σ̂µ

σ̂site

σ̂µ

σ̂site
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Resistivity

Each of the 10 resistivity (site) models is a direct function of all nine (non-tim

inputs. Based on the ANOVA information from the resulting linear resistivity models,

inputs that most strongly affect the outputs are Dopant Ratio, H2 Flow, TCS Flow, and

Deposit Temperature. Dopant Main Flow, while not providing large coefficients for

resistivity models, is forced to be included because it is a well known control knob

fine-tuning resistivity. It should also be noted that Dopant Ratio has by far the stron

effect on the outputs, and that all others have significantly weaker effects than those

in the deposition rate models. Figures 7-16 through 7-20 plot the modeled resistivit

each radial site as a first order function of the aforementioned inputs. (For viewing

poses, the directions for increasing radius and input factor settings are reversed from

used in the deposition rate model plots.) For each simulation, the selected input is v

throughout its DOE range, while the remaining eight process settings are held at

DOE center point values.
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Figure 7-16: Resistivity: 1st order functions in terms of Dopant Ratio

Figure 7-17: Resistivity: 1st order functions in terms of Main Dopant Flow

−1

−0.5

0

0.5

1

0

20

40

60

80

100

1

2

3

4

5

6
R

es
is

tiv
ity

 (
oh

m
-c

m
)

Radius
Dopant Ratio

−1

−0.5

0

0.5

1

0

20

40

60

80

100

3.1

3.2

3.3

3.4

3.5

3.6

Main Dopant Flow

R
es

is
tiv

ity
 (

oh
m

-c
m

)

Radius
185



Figure 7-18: Resistivity: 1st order functions in terms of H2 Flow

Figure 7-19: Resistivity: 1st order functions in terms of TCS Flow
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Figure 7-20: Resistivity: 1st order functions in terms of Temperature

The plots of uniformity as a function of Dopant Ratio, Dopant Main Flow, and T

Flow make intuitive sense. Increasing the Dopant Ratio or the Dopant Main Flow prov

more doping material to the deposition chamber, leading to higher doping concentra

in the epi film. (Keep in mind that increased doping concentration maps into decre

resistivity due to a 1/N type of relation.) Conversely, increasing the TCS source gas fl

introduces more pure silicon into the system, yielding films with lower doping concen

tions and higher resistivities.

Changing the dilutant H2 Flows as shown in Figure 7-18 could affect the syste

through one or two mechanisms. First, the increasing H2 gas flows could dilute the TCS

source concentration more than dopant source gas, yielding an environment whe

TCS source concentration decreases relative to that of the dopant source. Alternative
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altered H2, TCS, and dopant concentration mix could yield a system with different rela

chemical reaction or transport rates for incorporating silicon and doping material into

film.

There is not a clear explanation for the temperature induced effects seen in F

7-20. It is possible that temperature changes are altering the chemical and/or physic

cesses involved with incorporating silicon source and dopant material into the formin

film. It appears as though increased temperatures result in an increased rate of d

incorporation, relative to that of silicon.

Notice that the resistivity models do not demonstrate any strong controls for man

lating the resistivity uniformity. That is, the plots shown above demonstrate an abilit

shift the resistivity profile up and down, but they do not indicate that the resistivity n

the wafer’s center can be adjusted relative to the resistivity near the wafer’s edge.

makes sense, given the type of control knobs available in the system. The primary u

mity controls for thickness were through manipulating the relative gas flows to the i

and outer regions of the wafer. However, the relative composition of these two flows

not be changed; the same source gases flow through each. Thus, while the resultin

may be nonuniform in thickness, we expect that the film composition, and thus resist

should be relatively uniform. Observations that this is indeed true also provide evid

for the assumption that thickness (and thus deposition time) does not affect resistivi

As with the thickness models, the resistivity modeling quality can be considered u

the (ANOVA-based) R-squared analysis. Estimates for the percentages of output

tions that are accounted for by the models are found in Table 7-8. With the available u

justed DOE data, the first order (linear) models capture an average of 91.9% o
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variation, while the second order polynomials capture approximately 97.6%. These re

show that neither first order, nor second order models represent the resistivity data a

as the thickness data. There are any number of possible reasons, such as high m

ment or process noise, or the response surface might simply require a high order m

However, with only 113 (or even 158) data points it is impossible to build a generic t

order model for this system. A third order model with 9 inputs has 220 coefficients, w

would require at least 220 data points for fitting purposes. While the second order m

do provide better data fitting capability, it is hoped that the first order models will be g

enough for closed loop control.

Table 7-8: Resistivity: R-squared results for model fit

Once again, model error from the DOE runs is broken down into mean shift noise

site noise for comparison against the replicate-based noise estimates. These resu

Radial site
(microns)

Data Unadjust
1st order

Data Unadjust
2nd order

0.00 0.9224 0.9807

9.70 0.9148 0.9710

19.40 0.9301 0.9835

29.10 0.9370 0.9892

38.80 0.9389 0.9886

48.50 0.9376 0.9889

58.20 0.9310 0.9852

67.90 0.9180 0.9757

77.60 0.8883 0.9544

87.30 0.8738 0.9415

Average 0.9192 0.9759
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shown in Table 7-9. (The table data for the replicate-based noise estimates are als

vided for convenience.)

Table 7-9: Resistivity: Noise estimates from the process models

As one might suspect from the R-squared analysis, both the first and second

models provide relatively noisy estimates of the DOE data. This noise is larger than

predicted by the replicates. It is expected that this will create less accurate resistivity

trol, especially when coupled with the fact that resistivity data are only available o

lot-to-lot basis. However, this information gives us the opportunity to run simulations w

models of different fidelity and systems with different noise characteristics.

7.1.4  Process Optimization

The resulting site models for deposition rates and resistivities are combined with a

function to model the cost in terms of the ten process settings. As presented in Se

4.2.2 (Equation 4-7), the cost function is

.

Estimate based on: Type of Noise
Std. Dev. of Noise

(microns)

1st Order process models Mean shift noise ( ) 0.6117 (18.0%

1st Order process models Site noise ( ) 0.1635 (4.8%)

2nd Order process models Mean shift noise ( ) 0.3117 (9.16%

2nd Order process models Site noise ( ) 0.1481 (4.35%)

Center Replicates Mean shift noise ( ) 0.0805 (2.87%)

Center Replicates Site noise ( )  0.0376 (1.34%)

Fractional Factorial Replicates Mean shift noise ( ) 0.0389 (2.57%)

Fractional Factorial Replicates Site noise ( ) 0.0322 (2.13%)

σ̂µ

σ̂site

σ̂µ

σ̂site

σ̂µ

σ̂site

σ̂µ

σ̂site

Cost Wti Tti r i x( ) d⋅( )–( )[ ]2

i
∑ Wρ j Tρ j ρ j x( )–( )[ ]2

j
∑+=
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This function uses time-based models for thickness and may be combined with any ty

underlying deposition rate and resistivity models, such as the first and second order

nomials described above. Constrained optimizations of the cost function provide op

operating points for initiating run-to-run control experiments. The bounds for each i

are set to the factorial design limits ( ) shown in Table 7-1, which are presumed to

tain the input space where the models are most accurate.

The following sections look at the details involved in selecting the exact cost func

parameters and the subsequent optimization results.

Selecting the Cost Function Parameters

Given the process models constructed in the previous section, the cost function

only be filled in with appropriate targets and weighting terms. Target values are (s

what arbitrarily) selected to be near the measurements from the center point repli

Target thicknesses are all set to be 3.00 microns and target resistivities are all set to b

ohm-cm.

The output weights are based on a number of factors, as described in Section

First the weighting terms for thickness and resistivity are initialized to the relative sur

area that each radial site represents. These values essentially set the relative w

between outputs of the same type. Figure 7-21 shows a sample area weighting sc

which is based on the radial position of the measurement sites. The dashed circle

radii at the measurement locations, while the circles with solid lines have radii that a

age the two adjacent measurement locations. The innermost circle (center point) an

ermost circle are technically both dashed and solid. The representative regions fo

endpoints are exceptions and must be handled differently. The “lower” radius for the

1±
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ter area is forced to be zero, while the “upper” radius for the edge area is set equal

maximum measurement radius. The algorithm makes no assumptions about any rep

tative area beyond the last measurement radius.

Figure 7-21: Sample output weighting based on representative area

One concern arises from the form of the cost function, where the output weight

squared before acting on the error terms. For this reason the square root of the area

weighting terms are kept. This concern shows itself repeatedly throughout the follo

manipulations.

This type of weighting is analogous to using a cylindrical shell approximation for e

volume. Better approximations may be obtained using thin plate spline error volume

mation techniques, as presented in [DGLH96]. However, the use of a dense samplin

tern can eliminate the need for a more complicated weighting scheme.
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Next, the weights need to be adjusted to properly reflect the trade-off between h

target thickness versus hitting target resistivity, which is driven by a user supp

trade-off factor. For this work, the factor was chosen to be unity, implying that both th

ness and resistivity are equally important. This factor could be selected by using a nu

of different criteria, including the following:

• Is it desirable for one output type to achieve target more closely? If so, use larg

weights for those outputs.

• Are the process models more accurate for some of the outputs? If so, then the

weights could be increased for the more accurate output models, since they

more likely to achieve the predicted results. Alternatively, the weights for the

less accurate model outputs could be increased to force them closer to thei

gets, knowing that larger noise factors might make the predicted errors eve

worse.

This trade-off is controlled through two different adjustments. The relative weig

within each output type are left unchanged during both of these adjustments. Firs

area-based weights from above are scaled such that the ratio of their sum of square

to the fact that the weighting terms are squared) matches the given trade-off factor.

each output weight is divided by its respective target value. This ensures that erro

properly combined with respect to their scale. Considering that different output t

might use vastly different scales, relative errors must be considered as a percent

deviation from target.

Table 7-10 shows the initialization of and adjustments to the output weights base

this strategy. The thickness vs. rho trade-off factor is set to unity, the target thickne

3.00 microns, and the target resistivity is 3.36 ohm-cm.
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Table 7-10: Output weighting adjustments

Output 1)Area weights 2)Trade-off adjust 3)Target scaling

Thick (r = 00.00) 4.2982 3.8684 1.2895

Thick (r = 04.85) 12.1571 10.9414 3.6471

Thick (r = 09.70) 17.1928 15.4734 5.1578

Thick (r = 14.55) 21.0568 18.9510 6.3170

Thick (r = 19.40) 24.3143 21.8827 7.2942

Thick (r = 24.25) 27.1842 24.4656 8.1552

Thick (r = 29.10) 29.7788 26.8007 8.9336

Thick (r = 33.95) 32.1648 28.9481 9.6494

Thick (r = 38.80) 34.3856 30.9468 10.3156

Thick (r = 43.65) 36.4714 32.8241 10.9414

Thick (r = 48.50) 38.4443 34.5996 11.5332

Thick (r = 53.35) 40.3207 36.2884 12.0961

Thick (r = 58.20) 42.1136 37.9020 12.6340

Thick (r = 63.05) 43.8332 39.4496 13.1499

Thick (r = 67.90) 45.4879 40.9388 13.6463

Thick (r = 72.75) 47.0844 42.3757 14.1252

Thick (r = 77.60) 48.6286 43.7654 14.5885

Thick (r = 82.45) 50.1252 45.1124 15.0375

Thick (r = 87.30) 51.5784 46.4202 15.4734

Thick (r = 92.15) 52.9918 47.6923 15.8974

Thick (r = 97.00) 38.2032 34.3827 11.4609

Rho (r = 00.00) 8.5965 8.5965 2.5585

Rho (r = 09.70) 24.3172 24.3172 7.2373

Rho (r = 19.40) 34.3919 34.3919 10.2357

Rho (r = 29.10) 42.1201 42.1201 12.5358

Rho (r = 38.80) 48.6162 48.6162 14.4691

Rho (r = 48.50) 54.3511 54.3511 16.1759

Rho (r = 58.20) 59.5596 59.5596 17.7261

Rho (r = 67.90) 64.3329 64.3329 19.1467

Rho (r = 77.60) 68.7756 68.7756 20.4689

Rho (r = 87.30) 50.8606 50.8606 15.1371
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Cost Function Optimization Results

Matlab’s constrained optimization routine (“fmincon”) is used with the cost funct

described above for both the first and second order models. As was shown in Se

5.1.4, even a simple overdetermined system with time-based models can result in m

optimal solutions. The added constraints of finding solutions within a bounded space

provides the opportunity for local minima. Assuming an iterative optimization solve

used, different optimal solutions may be found by starting at different operating po

For this reason, a set of 1,024 different initial operating points is constructed and pa

through the optimizer, one at a time. The points are selected through a two-level full f

rial combination of all 10 inputs at their levels. (Reasonable levels are selected fo

deposition time, since it does not technically have  levels.)

Performing a complete optimization with a large number of iterations and a fine te

nation tolerance takes considerable computational time, even with the computing pow

today’s high end workstations. For this reason all of the starting points are first proce

using a limited number of iterations and a course termination tolerance. The resultin

of optimal solutions are sorted to help find local minima. Figures 7-22 and 7-23 show

final optimized cost from all 1,024 optimizations, sorted from lowest cost to highest c

for both first and second order models.

0.5±

0.5±
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Figure 7-22: First order models: Sorted optimized cost

Figure 7-23: Second order models: Sorted optimized cost
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The highlighted regions in each graph represent groups of optimizations wher

first pass solutions provide nearly identical optimal input settings, and thus nearly id

cal costs. Exemplar solutions from each of these regions are passed through the op

tion routine again, but with an extremely fine termination tolerance and an essen

unlimited number of available iterations. The results of the second optimization

determine where actual local minima exist. (It is possible that some of these regions

actually lead to minima, but simply “slowed down” the rough optimization process fr

the first pass on its way to true local minima.) We find that the first order models lead

unique solution within the bounded region, while the second order models result in

different local minima.

Solutions from the first order time-based models are verified against that found b

iterative solver described in Chapter 5, and they are found to be approaching the

minimum. Clearly the simpler models lead to lower risk of multiple local minima lyi

within the bounded region, making these systems more suitable for use with an ite

solver. Note that the second order models are likely to provide better simulated re

because they are able to find lower cost solutions, as seen in Figures 7-22 and 7-23

ever, second order models make the optimization problem much more difficult du

increased complexity and computational demands, combined with the increased

hood of obtaining multiple locally optimal solutions.

7.1.5  Run-to-Run Control Simulations

To demonstrate control, thickness and resistivity models are initialized to unif

radial profiles at target values. Process drift is added to the simulated system, whi

controller attempts to maintain target output values. This scenario is considered first w
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system that presents no noise to the controller and allows the controller to apply

changes with very fine (nearly continuous) precision. Next, the controller acts on the

noiseless system, but is only allowed to use discretized inputs, where the discretiz

levels are selected to match those available on the actual processing equipment. Th

troller is then tested with a noisy system, where the process noise is similar to that f

through the DOE replicate data. This system is again controlled using both continuou

discretized inputs.

The Noiseless Continuous System

The time-based controller is first tested with a drifting system that has no proce

sensor noise. In addition, the controller is allowed to select inputs with a granularity

cretization level) of 0.00001, meaning that there are 20,000 discrete input levels ava

between -1 and +1. This enables the controller to select from a near-continuous

input levels. The noiseless, continuous system provides a best case scenario, or

mark, for how well the system could perform if the process models and sensors pr

perfect information.

For convenience, the target thicknesses and resistivities are again uniformly set to

microns and 3.36 ohm-cm, respectively. These values are selected to be near the a

outputs predicted by the process models when the center point inputs are applied

system.

Figure 7-24 shows a drifting process where the uncontrolled thickness becomes g

ally thicker with time (run number). Note also that sites near the center drift more qui

than those near the edge. Thus the films are gradually becoming thicker and less un

The full multi-objective controller is demonstrated by simultaneously engaging a drif
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resistivity model in the system. Figure 7-26 shows a drifting process where the mean

tivity across the whole wafer increases linearly with time, while the uniformity rema

constant. It is important to note that the drifting effects shown in Figures 7-24 and 7-2

taking place simultaneously, and thus the controller is compensating for both drifts s

taneously as well. Figures 7-25 and 7-27 plot the thickness and resistivity uniform

achieved by using the run-to-run controller, when applied to this drifting process. The

troller uses EWMA weights ( ) of 0.7 for all outputs.

Figure 7-24: Noiseless System: Uncontrolled Thickness
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Figure 7-25: Noiseless Continuous System: Controlled Thickness

Figure 7-26: Noiseless System: Uncontrolled Resistivity
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Figure 7-27: Noiseless Continuous System: Controlled Resistivity

As shown by Figure 7-25, the controller is able to correct for the increasingly non

form thickness and maintain outputs very close to target. While it is difficult to see f

these plots, the system accurately simulates the combined use of lot-to-lot and run-

thickness measurements. Once every ten runs (one “lot”), the controller is presented

the full set of thickness measurement sites. For the other nine runs in each lot, the

extrapolation joint sensor measurement technique described in Section 4.3.3 is used

in sites that are not sampled. Small disturbances in the controlled thickness plot are n

able where full radial scan information is used. One could imagine using different se

EWMA update weights, depending on whether the true off-line data are available, or

system has virtual outputs from the in-line data. These simulations use the same w

for both cases. This technique works well for the noiseless simulations in part becau
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uncontrolled thickness maintains a linear profile as the drift progresses.

Note the “bumpiness” of the controlled resistivity in Figure 7-27 versus the smo

surface of the controlled thickness. This part of the simulation demonstrates some e

of using lot-to-lot EWMA control for a rapidly drifting process. As described above, m

sured thicknesses are presented to the controller after every wafer, representing run

control. Measured resistivities are only presented to the controller once every ten

representing lot-to-lot control. The controller cannot react to drifts between meas

wafers, thus the process continues to drift during the processing of a lot. This type of

ing resistivity is not expected to occur in the actual equipment, so the results are prim

for demonstration purposes. If such persistent and rapid drifts are found to occur, a d

EWMA (or PCC) controller can be implemented and applied to the problem [Smi96]

Figure 7-28 plots the input trajectories for the time and non-time inputs. The sim

tion requires changes in the non-time inputs that are comparable to their bounded r

(+/- 1). Also, the lot-to-lot updates result in noticeable discontinuities (bumps) in the in

trajectories, much like those seen in the controlled resistivity plot.
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Figure 7-28: Noiseless Continuous System: Controlled Input Trajectories

The Noiseless Discrete System

The drifting processes shown in Figures 7-24 and 7-26 are employed once agai

this time the controller is required to select discretized process settings. Table 7-11

fies the discretization levels available for the processing equipment. Figures 7-29 and

show the resulting controlled thickness and resistivity profiles. Figure 7-31 shows

input trajectory used to obtain these results.
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Table 7-11: DOE input discretization levels

Figure 7-29: Noiseless Discrete System: Controlled Thickness

Factor Discretization level

Deposit time 0.1 sec

Deposit temperature 1.0oC

Dopant mixing ratio 0.1 %

Dopant main flow 0.1 sccm

% Lower power 1.0 %

% Inner power 1.0 %

Dilutant (H2) flow 0.1 slm

Trichlorosilane (TCS) flow 0.1 slm

Center gas flow valve
(Accusett inner setpoint)

1 “unit”

Outer gas flow valve
(Accusett outer setpoint)

1 “unit”
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Figure 7-30: Noiseless Discrete System: Controlled Resistivity

Figure 7-31: Noiseless Discrete System: Controlled Input Trajectories
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The two controlled output plots (Figures 7-29 and 7-30) demonstrate a few notice

artifacts, but the results appear to be relatively unaffected by limiting the controller in

way. We will see in the following sections that process noise provides considerably

variation than those induced by discretization effects. Figure 7-31 exhibits the same

eral trends seen with the continuous control system (Figure 7-28), but the actions tak

the controller are slightly more complicated (less smooth) to compensate for the u

discrete input values.

The Noisy Continuous System

While the scenarios described above provided some basic benchmarks for the ep

trol system, a more realistic simulation is demonstrated by including random pro

noise. Figures 7-32 through 7-35 show the uncontrolled and controlled thickness

resistivity profiles for a noisy, drifting process. Figure 7-36 shows the input trajectory u

to obtain these results. The deterministic drifting components are identical to those f

in Figures 7-24 and 7-26. The random noise components are generated by mea

noise and site noise using the statistics from Tables 7-3 and 7-4.
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Figure 7-32: Noisy System: Uncontrolled Thickness

Figure 7-33: Noisy Continuous System: Controlled Thickness
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Figure 7-34: Noisy System: Uncontrolled Resistivity

Figure 7-35: Noisy Continuous System: Controlled Resistivity
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Figure 7-36: Noisy Continuous System: Controlled Input Trajectories

The controller is able to maintain fairly good thickness and resistivity control des

the addition of process noise. Variation seen in the controlled profiles appears to be s

to, but slightly larger than, the underlying process noise. For thickness control, addit

noise comes from the drift components and the error extrapolation strategy. Addit

noise in the controlled resistivity primarily comes from process drift combined w

lot-to-lot model updates. Notice that the obvious “bumps” in controlled resistivity s

with control of a noiseless system are almost completely hidden by the addition of pro

noise. The resistivity process noise is considerably larger than that seen in the thic

measurements. The input trajectories for the noisy system swing much more wildly

either of the noiseless systems. If this appears to degrade the performance of a real s

it could be addressed by lowering the EWMA weights and/or penalizing input chan
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the use of which will be described and simulated in a subsequent section.

The Noisy Discrete System

For completeness, the noisy drifting system of Figures 7-32 and 7-34 is contr

using discretized inputs, as was done with the noiseless system. Figures 7-37 an

show the controlled thickness and resistivities, respectively, while Figure 7-39 show

input trajectory used to obtain these results. The results do not change significan

constraining the controller in this manner; additional noise seems to affect the sy

much more strongly than discretization.

Figure 7-37: Noisy Discrete System: Controlled Thickness
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Figure 7-38: Noisy Discrete System: Controlled Resistivity

Figure 7-39: Noisy Discrete System: Controlled Input Trajectories
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Reducing Input Trajectory “Jitter” (for Noisy Systems)

The extreme swings in input trajectories for the noisy systems are a significant

cern, potentially restricting the likelihood that an industrial partner would test and a

this system. As mentioned in the previous sections, there are two straightforward wa

deal with this problem, namely, lowering the EWMA weights to better filter out noise

by creating additional cost to moving in the input space.

Lowering the EWMA weights is the most straightforward approach, as it require

simple parameter change within the simulation system. The noisy drifting system of

ures 7-32 and 7-34 is controlled using discretized inputs and EWMA model updates

the alphas (weighting terms) set to 0.3 instead of 0.7. Figures 7-40 and 7-41 show th

trolled thickness and resistivities, respectively, while Figure 7-42 shows the input tra

tory used to obtain these results.

The controlled outputs exhibit better noise suppression due to the increased filte

but they also show a greater offset between the controlled outputs and the target ou

(This is particularly noticeable in the controlled resistivity plot.) This type of behavio

the expected result of using a low EWMA weight on a drifting system. Looking at

input trajectories, however, we still see fairly strong parameter swings, even with the

EWMA weights, meaning this strategy does not look promising.
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Figure 7-40: Noisy Discrete System: Controlled Thickness (w/ Low Alpha)

Figure 7-41: Noisy Discrete System: Controlled Resistivity (w/ Low Alpha)
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Figure 7-42: Discrete System: Controlled Input Trajectories (w/ Low Alpha)

Next consider adding a cost structure that penalizes movements in the input

between one run and the next. This can be implemented fairly easily by creating an

tional set of outputs that track the inputs. Time-based inputs can be tracked using

models whose slope coefficients are all zero (At = 0) and offsets are set to unity (bt = 1).

Non-time inputs are tracked using slope coefficients equal to one for each specific

and zero for all other inputs (Ant = I ), and all offsets set to zero (bnt = 0). The targets for

these outputs must be (continuously) set equal to the current suggested inputs.

The issue of setting the appropriate weighting terms comes up again here. The re

weights between each input can be set with user defined criteria. However, it makes

to at least scale them by the inverse of their allowable ranges (maxima minus minim

produce equivalent cost when swinging across the full input ranges. Further, we
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select the overall importance of trading off errors in outputs vs. movement in the inp

For the following simulations, errors in outputs were chosen to be one hundred times

important than moving the inputs.

The noisy drifting system of Figures 7-32 and 7-34 is controlled using discret

inputs and additional cost for moving in the input space. Figures 7-43 and 7-44 sho

controlled thickness and resistivities, respectively, while Figure 7-45 shows the inpu

jectory used to obtain these results. We have traded off a small amount of output err

stabilizing the inputs, which demonstrate fairly smooth trajectories, especially when c

pared to the previous simulations with a noisy system.

Much of this added stability comes from the structure of the resulting weighting

slope matrices. The underlying linear solver must perform a matrix inversion that is b

on these two matrices. The condition number (ratio of the largest singular value to

smallest singular value) for the matrix to be inverted decreases from approxim

1.38x1010 to 2.15x103 after including the additional input weights, a reduction of nea

seven orders of magnitude. It is of little surprise that the solver achieves more stable

tions to the system when input weighting is included.

While it is difficult to see from these plots, it has been verified that most of

“wilder” inputs from the previous simulations remain at zero for the system with ad

tional input weights. This indicates that these inputs have relatively little effect on the

puts; it must cost more to move them in the input space than can be gained from

resulting movements in the output space. It also follows from this logic that “wi

changes in these particular inputs will not result in “wild” swings in the outputs, assum

that we have fairly accurate process models.
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Figure 7-43: Noisy Discrete System: Controlled Thickness (w/ Input Weight)

Figure 7-44: Noisy Discrete System: Controlled Resistivity (w/ Input Weight)
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Figure 7-45: Noisy Discrete System: Controlled Input Trajectories (w/ Input Weight)

7.2 Automated Control Runs (Industrial Scenario)

The analyses and simulations described above indicate that this epi deposition s

is a good candidate for run-to-run (and lot-to-lot) control. MIT, On-Line Technolog

Applied Materials, and Wacker Siltronic are jointly developing a test system for dem

strating multi-objective epi deposition process control at Wacker’s facilities in Portla

Oregon. Wacker Siltronic is Wacker’s semiconductor division, a producer of “blank” s

con wafers for chip-makers. They sell uniformly doped bulk silicon wafers, as wel

wafers with a blanket layer of epi. For this work, Wacker is providing integration guida

and access to one of their production epi deposition tools.

The direct usefulness of the original DOE data is limited because the control ex

ments will be run on a different processing tool than that used in the DOE. The same
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of equipment will be used, but not the exact same tool. However, the demonstration

make use of a true production class system instead of an isolated development too

that used for the original DOE. The following sections describe the experimental de

and execution details for the automated control experiments. These experiments are

uled to take place, but could not be completed in time for inclusion in this thesis.

expect to report the results at a future time.

7.2.1  Experimental Design

Ideally a full DOE as described above is performed and analyzed to create mode

process control. Run-to-run control is then demonstrated using the resulting model

the same equipment, shortly after finishing the DOE. However, as noted above, we

perform our experimental demonstration of automated run-to-run control at a diffe

facility than the DOE. While the same type of processing equipment will be used, we

not able to use the exact same tool. Additionally, the experiments will be run more th

year and a half after the original DOE. For these reasons the original DOE data are o

ited use.

Another complication is Wacker’s desire to explore the control of epi deposition

both the backsealed and non backsealed configurations. As described in Chapter

cessing in a backsealed configuration isolates the wafer’s backside from the process

ber conditions, stopping deposition of epi on the backside and eliminating

redistribution of dopants from the backside to the outer edges of the wafer’s su

(autodoping). Autodoping in a non backsealed configuration requires the use of an

iary dopant flow, which provides extra dopant at the center of the wafer, to achieve a

form resistivity profile across the wafer.
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Backsealed wafers were used in the original DOE, meaning that resistivity unifor

was not a concern, and that the auxiliary dopant flow was not used. However, cont

non backsealed wafers requires us to model and use the auxiliary dopant flow inpu

ting. Therefore some data must be collected on the effects of this input before proces

trol can be attempted.

The use of a different piece of equipment, coupled with the desire to test a non b

sealed process chamber configuration, requires us to perform a new DOE for the c

experiments. Actually, two DOE’s are created for execution, one for the backsealed

figuration and one for the non backsealed. However, the available resources do not

the execution of two large DOE’s, like the 158 runs described earlier. Smaller “tun

DOE’s must be used instead, where approximately one cassette of 25 wafers can b

cated for each of the two chamber configurations. The tuning DOE’s are specifie

selecting the input ranges (- , -1, 0, +1, + ) and the combinations of inputs, as desc

below.

Input Range Selection

An important underlying goal for specifying the tuning DOE’s (and the control s

nario) is to retain as much as possible from the original DOE structure. For selecting

input ranges, a process engineer will first tune the process, starting with the center

from the original DOE. The goal is to have a well optimized center point to start fro

which will hopefully lead to a local optimum within the design space.

After adjusting the center point, the upper and lower ranges (- , -1, +1, + )

selected such that the size of the overall process space is the same as that of the o

DOE. Essentially the new input space becomes a shifted version of the original; the

α α

α α
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space has the same “widths” along the input dimensions (oC, sccm, slm, etc.). This helps

ensure that modeling analyses and assumptions from the original DOE remain valid

Selecting the Design Points

Assuming that the equipment used in the original extensive DOE has similar pro

ing characteristics to the tool at Wacker, the data from that DOE can help in selecting

tuning DOE’s. Recall that linear models of deposition rate and resistivity capture m

than 90 percent of the variation in the original DOE data, and that we expect these m

to be used for control. When considering a central composite DOE, the axial runs pr

a small set of experiments that should produce good models for systems with little

interactions between the inputs (e.g. a linear system). Each axial run sets one of the

to either the plus or minus level, and leaves all other inputs at their center point le

Thus the axial runs provide information about the effects of each input, one at a time.

ter point replicates can also be included to provide better estimates of the constant

and to check for linearity.

This idea can be tested with the DOE data. First we extract the outputs from the

and center point runs to build linear models from that subset of the data. Then we

compare the resulting slope terms with those created from the full data set. Becau

EWMA control algorithm modifies and optimizes the constant terms, we don’t hav

worry about comparing the DOE-based (fitted) constant terms. These take care of

selves during the control runs, but slope terms are fixed for the duration of the experim

Figures 7-46 and 7-47 graphically depict the slope matrices of the linear deposition

models that are fit using the full DOE data set and the subset of axial runs, respec

The slope terms form a matrix with 9 coefficients for each of the 21 radial sites. In

α
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plots, each line represents the slope coefficient for a given input across the radius

wafer. The collection of coefficients at a given radial site (along a vertical line) are

slope terms corresponding to that site.

First it is worth noting the striking resemblance of these two plots. The slope matr

the first figure was found by fitting linear models to 158 data points, while the second

created with data from only 18 axial and 8 center points (19 different recipes). Using

largest coefficient from these matrices as a reference, the two slope matrices have a

mum error of 10.0% and an average error of 3.26%.

The coefficients from the first figure are found using the statistically driven fitt

(backward elimination) method described in Section 7.1.3. The coefficients in the se

figure are found with a single-step fitting process that keeps all coefficients. This is

because the backward elimination process tends to “zero out” many more input fa

when fitting against the 26 axial and center points, than it does when fitting with the

158 design points. Most of the small errors near the “radial site axis” (slope coefficie

0) are due to this discrepancy in fitting algorithms.
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Figure 7-46: Thickness Linear Model Coefficients: Full DOE

Figure 7-47: Thickness Linear Model Coefficients: Axial and Center Points
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Figures 7-48 and 7-49 show the slope coefficients for the 10 resistivity sites usin

full DOE and subset of axial runs, respectively. Unfortunately there were three axial

included among the wafers for which we have no resistivity data. Both the positive

negative axial runs for the “Dopant Ratio” are missing, which means that there is no s

information for this input in the available axial/center runs. Therefore the slope term

this input are not shown.

Based on the previous noise and modeling analyses, we expect these results

worse than those found with the thickness data. The two plots show this to be true,

find a maximum error of 63.2% and an average error of 16.2%. Still, we can clearly

that most of the slope information is retained when using only the axial and center

data. Also, with a small tuning DOE we can guarantee the accurate measurement

resistivity sites, which should lead to better models. For robustness, one might wa

pick a reasonable cutoff for the resistivity slope coefficients, such that a coefficient wi

set to zero if its magnitude is below the cutoff.
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Figure 7-48: Resistivity Linear Model Coefficients: Full DOE

Figure 7-49: Resistivity Linear Model Coefficients: Axial and Center Points
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The axial runs account for 18 recipes (2 x 9) in the backsealed configuration an

recipes (2 x 10) in the non backsealed configuration, with the use of the auxiliary do

flow as an additional input. With 25 wafers available for the tuning DOE there are abo

more runs available. Two or three center points are used, leaving just two or three “s

runs. There is only a limited amount of additional information that can be provided by

runs. As anad-hocselection method, two factorial design points are chosen such tha

models from the original DOE predict the minimum and maximum output levels. For

maximum output case, this implies that an input level of +1 is used for inputs with pos

slopes and levels of -1 are used for inputs with negative slopes. The minimum outpu

uses just the opposite combinations of +/-1, meaning that the two design points ar

maximal distance from each other. These runs will provide some information abou

linearity of the system. Table 7-12 shows the combination of inputs used for the minim

and maximum output design points.

Table 7-12: Factorial Inputs Yielding the Minimum and Maximum Outputs

Factor
Minimum

Output
Maximum

Output

Deposit temperature (oC) -1 1

Dopant mixing ratio (%) 1 -1

Dopant main flow (sccm) 1 -1

% Lower power 1 -1

% Inner power 1 -1

Dilutant (H2) flow (slm) 1 -1

Trichlorosilane (TCS) flow (slm) -1 1

Center gas flow valve -1 1

Outer gas flow valve 1 -1

Auxiliary dopant flow (sccm)
(for non backsealed wafers)

1 -1
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While this simple idea makes intuitive sense, trade-offs must be considered for ce

inputs. Specifically, there are inputs that apply positive changes (slopes) for some ou

and negative changes (slopes) for other outputs. One example is the inner gas flow

which has positive slopes for deposition rates near the center of the wafer and ne

slopes for deposition rates near the edge. Simply adding the slope terms for outputs

same type (grouping deposition rates and resistivities) is one way to eliminate this

lem. However, the slope terms between two different types of outputs cannot be com

directly. If there is a case where a given input has an overall positive influence on de

tion rate and a negative influence on resistivity (or vice-versa), then they must be

pared to select an appropriate input level. There is no single “right” answer for hand

these cases, although a sensible approach is to select the input (+/- 1) that maximiz

combined changes in outputs as percentages of the total available ranges for each

output. Additionally, one could include a weighting factor to preferentially select inp

that maximally change outputs of a particular type. Depending upon the structure o

slope matrix, it might also be more appropriate to maximize some types of outputs w

minimizing other types. The selection process certainly leaves room for heuristics an

intuition of experienced process engineers.

7.2.2  Experimental Execution

Execution of the run-to-run control experiments should make use of automated i

mation and wafer handling wherever possible and demonstrate a clean integration w

existing production line environment. These goals are primarily addressed through

grated Cell Control software that communicates with the sensor(s) and the equipmen

by establishing the operational “mechanics” of the experiments.
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Software Integration (Cell Control)

Ideally a flexible distributed modular Cell Controller is used to manage the proces

equipment, metrology tools, and data processing software, as described in the Intr

tion. This type of system requires a well-organized software development strategy

some extra initial effort before any usable tools are developed. On-Line Technologie

tially created an integrated software package to control their FTIR epi film thickness

sor. This software does not have any programmable interfaces to enable multi-pr

communication and control, so it was expanded into a monolithic application that

forms all aspects of Cell Control (e.g. this single application manages the proce

equipment, the sensor, and the control algorithms). As described in Chapter 6

time-based run-to-run control algorithms have been packaged into Microsoft COM-b

Dynamic Link Libraries (DLL’s) for modular use in a wide variety of development en

ronments. These DLL’s are called upon by the monolithic Cell Control system.

These “big picture” software integration issues are mainly concerned with Cell C

trol architectures. However, regardless of the implementation infrastructure, a numb

important details must be addressed, including the following:

• Providing sensor data to the controller.

• Defining how a controller’s suggested inputs map into an actual equipment rec

• Coordinating recipe updates with automated wafer handling and processing.

Sensor data must be acquired and processed before they can be presented

run-to-run controller. For off-line thickness and resistivity sensors, this means that a

ual system is required for retrieving sensor data and injecting those measurements in

system. Ideally the off-line sensors are on a network and the data can be retrieve
227
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manipulated automatically, but this is currently not a feasible scenario. For an in

run-to-run control demonstration, off-line measurement data will be injected into the

tem using simple text files. While this process allows us to preprocess the off-line

appropriately before the system operates on them, the in-line thickness data hav

opposite problem. These data are available automatically through software, but the

Controller is required to preprocess the data internally before presenting measureme

the run-to-run controller. For the epi deposition control scenario, in-line thickness m

surements must be radially averaged first, then the full set of virtual outputs (see “

Sensor Monitoring” in Section 4.3.3) must be generated before the controller can

them. The Cell Control software must handle these data streams appropriately.

In addition to properly feeding data into a run-to-run controller, the recipe sugges

that it returns must be handled correctly. First, the Cell Controller must map the run-to

controller’s suggested inputs into actual equipment recipe updates. The run-to-run co

ler’s internal model uses process parameters such as electrical power ratios and gas

To create a usable recipe however, these parameters often must be copied into m

locations within a single recipe. In some cases, a recipe parameter is calculated in te

a function of the run-to-run controller’s suggested input vector, rather than just usi

copy of one particular value. The Cell Controller is required to extrapolate a con

model’s input vector into a fully functional process recipe. For the epi deposition sys

the 10 inputs used in the backsealed configuration expand to over 30 individual r

modifications.

While simply generating valid recipes requires extra data handling, this process is

ther complicated by synchronization issues. Recipe updates cannot take place ran
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whenever sensor data (in-line or off-line) become available. It is important not to mod

recipe while it is running on a wafer in the process chamber. A mechanism is requir

ensure that wafers are not processed with “merged” recipes, where the first few pr

steps come from one valid recipe, and the remaining steps come from a different (

recipe. We require that updates are synchronized with the flow of wafers through the

cess chamber. Ideally these updates occur in an atomic manner, immediately afte

wafer finishes processing and before the next wafer enters the process chamber.

“Mechanics” of the Control Runs

Finally, we must specify the overall flow of wafers and information through the sys

during the control runs, essentially defining the “mechanics” of the experiments.

available system is a single Applied Materials Centura tool with multiple epi deposi

chambers and a single cool down chamber. As described earlier, two separate contr

are planned, one with backsealed wafers and one with non backsealed wafers. There

least three possible modes of operation for performing these distinct control runs, s

parallel, and “interleaved.”

In serial mode, each of the two control runs are run in order, first all of the backse

wafers are processed, followed by all of the non backsealed wafers. This operating p

dure is fairly inefficient since there are multiple process chambers available, but only

of them is used. However, this is the easiest way to run the experiments. Only the m

run-to-run and lot-to-lot synchronization issues discussed at the end of the “joint se

monitoring discussion (Section 4.3.3) are of special concern. Feedback from the in

sensor is available after every run, so process model and recipe updates occur re

and in order. Synchronization of recipe updates with the wafer flow (as described abo
229
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likely to create a one wafer lag between sensor feedback and recipe updates. Ho

synchronization of model and recipe updates with off-line lot-to-lot feedback data is m

difficult. These data are not available until a cassette of wafers is removed from the sy

and taken to the stand-alone thickness and resistivity measurement tools. This p

takes a fair amount of time; if the flow of wafers through the process chamber contin

then there will be out of order measurement feedback to the run-to-run controller w

off-line measurements are retrieved. A fairly complex Cell Control system is require

properly perform run-to-run control in this environment, where lot-to-lot data arrive a

many subsequent run-to-run control updates have already taken place. To avoid this

a simplified testbed system may require the “in order” feedback of data. That is

lot-to-lot data must be fed back into the system before “normal” run-to-run wafer proc

ing and in-line control can continue. For the serial mode processing scenario, this m

that the tool will remain idle while a cassette is removed and the off-line measuremen

taken. This added limitation makes serial mode operation even more inefficient.

Parallel mode operation essentially runs multiple serial mode systems across th

cess chambers. While this sounds like a simple and effective extension, its actual i

mentation adds considerable complexity to the system. The parallel mode syste

required to keep separate run-to-run controllers, each with a distinct model for a g

process chamber. Also, the Centura sends all wafers through the same cool down ch

after the deposition process, which is where the in-line sensor readings are taken. Th

Controller must track the movement of each wafer to ensure that measurements a

back to the proper run-to-run controller. However, the most severe limitation is our u

the “dopant ratio” recipe setting. This parameter is set on a “per tool” basis for e
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dopant source gas, meaning that changes in the recipe for one process chamber wil

all of the other chambers. Changes cannot be made while another process is runn

any chamber, making parallel mode processing difficult to implement directly.

Finally, in an attempt to combine some of the best features from both serial and p

lel processing, we introduce an “interleaved” mode. Ideally the simplicity of the se

mode can be merged with the added throughput of the parallel mode. To achieve thi

consider using two process chambers, one for each type of control run. However, in

of running them simultaneously, one chamber at a time is used to process a cass

wafers. When one cassette is done, the system starts processing the next cassett

other chamber. The strategy runs as follows:

1. Start one cassette of backsealed wafers (Use automated run-to-run control)

When the cassette is done:

2. Start one cassette of non-backsealed wafers (Use automated run-to-run con

3. Remove the completed backsealed wafers for off-line measurements of thick

and resistivity (measure the last wafer)

When the cassette of non-backsealed wafers is done:

4. Update the model for the backsealed wafers with the off-line data

5. Start one cassette of backsealed wafers (Use automated run-to-run control)

6. Remove the completed non-backsealed wafers for off-line measurements of 

ness and resistivity (measure the last wafer)

When the cassette of backsealed wafers is done:

7. Update the model for the non-backsealed wafers with the off-line data

8. Loop back to step 2.

This strategy maximizes the (single chamber at a time) throughput of the system
231
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equipment does not have to sit idle while off-line measurements are being taken. Th

parallel operation of process equipment and off-line measurements, but the system i

plified because different control runs are not allowed to interact simultaneously on

equipment. Also, the strict ordering of both in-line and off-line measurements is m

tained for each chamber.

However, the delay times between processing each cassette act as disturbance

system, which would be a concern for a true manufacturing environment. However, fo

control run experiments we expect the controller to demonstrate its capabilities by ra

compensating for any such disturbances.

In addition to lot-to-lot delay-induced disturbances, we expect to see larger di

bances from “start-up” effects at the beginning of each day. Further, as with the SISO

trol experiments described in Chapter 3, run-to-run (and lot-to-lot) control should

demonstrated by purposefully injecting known disturbances into the system. Ideall

disturbances can be applied directly to the outputs. This was accomplished in the

experiments by modifying the deposition temperature. Since the controller did not us

input it was forced to compensate for the resulting output disturbance by changin

deposition time. However, for the MIMO control runs, the controller already uses a

the inputs that are known to significantly affect the deposited epi film thickness and r

tivity. For this case we expect to add offsets to some of the input parameters. The inpu

sets cause disturbances in the outputs for which the controller must attemp

compensate.

7.3 Summary

Detailed DOE, modeling, and control strategies have been defined to prepare for
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onstrating multi-objective uniformity control. With the help of Applied Materials proce

engineers, an extensive DOE was specified and executed for characterizing the non

sealed epi deposition process. The data demonstrate some noise that a controller m

robust against, and indicate that there are process disturbances and drifts, which a c

ler must be able to compensate for. Further analysis shows that the process is m

well as a linear function of the inputs, for the region of input space that we considere

Process optimization details have been presented, including selection of appro

output weighting terms. This optimization strategy was combined with linear resp

surface models for multiple thickness and resistivity sites to simulate a set of control

The simulation results indicate that the “joint sensor” techniques for merging run-to

and lot-to-lot data will work well, and that good uniformity control for both types of ou

puts is achievable.

Finally, practical issues for demonstrating run-to-run control in an industrial envir

ment were presented. These include the use of small DOE’s for verifying and tuning

cess models for a specific piece of equipment, as well as synchronization requiremen

feeding data into a run-to-run controller and feeding back the suggested recipe mod

tions. The scenario has been completely defined and we will soon have the opportun

test the system at a wafer manufacturing facility.
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Chapter 8

Summary and Conclusions

Semiconductor fabrication requires a large number of complex interrelated proce

steps. The continuous drive toward greater yield, higher throughput, smaller circuit di

sions, and larger wafers demands a distributed hierarchical decision-making system

can manipulate everything from manufacturing production targets to mass flow contr

setpoints. These complicated systems are broken down into smaller units that esse

operate independently at many different levels. While advanced decision-making

niques are widely applicable throughout the hierarchy of a semiconductor manufact

facility, the expanded use of Equipment Cell Control, and run-to-run control in particu

provides a great opportunity for improving product quality and equipment efficiency.

An Equipment Cell is composed of an individual piece of fabrication equipment

any sensors or software that evaluate or affect the performance of that equipmen

increased availability of in-situ (or in-line) sensors and high speed networking and

processing make Cell Control an effective technology for development and deployme

the semiconductor industry. In particular, the use of many spatially resolved mea

ments of multiple characteristics provides the opportunity for aggressive multi-obje

run-to-run uniformity control. Measurements from multiple in-line and off-line sens

can be utilized with extensions to current Cell Control and run-to-run control techn

gies.

This work provides theory and practical implementations for testing the effective

of integrated Cell Control, specifically in the context of using run-to-run uniformity co
235
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of cor-
trol. Section 8.1 summarizes the contributions of this thesis, while Section 8.2 looks

ward to future work that can extend the results found here. Finally, Section 8.3 succi

states the major conclusions that are drawn from this work.

8.1 Contributions

A Cell Control testbed involving epitaxial silicon (epi) deposition using an Appli

Materials Centura reactor, an in-line epi film thickness sensor, and off-line film thickn

and resistivity sensors, has been introduced, analyzed and experimentally tested. O

for this work was to maintain the deposition of epi films with uniform thicknesses

resistivities using multiple site measurements of both characteristics, in the face of pr

noise, drift and disturbances. While the detailed methodologies and analyses contai

this thesis reference the epi deposition testbed specifically, they are broadly applica

many processes with similar characteristics.

Effective integrated run-to-run process control is preceded by good model-buil

strategies, model optimization and update methods, and software integration techno

Creating and running an appropriate Design of Experiments (DOE) is a crucial first

as good control depends on having good process models, which in turn require goo

for fitting. Selecting process inputs and input levels is an art that requires practica

engineering background with the system in question. We were fortunate to have pr

engineers from Applied Materials and Wacker Siltronic working on this project.

Control strategies using linear models and Exponentially Weighted Moving Aver

(EWMA) model updates have been extensively tested and analyzed in previous

However, this thesis extends the commonly used EWMA-based control scenario

aggressive use of site models, strategies for combining the asynchronous feedback
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related in-line and off-line sensor measurements, and an extensive coverage of s

techniques for nonlinear time-based models, which are widely applicable for etch/p

and deposition processes.

Modular distributed object technologies have been used to specify interface

model-based control using distributed object technology. Interface inheritance and

tainment provide elegant mechanisms for software to programmatically interact with

trollers and their underlying models. A Microsoft COM-based solution has b

developed and integrated into the Cell Control software for this work.

Extensive experimental testing of a commercial epi deposition system was undert

A simple single-input-single-output (SISO) control system showed that a center p

measurement of thickness could be effectively controlled by modeling deposition rate

updating deposition time. These experiments verify the basic integrated control sy

and support our use of time-based models. Next, a full-blown multi-input-multi-ou

(MIMO) DOE was specified and executed to capture the effects of all inputs that are

mally used to tune the epi deposition process. A detailed analysis of the resulting mea

ments indicates that, within the bounds of the DOE input parameters, the epi depo

process can be effectively modeled and controlled with linear models of deposition

and resistivities. Finally, these results have been used to structure an actual industr

of the fully integrated MIMO controller with combined lot-to-lot and run-to-run feedba

loops. Execution of these experiments should take place soon, and the results w

reported in future documents.

This work has provided the necessary context, motivation, and theory for utiliz

run-to-run control in a semiconductor manufacturing environment. Run-to-run contro
237
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been successfully demonstrated with a number of semiconductor processes, such as

ical mechanical polishing (CMP), plasma etch, and epitaxial silicon deposition. Ther

a number of issues that complicate the control of these types of processes.

• The amount of removed or deposited material is usually best modeled as the pro

of a processing rate and a processing time, which leads to nonlinear model

• There may be characteristics other than thickness that should be controlled to 

get value simultaneously.

• There may be multiple measurements of the same (or correlated) outputs with d

ing sampling rates in time and/or space. Further, some data are likely to arriv

out-of-order feedback.

• The uniformity of the measured outputs should be controlled, not just a single m

surement or average of multiple measurements.

This thesis provides theory for overcoming these complications, as well as practical

onstrations for integrating this type of feedback control into a manufacturing environm

8.2 Future Work

Scattered throughout this thesis are a number of references to ideas and exper

that should be further developed, many of which are extensions beyond the scope

work. However, the next step is clearly the demonstration and analysis of the run-to

uniformity control experiments. Unfortunately they could not be completed in time

inclusion in this thesis. In addition to a staged demonstration of multi-objective con

use of the controller for continuous operation in a true manufacturing environment sh

be pursued. Specifically, we would like to see results over very long run lengths (d

weeks, months, etc.) in a fabrication line that makes revenue generating product. Aft

the ultimate goal of this work is to increase manufacturing efficiency through the use

integrated Equipment Cell.
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This basic Cell Control system could also be extended in many other ways. App

tion of this type of time-based uniformity control for other deposition, etch, or polish p

cesses should be straightforward and effective. The testbed Cell Control system des

here is also missing a number of important components. Further work is needed to s

interfaces and implement modules (objects) for integrating Design of Experiments (D

fault detection, and diagnosis capabilities. Many of these modules, including

run-to-run controller, might also want to make use of real-time trace data from the sys

which were not utilized in this thesis.

Beyond that, a number of theoretical questions have been left open. In particu

more detailed (and general) theoretical exploration of mixed feedback loops and “

sensor” techniques could be undertaken. Also, “better” time-based solvers could be f

Perhaps a single step solution, or at least an iterative solver with faster convergen

possible for solving the general overdetermined case.

8.3 Conclusions

Integrated Cell Control provides a great opportunity for increasing semicondu

manufacturing efficiency. In particular, model-based run-to-run uniformity control us

proper process modeling and optimization strategies can generate significantly

product using fewer resources. Time-based modeling and control is appropriate for

deposition and etch/polish processes, including the growth of thin epitaxial silicon fi

Uniformity control is effective on systems with sensors and control knobs that can d

and manipulate process uniformity, and these capabilities are becoming increasingly

able as wafer diameters expand to 300 millimeters and beyond. Finally, the use of m

lar, distributed software integration techniques and tools are important for sy
239



flexibility and reusability.
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 Appendix A

COM IDL For the Controller Objects

Interface Definition Language (IDL) files are written to provide Microsoft COM obje

interfaces for the model and controller objects introduced in Chapter 6. Please re

Chapter 6 and Appendix B for design strategies, descriptions of interface parameter

implementation details. The interfaces are hierarchical in nature and build upon each

through inheritance and aggregation. File names beginning with the letter “I” include

interface definitions, while those beginning with the letter “C” are used to generate “lib

ies” with “coclasses” that can be compiled and implemented. A good familiarity w

Microsoft COM IDL is required to fully understand these files and their use, but a fa

iarity with CORBA or other software interfacing technology should provide enough ba

ground to understand their structure.
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Imit_Base.idl

#ifndef _L__Imit_Base_idl_INCLUDED
#define _L__Imit_Base_idl_INCLUDED

import “oaidl.idl”;
import “ocidl.idl”;

[
object, version(1.0),
uuid(0B715C63-226B-11d3-A942-00C06D13817E),
dual,
helpstring(“Imit_IObject Interface”),
pointer_default(unique)

]
interface Imit_IObject : IDispatch
{

[id(10), helpstring(“method getId”)] HRESULT getId(
[out,retval] BSTR* objId);

[id(11), helpstring(“method setId”)] HRESULT setId(
[in] BSTR objId);

[id(12), helpstring(“method connectedTo”)] HRESULT connectedTo(
[in,out] SAFEARRAY(BSTR)* id,
[in,out]SAFEARRAY(IUnknown*)* pInterface,
[out] long* numConnections);

[id(13), helpstring(“method callbacksTo”)] HRESULT callbacksTo(
[in,out] SAFEARRAY(BSTR)* id,
[in,out] SAFEARRAY(IUnknown*)* pInterface,
[out] long* numConnections);

[id(14), helpstring(“method getStorage”)] HRESULT getStorage(
[out,retval] IUnknown** pStorage);

[id(15), helpstring(“method setStorage”)] HRESULT setStorage(
[in] IUnknown* pStorage);

[id(16), helpstring(“method store”)]   HRESULT store();
[id(17), helpstring(“method restore”)] HRESULT restore(

[in] BSTR objId);
}

#endif /* _L__Imit_Base_idl_INCLUDED */
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Imit_r2r_IModel.idl

#ifndef _L__Imit_r2r_IModel_idl_INCLUDED
#define _L__Imit_r2r_IModel_idl_INCLUDED

import “Imit_Base.idl”;

typedef enum mit_r2r_EDiscFlag
{

NOT_INITIALIZED = 0,
NO_DISC = 1,
SIMPLE_ROUNDING = 2,
DELTA_DISC = 3,
STAT_DISC = 4,
STAT_DISC_2 = 5

} mit_r2r_EDiscFlag;

[
object, version(1.0),
uuid(67c6f433-f7f5-2921-1d67-948cbb1c51e7),
dual,
helpstring(“Imit_r2r_IModel Interface”),
pointer_default(unique)

]
interface Imit_r2r_IModel : Imit_IObject
{

[id(100), helpstring(“method getModel”)] HRESULT getModel(
[out,retval] Imit_r2r_IModel** model);

/*
[id(101)] getModelState();
[id(103)] setModelState();
*/

[id(110), helpstring(“method fit”)] HRESULT fit(
[in] SAFEARRAY(double) runInputs,
[in] SAFEARRAY(long) runNums,
[in] SAFEARRAY(double) runEquipTimes,
[in] SAFEARRAY(double) runOutputs);

[id(111), helpstring(“method func”)] HRESULT func(
[in] SAFEARRAY(double) runInput,
[in] long runNum,
[in] double runEquipTime,
[in,out] SAFEARRAY(double)* runOutput,
[out] long* runOutputLen);

[id(112), helpstring(“method getConfigs”)] HRESULT getConfigs(
[in,out] SAFEARRAY(double)* configs,
[out] long* configsLen);

[id(113), helpstring(“method getEquipTime”)] HRESULT getEquipTime(
[out,retval] double* equipTime);

[id(114), helpstring(“method getInput”)] HRESULT getInput(
[in,out] SAFEARRAY(double)* input,
[out] long* inputLen);
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[id(115), helpstring(“method getInputNames”)] HRESULT getInputNames(
[in,out] SAFEARRAY(BSTR)* inputNames,
[out] long* inputNamesLen);

[id(116), helpstring(“method getModelName”)] HRESULT getModelName(
[out,retval] BSTR* modelName);

[id(117), helpstring(“method getNumInputs”)] HRESULT getNumInputs(
[out,retval] long* numInputs);

[id(118), helpstring(“method getNumOutputs”)] HRESULT getNumOutputs(
[out,retval] long* numOutputs);

[id(119), helpstring(“method getOutputNames”)] HRESULT getOutputNames(
[in,out] SAFEARRAY(BSTR)* outputNames,
[out] long* outputNamesLen);

[id(120), helpstring(“method getRunNum”)] HRESULT getRunNum(
[out,retval] long* runNum);

// Solution Constraints

[id(121), helpstring(“method getInputMax”)] HRESULT getInputMax(
[in,out] SAFEARRAY(double)* inputMax,
[out] long* inputMaxLen);

[id(122), helpstring(“method getInputMin”)] HRESULT getInputMin(
[in,out] SAFEARRAY(double)* inputMin,
[out] long* inputMinLen);

[id(123), helpstring(“method getResolution”)] HRESULT getResolution(
[in,out] SAFEARRAY(double)* resolution,
[out] long* resolutionLen);

[id(124), helpstring(“method getWeightInput”)] HRESULT getWeightInput(
[in,out] SAFEARRAY(double)* weightInput,
[out] long* weightInputLen);

[id(125), helpstring(“method getWeightOutput”)] HRESULT getWeightOutput(
[in,out] SAFEARRAY(double)* weightOutput,
[out] long* weightOutputLen);

[id(126), helpstring(“method getDiscFlag”)] HRESULT getDiscFlag(
[out,retval] mit_r2r_EDiscFlag* discFlag);

[id(127), helpstring(“method setConfigs”)] HRESULT setConfigs(
[in] SAFEARRAY(double) configs);

[id(128), helpstring(“method setEquipTime”)] HRESULT setEquipTime(
[in] double equipTime);

[id(129), helpstring(“method setInput”)] HRESULT setInput(
[in] SAFEARRAY(double) input);

[id(130), helpstring(“method setInputNames”)] HRESULT setInputNames(
[in] SAFEARRAY(BSTR) inputNames);

[id(131), helpstring(“method setModelName”)] HRESULT setModelName(
[in] BSTR modelName);
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[id(132), helpstring(“method setNumInputs”)] HRESULT setNumInputs(
[in] long numInputs);

[id(133), helpstring(“method setNumOutputs”)] HRESULT setNumOutputs(
[in] long numOutputs);

[id(134), helpstring(“method setOutputNames”)] HRESULT setOutputNames(
[in] SAFEARRAY(BSTR) outputNames);

[id(135), helpstring(“method setRunNum”)] HRESULT setRunNum(
[in] long runNum);

// Solution Constraints
[id(136), helpstring(“method setInputMax”)] HRESULT setInputMax(

[in] SAFEARRAY(double) inputMax);
[id(137), helpstring(“method setInputMin”)] HRESULT setInputMin(

[in] SAFEARRAY(double) inputMin);
[id(138), helpstring(“method setResolution”)] HRESULT setResolution(

[in] SAFEARRAY(double) resolution);
[id(139), helpstring(“method setWeightInput”)] HRESULT setWeightInput(

[in] SAFEARRAY(double) weightInput);
[id(140), helpstring(“method setWeightOutput”)] HRESULT setWeightOutput(

[in] SAFEARRAY(double) weightOutput);
[id(141), helpstring(“method setDiscFlag”)] HRESULT setDiscFlag(

[in] mit_r2r_EDiscFlag discFlag);

[id(142), helpstring(“method solve”)] HRESULT solve(
[in] SAFEARRAY(double) runInput,
[in] long nextRunNum,
[in] double nextEquipTime,
[in] SAFEARRAY(double) nextTarget,
[in,out] SAFEARRAY(double)* nextInput,
[out] long* nextInputLen);

}

#endif /*
_L__development_cpp_experSCppTest_bindings_midl_Imit_r2r_IModel_idl_INCLUDED */
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Imit_r2r_ILinModel.idl

#ifndef _L__Imit_r2r_ILinModel_idl_INCLUDED
#define _L__Imit_r2r_ILinModel_idl_INCLUDED

import “Imit_r2r_IModel.idl”;

[
object, version(1.0),
uuid(45a1d671-6cfc-5306-1d78-019f6a19ee59),
dual,
helpstring(“Imit_r2r_ILinModel Interface”),
pointer_default(unique)

]
interface Imit_r2r_ILinModel : Imit_r2r_IModel
{

[id(200), helpstring(“method getLinModel”)] HRESULT getLinModel(
[out,retval] Imit_r2r_ILinModel** linModel);

/*
[id(201)] getLinState();
[id(202)] getLinModelState();
[id(203)] setLinState();
[id(204)] setLinModelState();
*/

[id(210), helpstring(“method getIntercept”)] HRESULT getIntercept(
[in,out] SAFEARRAY(double)* intercept,
[out] long* interceptLen);

[id(211), helpstring(“method getSlope”)] HRESULT getSlope(
[in,out] SAFEARRAY(double)* slope,
[out] long* slopeLen,
[out] long* slopeWid);

[id(212), helpstring(“method setIntercept”)] HRESULT setIntercept(
[in] SAFEARRAY(double) intercept);

[id(213), helpstring(“method setSlope”)] HRESULT setSlope(
[in] SAFEARRAY(double) slope);

}

#endif /* _L__Imit_r2r_ILinModel_idl_INCLUDED */
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Imit_r2r_IBiasModel.idl

#ifndef _L__Imit_r2r_IBiasModel_idl_INCLUDED
#define _L__Imit_r2r_IBiasModel_idl_INCLUDED

import “Imit_r2r_IModel.idl”;

[
object, version(1.0),
uuid(d26515fc-d7c6-a17d-1d52-95e18511d2c9),
dual,
helpstring(“Imit_r2r_IBiasModel Interface”),
pointer_default(unique)

]
interface Imit_r2r_IBiasModel : Imit_r2r_IModel
{

[id(200), helpstring(“method getBiasModel”)] HRESULT getBiasModel(
[out,retval] Imit_r2r_IBiasModel** biasModel);

/*
[id(201)] getBiasState();
[id(202)] getBiasModelState();
[id(203)] setBiasState();
[id(204)] setBiasModelState();
*/

[id(210), helpstring(“method getBias”)] HRESULT getBias(
[in] SAFEARRAY(double) runInput,
[in] long runNum,
[in] double runEquipTime,
[in,out] SAFEARRAY(double)* bias,
[out] long* biasLen);

[id(211), helpstring(“method setBias”)] HRESULT setBias(
[in] SAFEARRAY(double) runInput,
[in] long runNum,
[in] double runEquipTime,
[in] SAFEARRAY(double) bias );

}

#endif /* _L__Imit_r2r_IBiasModel_idl_INCLUDED */
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Imit_r2r_ITimeModel.idl

#ifndef _L__Imit_r2r_ITimeModel_idl_INCLUDED
#define _L__Imit_r2r_ITimeModel_idl_INCLUDED

import “Imit_r2r_IModel.idl”;

[
object, version(1.0),
uuid(7e5ec855-15b8-f8a5-1d7b-31490ed33609),
dual,
helpstring(“Imit_r2r_ITimeModel Interface”),
pointer_default(unique)

]
interface Imit_r2r_ITimeModel : Imit_r2r_IModel
{

[id(200), helpstring(“method getTimeModel”)] HRESULT getTimeModel(
[out,retval] Imit_r2r_ITimeModel** timeModel);

/*
[id(201)] getTimeState();
[id(202)] getTimeModelState();
[id(203)] setTimeState();
[id(204)] setTimeModelState();
*/

[id(210), helpstring(“method getNumRateOutputs”)] HRESULT getNumRateOutputs(
[out,retval] long* numRateOutputs);

[id(211), helpstring(“method getNumTimeInputs”)] HRESULT getNumTimeInputs(
[out,retval] long* numTimeInputs);

[id(212), helpstring(“method getPrimaryModel”)] HRESULT getPrimaryModel(
[out,retval] Imit_r2r_IModel** primaryModel);

[id(213), helpstring(“method getRateToTimeMap”)] HRESULT getRateToTimeMap(
[in,out] SAFEARRAY(int)* rateToTimeMap,
[out] long* rateToTimeMapLen);

[id(214), helpstring(“method setNumRateOutputs”)] HRESULT setNumRateOutputs(
[in] long numRateOutputs);

[id(215), helpstring(“method setNumTimeInputs”)] HRESULT setNumTimeInputs(
[in] long numTimeInputs);

[id(216), helpstring(“method setPrimaryModel”)] HRESULT setPrimaryModel(
[in] Imit_r2r_IModel* primaryModel);

[id(217), helpstring(“method setRateToTimeMap”)] HRESULT setRateToTimeMap(
[in] SAFEARRAY(long) rateToTimeMap);

}

#endif /* _L__Imit_r2r_ITimeModel_idl_INCLUDED */
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Imit_r2r_IBiasLinModel.idl

#ifndef _L__Imit_r2r_IBiasLinModel_idl_INCLUDED
#define _L__Imit_r2r_IBiasLinModel_idl_INCLUDED

import “Imit_r2r_ILinModel.idl”;
import “Imit_r2r_IBiasModel.idl”;

[
object, version(1.0),
uuid(5842d85f-72bb-3321-1d7e-6f071792b084),
dual,
helpstring(“Imit_r2r_IBiasLinModel Interface”),
pointer_default(unique)

]
interface Imit_r2r_IBiasLinModel : Imit_r2r_ILinModel
{

// Include IBiasModel methods

[id(300), helpstring(“method getBiasModel”)] HRESULT getBiasModel(
[out,retval] Imit_r2r_IBiasModel** biasModel);

/*
[id(301)] getBiasState();
[id(302)] getBiasModelState();
[id(303)] setBiasState();
[id(304)] setBiasModelState();
*/

[id(310), helpstring(“method getBias”)] HRESULT getBias(
[in] SAFEARRAY(double) runInput,
[in] long runNum,
[in] double runEquipTime,
[in,out] SAFEARRAY(double)* bias,
[out] long* biasLen);

[id(311), helpstring(“method setBias”)] HRESULT setBias(
[in] SAFEARRAY(double) runInput,
[in] long runNum,
[in] double runEquipTime,
[in] SAFEARRAY(double) bias );

}

#endif /* _L__Imit_r2r_IBiasLinModel_idl_INCLUDED */
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Imit_r2r_ITimeBiasModel.idl

#ifndef _L__Imit_r2r_ITimeBiasModel_idl_INCLUDED
#define _L__Imit_r2r_ITimeBiasModel_idl_INCLUDED

import “Imit_r2r_IBiasModel.idl”;
import “Imit_r2r_ITimeModel.idl”;

[
object, version(1.0),
uuid(27f858d7-8b5c-9898-1d73-55c620b6a91d),
dual,
helpstring(“Imit_r2r_ITimeBiasModel Interface”),
pointer_default(unique)

]
interface Imit_r2r_ITimeBiasModel : Imit_r2r_IBiasModel
{

// Include TimeModel methods

[id(300), helpstring(“method getTimeModel”)] HRESULT getTimeModel(
[out,retval] Imit_r2r_ITimeModel** timeModel);

/*
[id(301)] getTimeState();
[id(302)] getTimeModelState();
[id(303)] setTimeState();
[id(304)] setTimeModelState();
*/

[id(310), helpstring(“method getNumRateOutputs”)] HRESULT getNumRateOutputs(
[out,retval] long* numRateOutputs);

[id(311), helpstring(“method getNumTimeInputs”)] HRESULT getNumTimeInputs(
[out,retval] long* numTimeInputs);

[id(312), helpstring(“method getPrimaryModel”)] HRESULT getPrimaryModel(
[out,retval] Imit_r2r_IModel** primaryModel);

[id(313), helpstring(“method getRateToTimeMap”)] HRESULT getRateToTimeMap(
[in,out] SAFEARRAY(int)* rateToTimeMap,
[out] long* rateToTimeMapLen);

[id(314), helpstring(“method setNumRateOutputs”)] HRESULT setNumRateOutputs(
[in] long numRateOutputs);

[id(315), helpstring(“method setNumTimeInputs”)] HRESULT setNumTimeInputs(
[in] long numTimeInputs);

[id(316), helpstring(“method setPrimaryModel”)] HRESULT setPrimaryModel(
[in] Imit_r2r_IModel* primaryModel);

[id(317), helpstring(“method setRateToTimeMap”)] HRESULT setRateToTimeMap(
[in] SAFEARRAY(long) rateToTimeMap);

}

#endif /* _L__Imit_r2r_ITimeBiasModel_idl_INCLUDED */
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Imit_r2r_ITimeBiasLinModel.idl

#ifndef _L__mit_r2r_ITimeBiasLinModel_idl_INCLUDED
#define _L__mit_r2r_ITimeBiasLinModel_idl_INCLUDED

import “Imit_r2r_IBiasLinModel.idl”;
import “Imit_r2r_ITimeModel.idl”;

[
object, version(0.0),
uuid(1bb976e8-cf38-7966-1d6d-6507de5d2663),
pointer_default(unique)

]
interface Imit_r2r_ITimeBiasLinModel : IBiasLinModel
{

// Include TimeModel methods

[id(400), helpstring(“method getTimeModel”)] HRESULT getTimeModel(
[out,retval] Imit_r2r_ITimeModel** timeModel);

/*
[id(401)] getTimeState();
[id(402)] getTimeModelState();
[id(403)] setTimeState();
[id(404)] setTimeModelState();
*/

[id(410),helpstring(“method getNumRateOutputs”)] HRESULT getNumRateOutputs(
[out,retval] long* numRateOutputs);

[id(411),helpstring(“method getNumTimeInputs”)] HRESULT getNumTimeInputs(
[out,retval] long* numTimeInputs);

[id(412), helpstring(“method getPrimaryModel”)] HRESULT getPrimaryModel(
[out,retval] Imit_r2r_IModel** primaryModel);

[id(413), helpstring(“method getRateToTimeMap”)] HRESULT getRateToTimeMap(
[in,out] SAFEARRAY(int)* rateToTimeMap,
[out] long* rateToTimeMapLen);

[id(414),helpstring(“method setNumRateOutputs”)] HRESULT setNumRateOutputs(
[in] long numRateOutputs);

[id(415),helpstring(“method setNumTimeInputs”)] HRESULT setNumTimeInputs(
[in] long numTimeInputs);

[id(416), helpstring(“method setPrimaryModel”)] HRESULT setPrimaryModel(
[in] Imit_r2r_IModel* primaryModel);

[id(417), helpstring(“method setRateToTimeMap”)] HRESULT setRateToTimeMap(
[in] SAFEARRAY(long) rateToTimeMap);

}

#endif /* _L__Imit_r2r_ITimeBiasLinModel_idl_INCLUDED */
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Imit_r2r_IController.idl

#ifndef _L__Imit_r2r_IController_idl_INCLUDED
#define _L__Imit_r2r_IController_idl_INCLUDED

import “Imit_r2r_IModel.idl”;

[
object, version(1.0),
uuid(7d42ff08-b39d-3d90-1d48-48176b1800d6),
dual,
helpstring(“Imit_r2r_IController Interface”),
pointer_default(unique)

]
interface Imit_r2r_IController : Imit_IObject
{

[id(100), helpstring(“method getController”)] HRESULT getController(
[out,retval] Imit_r2r_IController** controller);

/*
[id(103)] getControllerState()
[id(104)] setControllerState()
*/

[id(110), helpstring(“method getConfigs”)] HRESULT getConfigs(
[in,out] SAFEARRAY(double)* configs,
[out] long* configsLen);

[id(111), helpstring(“method getControllerName”)] HRESULT getControllerName(
[out,retval] BSTR* controllerName);

[id(112), helpstring(“method getModel”)] HRESULT getModel(
[out,retval] Imit_r2r_IModel** model);

[id(113), helpstring(“method getNextEquipTime”)] HRESULT getNextEquipTime(
[out,retval] double* nextEquipTime);

[id(114), helpstring(“method getNextInput”)] HRESULT getNextInput(
[in,out] SAFEARRAY(double)* nextInput,
[out] long* nextInputLen);

[id(115), helpstring(“method getNextOutput”)] HRESULT getNextOutput(
[in,out] SAFEARRAY(double)* nextOutput,
[out] long* nextOutputLen);

[id(116), helpstring(“method getNextRunNum”)] HRESULT getNextRunNum(
[out,retval] long* nextRunNum);

[id(117), helpstring(“method getNextTarget”)] HRESULT getNextTarget(
[in,out] SAFEARRAY(double)* nextTarget,
[out] long* nextTargetLen);
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[id(118), helpstring(“method getRunEquipTime”)] HRESULT getRunEquipTime(
[out,retval] double* runEquipTime);

[id(119), helpstring(“method getRunInput”)] HRESULT getRunInput(
[in,out] SAFEARRAY(double)* runInput,
[out] long* runInputLen);

[id(120), helpstring(“method getRunNum”)] HRESULT getRunNum(
[out,retval] long* runNum);

[id(121), helpstring(“method getRunOutput”)] HRESULT getRunOutput(
[in,out] SAFEARRAY(double)* runOutput,
[out] long* runOutputLen);

[id(122), helpstring(“method setConfigs”)] HRESULT setConfigs(
[in] SAFEARRAY(double) configs);

[id(123), helpstring(“method setControllerName”)] HRESULT setControllerName(
[in] BSTR controllerName);

[id(124), helpstring(“method setModel”)] HRESULT setModel(
[in] Imit_r2r_IModel* model);

[id(125), helpstring(“method setNextEquipTime”)] HRESULT setNextEquipTime(
[in] double nextEquipTime);

[id(126), helpstring(“method setNextInput”)] HRESULT setNextInput(
[in] SAFEARRAY(double) nextInput);

[id(127), helpstring(“method setNextOutput”)] HRESULT setNextOutput(
[in] SAFEARRAY(double) nextOutput);

[id(128), helpstring(“method setNextRunNum”)] HRESULT setNextRunNum(
[in] long nextRunNum);

[id(129), helpstring(“method setNextTarget”)] HRESULT setNextTarget(
[in] SAFEARRAY(double) nextTarget);

[id(130), helpstring(“method setRunEquipTime”)] HRESULT setRunEquipTime(
[in] double runEquipTime);

[id(131), helpstring(“method setRunInput”)] HRESULT setRunInput(
[in] SAFEARRAY(double) runInput);

[id(132), helpstring(“method setRunNum”)] HRESULT setRunNum(
[in] long runNum);

[id(133), helpstring(“method setRunOutput”)] HRESULT setRunOutput(
[in] SAFEARRAY(double) runOutput);
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[id(134), helpstring(“method solve”)] HRESULT solve(
[in,out] SAFEARRAY(double)* nextInput,
[out] long* nextInputLen);

[id(135), helpstring(“method solve_IT”)] HRESULT solve_IT(
[in] SAFEARRAY(double) runInput,
[in] long nextRunNum,
[in] double nextEquipTime,
[in] SAFEARRAY(double) nextTarget,
[in,out] SAFEARRAY(double)* nextInput,
[out] long* nextInputLen);

[id(136), helpstring(“method control”)] HRESULT control(
[in,out] SAFEARRAY(double)* nextInput,
[out] long* nextInputLen);

[id(137), helpstring(“method control_O”)] HRESULT control_O(
[in] SAFEARRAY(double) runOutput,
[in] long nextRunNum,
[in] double nextEquipTime,
[in,out] SAFEARRAY(double)* nextInput,
[out] long* nextInputLen);

[id(138), helpstring(“method control_IOT”)] HRESULT control_IOT(
[in] SAFEARRAY(double) runInput,
[in] long runNum,
[in] double runEquipTime,
[in] SAFEARRAY(double) runOutput,
[in] long nextRunNum,
[in] double nextEquipTime,
[in] SAFEARRAY(double) nextTarget,
[in,out] SAFEARRAY(double)* nextInput,
[out] long* nextInputLen);

}

#endif /* _L__Imit_r2r_IController_idl_INCLUDED */
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Imit_r2r_IEwmaController.idl

#ifndef _L__Imit_r2r_IEwmaController_idl_INCLUDED
#define _L__Imit_r2r_IEwmaController_idl_INCLUDED

import “Imit_r2r_IController.idl”;

[
object, version(1.0),
uuid(06881417-79d3-3581-1d61-a7b8a7a5d0b6),
dual,
helpstring(“Imit_r2r_IEwmaController Interface”),
pointer_default(unique)

]
interface Imit_r2r_IEwmaController : Imit_r2r_IController
{

[id(200), helpstring(“method getEwmaController”)] HRESULT getEwmaController(
[out,retval] Imit_r2r_IEwmaController** ewmaController);

/*
[id(201)] getEwmaState();
[id(202)] getEwmaControllerState();
[id(203)] setEwmaState();
[id(204)] setEwmaControllerState();
*/

[id(210), helpstring(“method getBiasAlpha”)] HRESULT getBiasAlpha(
[in,out] SAFEARRAY(double)* biasAlpha,
[out] long* biasAlphaLen);

[id(211), helpstring(“method getBiasAlpha”)] HRESULT setBiasAlpha(
[in] SAFEARRAY(double) biasAlpha);

}

#endif /* _L__Imit_r2r_IEwmaController_idl_INCLUDED */
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CBiasLinModel.idl

// CBiasLinModel.idl : IDL source
//

// This file will be processed by the MIDL tool to
// produce the type library (CBiasLinModel.tlb) and marshalling code.

// import “oaidl.idl”;
// import “ocidl.idl”;

import “Imit_r2r_IBiasLinModel.idl”;
import “Imit_r2r_IBiasModel.idl”;

[
uuid(14AFE341-50CF-11d3-A942-00C06D13817E),
version(1.0),
helpstring(“BiasLinModel 1.0 Type Library”)

]
library BiasLinMODELLib
{

importlib(“stdole32.tlb”);
importlib(“stdole2.tlb”);

[
uuid(14AFE342-50CF-11d3-A942-00C06D13817E),
helpstring(“CBiasLinModel Class”)

]
coclass CBiasLinModel
{

[default] interface Imit_r2r_IBiasLinModel;
interface Imit_r2r_IBiasModel;
// interface Imit_r2r_ILinModel;

};
};
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CTimeBiasModel.idl

// CTimeBiasModel.idl : IDL source
//

// This file will be processed by the MIDL tool to
// produce the type library (CTimeBiasLModel.tlb) and marshalling code.

// import “oaidl.idl”;
// import “ocidl.idl”;

import “Imit_r2r_ITimeBiasModel.idl”;
import “Imit_r2r_ITimeModel.idl”;

[
uuid(14AFE343-50CF-11d3-A942-00C06D13817E),
version(1.0),
helpstring(“TimeBiasModel 1.0 Type Library”)

]
library TimeBiasMODELLib
{

importlib(“stdole32.tlb”);
importlib(“stdole2.tlb”);

[
uuid(14AFE344-50CF-11d3-A942-00C06D13817E),
helpstring(“CTimeBiasModel Class”)

]
coclass CTimeBiasModel
{

[default] interface Imit_r2r_ITimeBiasModel;
interface Imit_r2r_ITimeModel;

};
};
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CTimeBiasLinModel.idl

// MyBiasLinModel.idl : IDL source for MyBiasLinModel.dll
//

// This file will be processed by the MIDL tool to
// produce the type library (MyBiasLinModel.tlb) and marshalling code.

// import “oaidl.idl”;
// import “ocidl.idl”;

import “Imit_r2r_ITimeBiasLinModel.idl”;
import “Imit_r2r_ITimeBiasModel.idl”;
import “Imit_r2r_ITimeModel.idl”;

[
uuid(1A0B4411-346A-11D3-A942-00C06D13817E),
version(1.0),
helpstring(“Model 1.0 Type Library”)

]
library MODELLib
{

importlib(“stdole32.tlb”);
importlib(“stdole2.tlb”);

[
uuid(937E7DC1-50CB-11d3-A942-00C06D13817E),
helpstring(“CTimeBiasLinModel Class”)

]
coclass CTimeBiasLinModel
{

[default] interface Imit_r2r_ITimeBiasLinModel;
interface Imit_r2r_ITimeBiasModel;
interface Imit_r2r_IBiasModel;
interface Imit_r2r_ITimeModel;

};
};
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CEwmaController.idl

// CEwmaController.idl : IDL source
//

// This file will be processed by the MIDL tool to
// produce the type library (CEwmaController.tlb) and marshalling code.

// import “oaidl.idl”;
// import “ocidl.idl”;

import “Imit_r2r_IEwmaController.idl”;

[
uuid(A95892C1-5189-11d3-A942-00C06D13817E),
version(1.0),
helpstring(“EwmaController 1.0 Type Library”)

]
library EwmaCONTROLLib
{

importlib(“stdole32.tlb”);
importlib(“stdole2.tlb”);

[
uuid(A95892C2-5189-11d3-A942-00C06D13817E),
helpstring(“CEwmaController Class”)

]
coclass CEwmaController
{

[default] interface Imit_r2r_IEwmaController;
};

};
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 Appendix B

User’s Guide for COM-Based Controller
Objects

COM provides a fairly rich language for developing data structures and interfaces

use those structures. However, many COM client environments support only Autom

servers instead of generic COM servers. In particular, National Instruments’ LabView

under this category, which is currently one of the primary development environmen

On-Line Technologies. Automation servers must extend the “IDispatch” interface

cannot support complex data structures built into the IDL. Clients can call object met

indirectly through the IDispatch interface rather than directly calling methods thro

interface pointers.

Many Automation clients are also limited to creating and accessing the “default” in

face of Automation servers. Thus simple aggregation does not make all methods ava

to those clients. To circumvent this limitation, aggregation is supplemented by ad

aggregated methods to the default (singly inherited) Automation interface. For exam

the Bias Model and Linear Model interfaces both follow simple single inheritance c

structs to support the Model interface. The Bias Linear Model, however, must include

the Bias Model and Linear Model interface methods, without multiply inheriting fro

both. This is accomplished by creating a Bias Linear Model interface that inherits from

Linear Model interface and copies the additional Bias Model methods into its IDL.

The COM IDL for this project is broken into a number of hierarchical files that bu
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component interfaces through single inheritance and aggregation / method copies (

multiple inheritance would be required). Automation compatible IDL is used to prov

the widest possible application coverage. The following sections describe the State

ables and Methods provided by the run-to-run control objects. Appendix A contains

full COM IDL files.

Imit_Base.idl

This IDL file contains the base object interface methods that all of the MIT obje

should support. These methods provide convenient identification, connection, and

storage (persistence) capabilities. Only the getID() and setID() methods are comp

implemented for the run-to-run controller objects used here. (This does not limit func

ality, as the additional methods would primarily be used with high level organization

object management tools.)

State Variables:

BSTR Id .............................................String tag that identifies the object (should be u
across all objects)
This parameter is not used by the implement
tion, but is available for object management an
display purposes

Imit_r2r_IModel.idl

This IDL file contains methods that all input / output process models must prov

The interface supports the ability to pass inputs forward through the model to get ou

and methods to back-solve for optimal inputs based on a target output vector and

straints on the solution.
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State Variables:

BSTR ModelName.............................String tag that identifies the Model name (cou
unique across different Model implementation
This parameter is not used by the implement
tion, but is available for object management an
display purposes.

Long numInputs .................................Number of system inputs
Long numOutputs ..............................Number of system outputs

BSTR[numIn] InputNames................Array of strings that name the input parameters
BSTR[numOut] OutputNames...........Array of strings that name the output paramete

These parameters are not used by the implem
tation, but are available for object manageme
and display purposes.

Long runNum.....................................Run number on which the current Model is b
(from the last update)

Double equipTime..............................Equipment Time on which the current Mode
based

Double[numIn] input .........................Input vector used for the last model update

Double[numIn] inputMax ..................Upper bounds on input parameter selection
Double[numIn] inputMin...................Lower bounds on input parameter selection
Double[numIn] resolution..................Granularity constraint for input parameter selec
Double[numIn] weightInput ..............Input weighting vector for a minimum change in

solution (if multiple solutions exist)
Double[numOut] weightOutput .........Output weighting vector, for a minimum error so

tion (if no exact solution exists)
Int discFlag.........................................Enumerated input discretization flag

0 = Not initialized,
1 = No discretization,
2 = Simple rounding,
3 = Delta Discretization,
4 = Statistical Discretization,
5 = Statistical Discretization (method 2)

Double[] configs.................................Configuration “catchall” parameter, a vector of
bles

Methods:

fit(.......................................................Fit the model to data from a set of experimenta
(probably a DOE)
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[in] Double[numRuns][numIn]
 runInputs, ...................................The output vectors for each run
[in] Long[numRuns] runNums, ..The run numbers for each run
[in] Double[numRuns]
 runEquipTimes, ..........................The equipment times for each run
[in] Double[numRuns][numOut]
 runOutputs ..................................The output measurements for each run
)

func( ...................................................Use the Model to find outputs based on an inpu
tor

[in] Double[numIn] runInput, .....Input vector for the run
[in] Long runNum, ......................Run number for the run
[in] Double runEquipTime, .........Equipment time for the run
[in,out] Double[numOut]
 runOutput, ..................................The projected output from the system, given

input vector
[out] Long runOutputLen ............Length of the output vector
)

solve (.................................................Use the Model to “backsolve” for optimal in
based on requirments for the next run

[in] Double[numIn] runInput, ......Input vector for the last run
(Only used if multiple exact solutions exist)

[in] Long nextRunNum,...............Run number for the solution
[in] Double nextEquipTime, ........Equipment time for the solution
[in] Double[numOut]
 nextTarget,...................................Target output vector for the solution

[in,out] Double[numIn]
 nextInput, ....................................Resulting input vector solution
[out] Long nextInputLen..............Length of the solution vector
)

Imit_r2r_ILinModel.idl

This IDL file contains methods for accessing the Linear Model State variables.

State Variables:

Double[numOut] intercept .................Linear Model intercept terms (may or may no
distinct from the bias terms)

Double[numOut][numIn] slope .........Slope coefficient matrix (2 dimensional) relating
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Imit_r2r_IBiasModel.idl

This IDL file contains methods for accessing the Bias Model State variables.

State Variables:

Double[numOut] bias.........................Output bias vector (normally modified by a co
scheme)

* Note, the methods used to get and set the bias (offset) vector also include the p

eters “runNum,” “runEquipTime,” and “runInput.” These parameters are present

proper management of the bias vector in the event that the input settings (including th

number and/or equipment time) affect the bias in some manner. This is the case f

Time-based Bias Model, where the bias vector is actually stored inside of the time l

and time factors must be accounted for before passing bias terms in or out of the rate

els. (The use of a zero length “runInput” vector is used to specify direct access to

underlying model’s bias vector.)

Imit_r2r_ITimeModel.idl

This IDL file contains methods for accessing the Time-based Model State variab

State Variables:

Long numTimeInputs.........................Number of time-based inputs
Long numRateOutputs .......................Number of rate-based outputs
Imit_r2r_IModel* primaryModel ......Reference to the “slaved” underlying Model
Int[numRateOut] rateToTimeMap .....Index map linking each rate-based output

time-based input
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Imit_r2r_IController.idl

This IDL file contains methods that all Model-based run-to-run Controllers must p

vide. This interface supports requests for run-to-run control actions and “back-solving

input vectors from the Model.

State Variables:

BSTR controllerName .......................String tag that identifies the Controller type (c
be unique across different Controller implemen
tations) This parameter is not used by the impl
mentation, but is available for objec
management and display purposes.

Imit_r2r_IModel* model ...................Reference to the Controller’s Model

Long runNum.....................................Run number from the last run
Double runEquipTime........................Equipment time from the last run
Double[numIn] runInput....................Input settings for the last run
Double[numOut] runOutput...............Output measurements from the last run

Long nextRunNum.............................Run number for the next run
Double nextEquipTime ......................Equipment Time for the next run
Double[numOut] nextTarget ..............Target outputs for the next run

Double[numIn] nextInput ..................Suggested inputs for the next run

Double[numOut] nextOutput .............Expected outputs for the next run

Double[] configs.................................Configuration “catchall” parameter, a vector of
bles

Methods

solve (.................................................Use the Model to “backsolve” for optimal in
based on the Controller’s requirements for th
next run

[in,out] Double[numIn]
 nextInput, ....................................Suggested inputs for the next run (no co

updates)
[out] Long nextInputLen..............Length of the solution vector
)
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solve_IT ( ...........................................Use the Model to “backsolve” for optimal inp
based on the supplied requirements for the ne
run

[in] Double[numIn] runInput, ......Input settings for the last run

[in] long nextRunNum, ................Run number for the next run
[in] double nextEquipTime, .........Equipment Time for the next run
[in] Double[numOut]
 nextTarget,...................................Target outputs for the next run

[in,out] Double[numIn]
 nextInput, ....................................Suggested inputs for the next run (no co

updates)
[out] Long nextInputLen..............Length of the solution vector
)

control (..............................................Based on the Controller’s state, update the M
and use the Model to “backsolve” for optima
inputs

[in,out] Double[numIn]
 nextInput, ....................................Suggested inputs for the next run (after co

updates)
[out] Long nextInputLen..............Length of the solution vector
)

control_O ( .........................................Based on the output from the last run and the
troller’s state, update the Model, and use th
Model to “backsolve” for optimal inputs

[in] Double[numOut] runOutput,.Outputs from the last run

[in] Long nextRunNum,...............Run number for the next run
[in] Double nextEquipTime, ........Equipment Time for the next run

[in,out] Double[numIn]
 nextInput, ....................................Suggested inputs for the next run (after co

updates)
[out] Long nextInputLen..............Length of the solution vector
)

control_IOT ( .....................................Based on the inputs and output from the last ru
a new target run, update the Model and use t
Model to “backsolve” for optimal inputs

[in] Double[numIn] runInput, ......Inputs for the last run
[in] Long runNum,.......................Run number for the last run
[in] Double runEquipTime,..........Equipment Time for the last run
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[in] Double[numOut] runOutput,.Outputs from the last run

[in] Long nextRunNum,...............Run number for the next run
[in] Double nextEquipTime, ........Equipment Time for the next run
[in] Double[numOut]
 nextTarget,...................................Target outputs for the next run

[in,out] Double[numIn]
 nextInput, ....................................Suggested inputs for the next run (after co

updates)
[out] Long nextInputLen..............Length of the solution vector
)

Imit_r2r_IEwmaController.idl

This IDL file contains methods for accessing the EWMA Controller State variable

State Variables:

Double[numOut] biasAlpha...............The “forgetting factors” for each of the bias term

B.1 Implementation of the Run-to-Run Controller Components

The three objects shown in Figure 6-3 have been implemented as in-process Au

tion servers (Windows dll’s). The Bias Linear Model, Time-based Bias Model,

EWMA Controller were all written in Java and compiled with Microsoft’s Visual J+

using Microsoft’s extensions to support COM Automation objects. The following sect

describe some of the relevant details about each of these implementations.

ComBiasLinModel.dll

The Bias Linear Model (BLModel) implementation is a straightforward adaptation

the original MIT run-to-run controller’s Linear Model function and back-solution alg

rithm. Please note that it is up to the client to set and use the “runNum,” “equipTime,”

“input” State variables. The BLModel implementation does not use these variables in
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ComTimeBiasModel.dll

The Time-based Bias Model (TBModel) implementation requires a pointer to a B

Model, such as the BLModel described above. It does not require the use of a L

Model and will properly utilize any Bias Model. The “solve()” routine iteratively search

for an optimal solution by calling on the Bias Model’s “solve()” method. While this m

not be the most efficient algorithm, it is arguably one of the most flexible. Chapter 5

cussed this solver in detail.

The “configs” parameter is used to control the optimization process. It is a two-

ment array, the first of which determines the cost improvement threshold for the optim

tion process. The second “configs” parameter establishes the maximum numb

iterations that the Model will perform during optimization. That is, the optimization p

cess will stop when the cost function improvement from one iteration to the next

below the threshold, or the maximum number of iterations has been reached.

The TBModel uses the “numTimeInputs,” “numRateOutputs,” and “rateToTimeM

variables to manage the structure of the Time-based Model. Figure B-1 demonstrate

this is accomplished. The first “numTimeInputs” elements of the input vector are s

rated as time-based inputs and the first “numRateOutputs” elements of the Pri

Model’s outputs are treated as rate-based outputs. The “rateToTimeMap” is a vec

integer indices that map each rate-based output element to one of the time-based inp

ments. (This vector uses an index of zero to indicate the first time-based element.)
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Figure B-1: Time-based Model Input / Output Data Paths

It is also important to note that the TBModel completely takes over the Prim

Model. All Bias Model parameter writes and reads to and from the TBModel invoke

proper parameter writes and reads on the Primary Model. The TBModel does not stor

parameter information that would be replicated in the Primary Model (with the excep

of the “DiscFlag” setting), which helps to avoid any synchronization issues. It is there

important to set the TBModel’s Primary Model interface before any other State varia

are initialized. The sizing information (“numInputs,” “numOutputs,” “numTimeInputs

“numRateOutputs”) should be set next to ensure proper breakdown and storage

other attributes.

Rate To
Time Map

Primary Model
(with Bias)

Input -> Output

Multiplexed
Multiplier

Time Inputs

numTimeInputs

numInputs

Rate Outputs

numRateOutputs

numOutputs

Time-based Bias Model

{ {

{ {
Inputs

Outputs

0

0

0
0

0

*Note: Zero (0) indicates the location of the
first element in a Vector
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The details of configuring the Primary Model’s internal structure must be perform

directly on the Primary Model; the TBModel does not know anything about the underly

model type. For the BLModel, this means that the slope and intercept terms must b

through the BLModel’s interface. All other parameters should be set through

TBModel’s interface.

ComEwmaController.dll

The EWMA Controller (EController) implementation is also a direct conversion fr

the original MIT run-to-run controller. The EWMA control action is composed of a sim

update to the bias vector of the EController’s Model. Thus any Model that supports

Bias Model interface is compatible with the EController.

The EController does not use the “equipTime” setting, but the run number is use

ensure the proper sequencing of control updates and model solutions. In particular, c

updates are not performed when the Model’s run number exceeds the run number f

update data. Also, Model “back-solutions” are disallowed when the target run number

cedes the Model’s run number.

When calling methods that specify new “run” settings or “nextRun” settings (“So

_IT(),” “Control_O(),” or “Control_IOT()”), the appropriate State variables in the Eco

troller are set to match the input parameters. Also, upon successful completion of a M

“back-solution” (from “Solve(),” “Solve_IT(),” “Control(),” “Control_O(),” or

“Control_IOT()”), the “nextRun” settings, including the “nextInput” vector, are copi

into the “run” settings in preparation for receiving feedback from the next run. It is rec

mended that the “Control_O()” method be used for continuous operation of the Econ

ler when “nextTarget” is held constant and all of the “nextInput” recommendations
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