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Abstract

All-optical switching will likely be required for future optical networks operating at
data rates which exceed electronic processing speeds. Switches utilizing nonlinearities
in semiconductor optical amplifiers (SOA) are particularly attractive due to their
compact size, low required switching energies, and high potential for integration. In
this dissertation we investigate the practical application of such semiconductor-based
all-optical switches in next-generation optical networks.

We present both theoretical and experimental studies of SOA-based interferomet-
ric switches. A detailed numerical model for the dynamic response of an SOA to an
intensity-modulated optical signal is described. The model is validated using novel
pump-probe techniques to measure the time-domain response of an SOA subject to
various levels of saturation. The model is then used to evaluate the performance of
three common SOA-based interferometric all-optical switches.

The use of SOAs in optical transmission systems has been limited due to the
deleterious effects of pattern-dependent gain saturation. We develop a statistical
model to study the system impact of variations of the SOA optical gain in response
to a random intensity-modulated optical signal. We propose the use of pulse-position
modulation (PPM) as a means for mitigating gain saturation effects in SOA-based
optical processors. We present techniques for modulation and detection of optical
PPM signals at data rates in excess of 100 Gbit/s. We demonstrate demultiplexing,
wavelength conversion, and format conversion of optical PPM signals at data rates
as high as 80 Gbit/s.

Finally, we report on experimental demonstrations of an optical interface for slot-
ted OTDM networks. We implement head-end and transmitter nodes capable of pro-
ducing fully loaded optical slots at an aggregate network data rate of 112.5 Gbit/s.
We demonstrate a fully functional receiver node which utilizes semiconductor-based
all-optical logic for synchronization, address processing, and rate conversion.

Thesis Supervisor: Erich P. Ippen
Title: Elihu Thomson Professor Of Electrical Engineering
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Chapter 1

Introduction

The ever-increasing demand for bandwidth in existing global networks has prompted
much research into the efficient utilization of available bandwidth in optical fiber
transmission systems. Advances in optical fiber processing technologies have made
the entire band of wavelengths from 1280 nm to 1625 nm available for low-loss trans-
mission over long distances (< 0.4 dB/km). Thus, a single fiber can provide nearly
50 THz of accessible communications bandwidth. This bandwidth greatly exceeds
electronic processing capabilities. Consequently, various technologies have been de-
veloped to partition the available bandwidth in an optical fiber among a number of
transceivers operating at electronic rates. An important design issue facing system
developers is how to best utilize this enormous capacity to efficiently provide the

resources needed to meet the demands of future networks.

1.1 Optical Multiplexing Techniques

There are several optical techniques for multiplexing traffic from electronic-rate nodes.
Three of these are illustrated in Figure 1-1. Present commercial efforts are focused
on the development of wavelength-division multiplexed (WDM) systems. In a WDM
network, the aggregate bandwidth of the fiber transmission system is divided among a
number of transceivers operating on distinct carrier wavelengths. These transceivers

typically operate at electronics-limited rates of 2.5-10 Gbit/s with 40 Gbit/s WDM
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Figure 1-1: Three optical multiplexing techniques: a) wavelength-division multiplex-
ing, b) bit-interleaved time-division multiplexing, and c) slotted time-division mul-
tiplexing. Note that the shading in b) and c) is used to distinguish the different
channels, not to indicate different transmission wavelengths.
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systems currently under development. Hundreds of these transceivers operating on
independent wavelengths can be multiplexed on a single fiber providing point-to-point
connectivity at electronic data rates. Physical-layer component technology for WDM
networks is quite mature. Commercially available systems can provide capacities of
up to 3.2 Thit/s on a single fiber for unregenerated transmission distances of up to
2000 km [1.1]. Research demonstrations have achieved capacities as high as 10.92
Thit/s [1.2] in a single fiber with spectral efficiencies as high as 1.28 bit/s/Hz [1.3].

An alternative method for utilizing the available bandwidth of an optical fiber
is the use of optical time-division multiplexing (OTDM) techniques. In OTDM net-
works, multiple transceivers utilize fiber bandwidth by modulating a single carrier
wavelength at aggregate data rates of 100 Gbit/s or higher. Current OTDM sys-
tems may be broadly classified as either bit-interleaved or slotted systems. In a
bit-interleaved OTDM network, transceivers modulate data onto short optical pulses
at electronic rates (~ 10 Gbit/s). Because the pulse duration is much shorter than
the bit period, modulated pulse streams from several transceivers can be temporally
interleaved to form a single modulated signal at an aggregate data rate which exceeds
electronic processing capabilities (> 100 Gbit/s).

WDM and bit-interleaved OTDM networks are similar in that they are essentially
circuit-switched networks at the optical layer. This architecture is necessary because
the time required to initiate a new path between transceivers in the network is gener-
ally long compared to typical packet durations on the network. In a WDM network,
changing the network topology requires a change in the wavelength selection of trans-
mitters and receivers. In a bit-interleaved OTDM system, changing the timing of the
interleaved channels is required. Since current technologies for implementing these
changes are slow compared to typical packet durations, packet-switching services are
generally provided electronically.

By contrast, slotted OTDM networks offer the potential for providing packet-
switched network services at the optical layer. In a slotted OTDM system, individual
transceivers are capable of bursting data onto the network at the aggregate OTDM

bit-rate. The various transceivers share access to a single ultrafast channel by trans-
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mitting in distinct time slots at the aggregate network data rate. Bandwidth may be
allocated by a centralized processor which assigns specific time slots to the different
transceivers on the network. However, scheduling is complicated by the fact that
several packets may be in flight simultaneously on the network. The helical local area
network (HLAN) [1.4, 1.5] has been proposed as a possible architecture for a slotted
OTDM network which addresses these concerns.

Slotted OTDM networks can potentially provide many advantages over WDM
and bit-interleaved OTDM networks. As mentioned above, they can be used to
provide photonic packet-switching at data rates which exceed electronic processing
capabilities. Medium access control is simplified in slotted OTDM networks and they
can provide a variety of services including both guaranteed bandwidth and flexible
bandwidth-on-demand. Additionally, in a slotted OTDM network, bandwidth may
be allocated among transceivers with a much higher degree of granularity than in
WDM and bit-interleaved OTDM networks. This leads to more efficient utilization
of the available bandwidth and makes slotted OTDM networks ideal candidates for

future high-capacity optical networks.

1.2 All-Optical Switching Requirements

Challenges in implementing bit-interleaved and slotted OTDM networks arise due to
the fact that these networks require switching and logic operations at the aggregate
bit-rate of the system. In the case of bit-interleaved OTDM networks, demultiplexers
are required at the receivers to separate the fractional bandwidth destined for a
particular node from the stream of data at the aggregate rate. As the aggregate
data rate of the network is typically much higher than electronic processing rates,
demultiplexing is usually performed in the optical domain, using all-optical logic
gates. After demultiplexing, the data rate is lower and further processing may be
done in electronics after detection. All-optical switches utilizing nonlinearities in
optical fiber have been used to demonstrate bit-interleaved OTDM systems operating

at data-rates as high as 1.28 Tbit/s [1.6].
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Slotted OTDM networks must operate on slots in which the information arrives at
the aggregate data rate of the network. This requires additional logical functionality
in the optical domain prior to electronic detection at the receiver. Local transceiver
clocks must be synchronized to network slot- and bit-clocks. Headers on incoming
slots must be processed optically to determine their destination. Finally, data in
incoming slots must be rate-converted to electronic data rates prior to detection and
electronic processing at the receiver. These operations require the use of several layers
of all-optical logic in the slotted OTDM transceiver.

To date, many different switch designs which can accomplish these tasks have
been proposed. These switches are often based on an interferometric design employ-
ing an intensity-dependent refractive index in a waveguide. In most demonstrations,
the nonlinear waveguide is either an optical fiber or a semiconductor. Semiconductor-
based switches are particularly attractive for several reasons. First, they tend to be
very compact. Typical interaction lengths in a semiconductor-based switch are on
the order of ~1 mm. Moreover, semiconductor-based switches utilizing active waveg-
uides, such as semiconductor optical amplifiers (SOA), require low switching energies.
All-optical switching in semiconductor-based interferometers has been demonstrated
with control pulse energies of a few fJ. Finally, semiconductor-based switches can be
readily integrated using existing semiconductor processing technologies. Thus, they
offer the potential for developing highly functional integrated electronic and photonic

processing nodes in a compact package.

1.3 Organization

The work presented in this dissertation focuses on the practical implementation of
semiconductor-based all-optical switches with emphasis on their application in slotted
OTDM networks. The dissertation is organized as follows:

In Chapter 2, we review background theory on the gain and index dynamics of
semiconductor optical amplifiers. We develop a numerical model for the dynamic

response of a semiconductor gain medium which may be used to describe pulse
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propagation in an SOA under the heavily saturated conditions which arise in typ-
ical all-optical switching applications. Next, we present experiments which utilize a
difference-frequency pump-probe technique to measure the dynamic gain response of
an SOA.

In Chapter 3, we discuss interferometric optical switching techniques employing
semiconductor optical amplifiers. We discuss three common fiber interferometer con-
figurations. Techniques for experimentally measuring the switching windows for these
devices are demonstrated and the configurations are compared in an OTDM demul-
tiplexing experiment.

In Chapter 4, we address the problems of gain saturation in semiconductor-based
all-optical switches. We develop a statistical model for studying the system impact of
data-pattern-dependent gain-saturation. We review techniques which have been em-
ployed for mitigation of gain saturation problems in semiconductor optical amplifiers.
Finally, we propose the use of pulse-position modulation (PPM) as a data format
which effectively eliminates the problems of gain saturation, while still enabling all-
optical switching using standard interferometric techniques. We demonstrate the use
of PPM in several all-optical switching experiments.

In Chapter 5, we describe efforts to utilize the ultrafast optical logic functionality
provided by semiconductor-based switches to enable basic physical layer functional-
ity in a slotted OTDM network. We discuss the design and experimental verifica-
tion of the optical interface for various functional nodes in an HLAN network. We
present designs of simplified head-end and transmitter nodes. These nodes simulate
the transmission of fully-loaded network slots and test the operation of the receiver
node. Finally, we describe the implementation of a fully-functional optical interface
for a receiver node. This node utilizes optical logic gates for the three primary tasks
required for physical layer access in an ultrahigh speed multiaccess network: synchro-
nization, header processing, and data-rate conversion.

We conclude in Chapter 6 with a summary of the contributions of this work and

a discussion of possible directions for future work in this area.
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Chapter 2

Semiconductor Optical Amplifiers

2.1 Introduction

Semiconductor optical amplifiers (SOA) have many potential applications in optical
networks. SOAs were originally developed to provide in-line amplification in opti-
cal transmission systems. Because of their poor noise performance and relatively
low saturated output power compared to erbium-doped fiber amplifiers, SOAs are
rarely considered for this application in long haul-transmission networks today. How-
ever, they have a number of unique properties which make them useful for other
applications in optical networks. For instance, SOAs fabricated in the quaternary
semiconductor InGaAsP, lattice-matched to InP, can have a bandgap anywhere in
the range from 1.1 pm to 1.65 um. Thus, they can provide gain over the entire low-
loss spectrum of an optical fiber. Additionally, SOAs are very compact and easily
integrated with existing semiconductor processing technologies, making them useful
in the development of integrated photonic processing nodes for a variety of network
applications. Finally, the fast nonlinear gain dynamics in an SOA make them attrac-
tive candidates in a variety of nonlinear processing applications, such as wavelength
conversion, regeneration and ultrafast switching in an optical network.

In this chapter, we develop a numerical model which may be used to study the
performance of semiconductor optical amplifiers in nonlinear switching applications.

We begin with a brief overview of device structures for semiconductor lasers and
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semiconductor optical amplfiers. Then, we describe the gain and refractive index in
a semiconductor optical amplifier which arise from the interaction of an optical field
with the free carriers in the active region of the device. Next, we develop a theo-
retical model for the temporal dynamics of the carrier density and energy density
in a semiconductor waveguide in response to an optical pulse. We present a nu-
merical method for calculating the dynamic response of the SOA which includes the
frequency-dependent nature of the gain and index transients. Finally, we validate the
qualitative predictions of the model using experimental pump-probe measurements

on an InGaAsP semiconductor optical amplifier.

2.2 Device Overview

The first homojunction semiconductor lasers were made using simple p-n junctions in
a direct bandgap semiconductor such as GaAs [2.1-2.3]. In these devices, free carriers
are injected across the junction by passing a current through the forward-biased
diode. These carriers create an inverted population where light can be amplified via
the stimulated emission which accompanies the recombination of an electron in the
conduction band with a hole in the valence band of the semiconductor. This region
where optical interactions with the inverted population take place is referred to as
the active region. In a homojunction device, the depth of the active region in a
direction normal to the junction is determined by the carrier diffusion lengths in the
semiconductor and is typically on the order of ~ 1 um. Consequently, the volume of
the active region in a homojunction laser is large and high currents are required to
achieve a population inversion in the region.

Modern semiconductor laser devices are typically heterostructures where several
different semiconductor materials are combined to improve device performance. In the
simplest such device, the double heterostructure (DH) laser, the active region consists
of a material with a narrow band gap which resides between two cladding layers with
wider band gap as shown in Figure 2-1. The heterostructure design improves laser

performance in several ways. First, carriers injected by passing a current through the
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Figure 2-1: A double-heterostructure semiconductor laser.

diode are confined to the active region due to the potential barriers provided by the
wide band gap materials. This makes it possible to achieve a population inversion
with current densities which are much lower than those required in a homojunction
laser. Additionally, the higher index of the lower band gap material relative to the
cladding layers serves to confine the optical field, leading to a better mode overlap
between the active region and the optical mode. These two features of the DH
lasers enabled the development of the first practical semiconductor lasers which could
operate continuously at room temperature (2.4, 2.5].

The double-heterostructure laser gives the designer more freedom in specifying
the parameters of the active region. For instance, the thickness of the active region
may be reduced to lower the current required to achieve inversion. The active region
in bulk semiconductor devices today is typically around 0.1-0.2 pm thick. Quantum
well devices can have active layer thicknesses on the order of a few nanometers.

Additionally, the doping of the active region can be varied relative to the cladding
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Figure 2-2: Absorption and emission processes in a semiconductor.

regions (which are doped to form the p-n junction). In particular, the active region
can be lightly doped or even intrinsic.

A semiconductor laser is made by creating a waveguide in the active region which
provides lateral confinement for the optical mode. The input and output facets of
the device are cleaved normal to the waveguide to provide reflectivity for the laser
cavity. A traveling-wave semiconductor optical amplifier is made by modifying the
semiconductor laser design to reduce reflections from the facets. This may be accom-
plished by cleaving the input and output facets at an angle which is not normal to

the waveguide and applying an anti-reflection coating to the facets.

2.3 Optical Gain in Semiconductors

Gain in a semiconductor arises from the exchange of energy between the photons
in the incident optical field and the electrons and holes in the semiconductor. This
occurs via the processes of absorption, stimulated emission, and spontaneous emission,
depicted in Figure 2-2 for a two-level system. When an electron absorbs the energy
in a photon, it is excited to a higher energy level, leaving behind a hole at the lower
energy level. Conversely, an electron at a high energy level may recombine with a
hole at a lower energy level, emitting a photon in the process. When this process is

initiated by an existing photon in the semiconductor, it is called stimulated emission.
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Otherwise, it is called spontaneous emission.

In order to describe optical gain in a semiconductor, we must first describe the
distribution of electrons and holes among the available energy states in the semi-
conductor. Charge carriers in an undoped bulk semiconductor reside in a periodic
potential defined by the atoms in the periodic semiconductor lattice. Consequently,
the carrier energy eigenstates have definite momentum and are described by the Bloch
functions, parameterized by the wave vector, £ [2.6]. Due to the close proximity of
atoms in the semiconductor lattice, the allowed electronic energy states form near-
continuous bands. Figure 2-3 illustrates the typical band structure in a direct bandgap
semiconductor near k£ = 0. The valence bands consist of the highest occupied energy
states at temperature 7' = 0. Near k= 0, there are three valence bands containing
carriers which may participate in optical interactions: the heavy-hole band, the light-
hole band, and the split-off band. The heavy-hole band and the light-hole bands are
degenerate at k = 0. Above the valence bands, the lowest band of allowed energies is

the conduction band. The energy difference between the highest energy valence band
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state and the lowest energy conduction band state is known as the bandgap of the
semiconductor.

In the effective mass approximation, the energy bands near k= 0, are approxi-
mated by a parabolic relationship between the energy, £, and momentum, k. The
energy of a conduction band electron is thus given by

h2k2
2m,’

El(k) = (2.1)
where k = {E| and m, is the effective mass of an electron in the conduction band.
Similarly, for a hole in one of the valence bands, the energy is defined in terms of the
hole effective mass, m,, as

B2k

E,(k) = P (2.2)

Note that in each of these equations the energy is referenced to the band edge and is
positive into the band. Each of the three valence bands has its own effective mass.
We denote the effective masses of the heavy hole, light hole, and split-off bands as
Mhh, Mun, and mg,. Due to the differences in their effective masses, the number of
free carriers in the heavy-hole valence band is typically much larger than the number
of free carriers in the light-hole and split-off valence bands. Thus, in the following
discussion, we only consider interactions between the holes in the heavy-hole band
and electrons in the conduction band.

Electrons in a semiconductor are subject to the Pauli-exclusion principle. There-
fore, at most two electrons (With opposite spin states) can occupy the same energy
state simultaneously. The distribution of electrons among the available energy states
is thus described by the Fermi-Dirac statistics. The probability that an electron

occupies a state with energy E is given by the Fermi-Dirac distribution function

.(B) = = | (2.3)

E-E
1+ exp (—F—kBT )
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Here, T is the temperature of the electrons and kp is the Boltzmann constant. The
energy Er is known as the Fermi energy. At the Fermi energy, the probability of
occupation is precisely 1/2.

At thermal equilibrium, the carriers in both the conduction and the valence band
are characterized by a single Fermi energy. However, when carriers are injected via
external means, such as an electrical current in a junction diode or optical exci-
tation, the two bands may form separate “quasi-Fermi levels.” These quasi-Fermi
levels arise due to the fact that the time required for energy to redistribute among
carriers within a particular band via mechanisms such as carrier-carrier scattering is,
in general, much shorter than the time required for energy to redistribute between
the two bands. This latter redistribution of energy is limited by the recombination
times of the semiconductor and is typically on the order of a few hundred picoseconds
to several nanoseconds. We denote the quasi-Fermi energies in the conduction and
valence bands as Ep, and Ep,, respectively. These energies are defined relative to
the minimum energy in the respective band with the energy being positive into the
band (as in Equations 2.1 and 2.2). Thus, the conduction band electron occupation

probability is expressed as

1
fc(Ec) = E.—En (24)
14 exp (“kBTc “)
and the valence band electron occupation probability is
1
fv(Ev) = A (2'5)
1 +exp (#_kBTv )

where T, and T, are the temperatures of the carriers in the conduction and valence
band, respectively.

The density of states for a particular band, p(E), is defined such that p(E)dE
quantifies the number of available electron energy states per unit volume in the range
(E,E + dE). Using the parabolic band shapes defined in Equations 2.1 and 2.2, and

noting that, in a semiconductor with volume V/, each momentum state occupies a
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volume of (27)*/V in k-space, we find that the density of states in the conduction

band is

1 /2m,\*"*
pe(Ee) = 32 ( ) EM?. (2.6)

Similarly, in the valence band, we find

1 2my, 3/2
puo(Ey) = ‘z‘p( P ) B, (2.7)

Note that a factor of 2 has been added to each of these densities to account for the
two electron spin states.

The density of carriers per unit energy in a band is given by the product of the
density of states and the occupation probability. We can now find the total electron
density in the conduction band, N, by integrating the density of carriers over all

possible energies

N= /0 " B f(E)dE. (2.8)

The density of holes in the valence band, P, is obtained in a similar manner

P= / " (BN~ fo(E)IAE,. (2.9)

Assuming charge neutrality in the active region, the number of electrons in the con-
duction band must be equal to the number of holes in the valence band (i.e. N = P).
If the carrier temperature and carrier density are known, Equations 2.8 and 2.9 can
be used to obtain the quasi-Fermi levels for the two bands. Once the quasi-Fermi lev-
els for the bands are known, the statistical distribution of the carriers is completely
specified.

We can now calculate the gain of the semiconductor by considering the rates of
transitions between the various electron states in the valence and conduction bands.

An incident optical field experiences gain when the rate of stimulated emission exceeds
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the rate of stimulated absorption. For an electron in a two-level system with an upper
state energy, E5, and a lower state energy, Ey, the rate of transitions from the upper
state to the lower state under the influence of an incident photon flux, v,S, may be
calculated using Fermi’s golden rule [2.7]

wq*h

Ry = | M2l f2(1 = f1)6(E2 — Ey — huwo)v,S, (2.10)

mangceohiwy
where mq is the electron mass, n, is the group index, fuwp is the photon energy,
f, is the electron occupation probability for the upper state, and f; is the electron
occupation probability for the lower state. If the upper and lower energy state kets are
|¥,) and |¥,), respectively, then the matrix element representing the electron-photon

interaction, | Mis|?, is defined as
|My2)? = (¥4 eXP(igp -7)é - p|¥y) P, (2.11)

where Ep is the photon wave vector, é is the electric field polarization, and p is the
momentum operator. The rate of absorption may be expressed in a similar fashion

wq*h

ng = |M12I2f1(1 - fz)é(Ez - E1 - hLUg)’UgS. (212)

2
mgngceofiwg

The net gain per unit length for the two-level transition is given by the net rate
of photon emission (i.e. the stimulated emission rate minus the absorption rate)

normalized by the semiconductor volume and the photon flux

g = _1_R21 — Ry
N A
1 7¢*h (2.13)

_ - nar 20p _ _
—Vmgngceghwolel (fa = f1)0(E2 — By — Fiwo).

The effect of spectral broadening due to the dipole dephasing time may be included
by replacing the delta function in Equation 2.13 with the desired line shape function,

L(Ey — Ey — hwo). The lineshape is usually parameterized by the dipole dephasing
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time, 7. Commonly used lineshapes include the Lorentzian

1 h/’l’z
E)= -ttt
L(E) =~ YL (2.14)
and the hyperbolic secant
_ E’Tz

As discussed above, there are many possible states for an electron in the conduc-
tion or valence band of a semiconductor. The total gain for a signal with photon
energy fiwy must be calculated by summing the gain expressed in Equation 2.13 over

all possible transitions between the conduction band and valence band

= e S5 e [ (B(80) - 1 (516

- 6(E, + Eo(ke) + Ey(Ky) — huwo)

(2.16)

This equation can be simplified by noting that, since the Bloch electron states have
definite momentum, the matrix element, |Mj ; |?, is nonzero only when ke =k, + Ep
(indeed, this condition is required for conservation of momentum). Since the photon
momentum is generally much smaller than the electron momentum, this requirement
becomes Ec 7 1—51,. Thus, only vertical transitions between the bands are allowed. This
is known as the k-selection rule. With strict k-selection, Equation 2.16 reduces to

nq*h

g(hwo) - 3 IMa,ngpred(th - Ey) [fc (Er,c) - fv (Er,v)] ) (217)

mgngceohiv
where m, is the reduced mass for the transition,

m‘UmC
m, —= —————— .
T mv + mca (2 ]_8)
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and preq is the reduced density of states,

1 2m, 3/2
a(B) = 55 (Z2) " B (219)

The reduced energies in the conduction and valence band are

Ere = 20 (hwo — E,) (2.20)

By, = —(hwo — By). (2.21)

| Meyg|? is the average of the momentum matrix element over all possible electron
momentum directions. It can be calculated using perturbation techniques near E=0
to give [2.8]

mo (mo 3 1) E (B, + A)

|Mav l2 - s
£ 6 (Eq+34)

s (2.22)
where A is the spin-orbital split-off energy. The effect of lineshape broadening may
be included by convolving the gain given in Equation 2.17 with the desired lineshape
function, L(F).

Figure 2-4 shows examples of a gain spectrum calculated using Equation 2.17 for a
bulk In;_,Ga,As,P;_,/InP semiconductor with a carrier density of N = 2-10%* m~?
and carrier temperatures of T, = T, = 300 K. Other parameters used in calculating
this curve are given in Table 2.1. The solid curve shows the gain calculated using
the delta-function line shape. For comparison, the remaining two curves show the
gain calculated when a Lorentzian and hyperbolic secant lineshape with a dephasing
time of 100 fs is used. The curves are plotted as a function of the photon wavelength,
A = 271e/wp.

For this semiconductor, the bandgap corresponds to a wavelength of A\, = 1565
nm. Photon energies below the bandgap (corresponding to wavelengths longer than
1565 nm) experience neither gain nor loss due to interband interactions with the free

carriers in the semiconductor. Photon energies slightly above the bandgap experience
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Figure 2-4: Example gain curves calculated for a carrier density of 2 - 10%* m™3
and a lattice temperature of 7' = 300 K. For the Lorentizan and hyperbolic secant
lineshapes, a dephasing time of 100 fs is used. Table 2.1 lists the other parameters
used in calculating these curves.

Description Symbol Value Units
Molar fraction As y 0.92 -
Molar fraction Ga X 0.4286 —
Free electron mass M 9.109 107 | kg

Electron effective mass Mg 0.0441 - my kg
Heavy hole mass Mpn 0.4354 - my kg
Light hole mass myp, 0.0563 - my kg

Energy gap E, 1.2698 - 10~1° J

Dipole dephasing time Ty 1-107%8 s
Split-off energy A 5.1331-1072° | J

Index n 3.508 —

Table 2.1: Semiconductor parameters used in gain calculations.
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gain due to net stimulated emission in the semiconductor. Photon energies well above
the bandgap energy experience loss due to net stimulated absorption. The energy at
which the gain spectrum crosses over from net stimulated emission to net absorption
is called the transparency point. In this case, the transparency point corresponds
to a wavelength of approximately 1396 nm. From Equation 2.17, we find that the
transparency point is the photon energy for which f. — f, = 0. Using Equations 2.4
and 2.5, we find that the transparency energy is related to the quasi-Fermi energies
in the bands as Ey, = E, + Ep. + Er,. Thus, photon energies, fiw, which experience

gain satisfy

Eg < hiwy < Eg + Ep. + Epy. (2.23)

This is known as the Bernard-Duraffourg condition for net stimulated emission [2.9].
Figure 2-5 shows the calculated transparency point, E, + Er. + Ep,, as a function of
the injected carrier density, N. For carrier densities less than N;, = 7.4 - 102 m™3,
the transparency wavelength is below the bandgap. Thus, for carrier densities below
N,,, there are no photon energies which experience gain in the semiconductor. N, is
referred to as the transparency carrier density.

From Equations 2.4, 2.5, and 2.17, we find that when the carriers in the conduc-
tion band and valence bands are at quasi-equilibrium (i.e. their energy distribution
is described by the Fermi-Dirac statistics), the gain at a particular wavelength is de-
scribed in terms of four parameters: the quasi-Fermi energies in the conduction and
valence bands and the carrier temperatures in the two bands. At a specified carrier
temperature, the quasi-Fermi levels in both the conduction and valence bands may be
calculated for a particular carrier density, NV, using Equations 2.8 and 2.9. In Figure
2-6 a), we show the calculated gain for various carrier densities with a fixed carrier
temperature of T, = T, = 300 K. In Figure 2-6 b), we show the calculated gain for
various carrier temperatures at a fixed carrier density of N = 2-10% m~3. In both of
these calculations, a hyperbolic secant lineshape with a dephasing time of 7, = 100

fs has been used.
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Figure 2-5: Calculated transparency wavelength as a function of the injected carrier
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Figure 2-6: Illustration of the dependence of semiconductor gain on carrier density
and temperature. In a) the semiconductor gain is plotted for carrier densities of N =
1.5, 1.75, 2, 2.25, and 2.5-10?* m~3 with carrier temperatures of 7, = 7, = 300 K. In
b), the gain is plotted for a carrier density of N = 2-10** m~® and conduction band
temperatures of 7, = 300, 320, 340, 360, 380, and 400 K. The valence band carrier
temperature is T, = 300 K.
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We note that simplified models for the carrier density dependent gain have been
employed. For instance, the gain is often approximated using the transparency carrier

density, Ny, as [2.7]
g(N) = ag(N — Ny,) (2.24)

where aq is the so-called differential gain parameter. This model can be quite ac-
curate for the gain at the peak of the gain spectrum for various carrier densities.
Since it is linear, it can often be utilized to obtain analytic approximations for de-
vice performance. It also greatly reduces the computational complexity involved in
numerical simulations of device performance. However, this model does not include
the wavelength dependence of the gain and is therefore only accurate for calculations
involving a single optical wavelength. Moreover, since the gain peak shifts to shorter
wavelengths as the carrier density is increased, this model is only accurate for small
changes in the carrier density around a particular operating point.

A much-improved empirical model which employs a third-order polynomial to
approximate the wavelength dependence of the gain has recently been presented [2.10].
This model has been used to model device gain over a wide range of carrier densities
(0.8-10%*m™3 to 3.25-10**m™>) and a wide range of wavelengths (1450 nm to 1650 nm).
The model does not describe the effects of temperature on the material gain, however.
These effects are particularly important when studying the dynamic response of a

semiconductor to optical pulses with durations less than a few picoseconds.

2.4 Carrier-Induced Refractive Index

The carrier-induced refractive index in a semiconductor may be related to the carrier-
induced gain (or absorption) via the Kramers-Kronig relations [2.11, 2.12]. The
Kramers-Kronig relations are a direct result of the causal, bounded nature of the

material response to an incident electromagnetic field. They state that the refractive
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index in a medium, n(w), is related to the gain, g(w), via the integral transformation

T 02 — 2

n(w)=1- P /Ooo 90 (2.25)

where P indicates the Cauchy principal value of the integral. A concise derivation of
this result, along with a review of its applications to nonlinear optics, may be found
in [2.13].

Calculation of the refractive index using Equation 2.25 requires calculation of
the frequency-dependent gain for all frequencies. In this case, the two-band model
for the gain described in Section 2.3 is not sufficient and the gain and absorption
due to electron transitions between higher energy bands must also be considered.
However, the applications considered in this work do not require calculation of the
total refractive index. Rather, we are primarily interested in calculating the change in
refractive index associated with changes in the carrier distributions of the conduction
and valence bands. In this case, the change in refractive index, An(w), may be

specified in terms of the associated change in gain, Ag(w), as

An(w) = ‘% /0 5%9—_(%)2(19'. (2.26)

Note that the changes in gain due to stimulated emission and carrier heating are
generally confined to a small range of frequencies near the bandgap frequency of the
semiconductor. Thus, Ag(w) =~ 0 for w < wy, and w > wy. Therefore, contribu-
tions to the refractive index due to transitions between higher energy bands in the
semiconductor may be neglected in Equation 2.26.

Figure 2-7 illustrates the changes in the refractive index, An(w) which arise due
to changes in the carrier density and carrier temperatures in a semiconductor. The
refractive index is calculated relative to the refractive index at a carrier density of
2-10** m~> and a temperature of 300 K. Figure 2-7 a) shows the changes in refractive
index due to changes in the carrier density at a fixed carrier temperature. Figure
2-7 b) shows the changes in refractive index associated with changes in the electron

population temperature for a fixed carrier density and hole temperature.
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Figure 2-7: Illustration of the dependence of semiconductor refractive index on carrier
density and temperature. The refractive index is calculated relative to a reference
refractive index at a carrier density of N = 2-10** m~% and a temperature of 7, =
T, = 300 K. In a) the index is plotted for carrier densities of N = 1.5, 1.75, 2, 2.25,
and 2.5 - 10%* m™* with carrier temperatures of 7, = T,, = 300 K. In b), the index is
plotted for a carrier density of N = 2-10%* m~* and conduction band temperatures
of T, = 300, 320, 340, 360, 380, and 400 K. The valence band carrier temperature is
T, = 300 K.
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Figure 2-8: Illustration of carrier dynamics in a semiconductor optical amplifier

2.5 Carrier Dynamics in Semiconductors

The model presented above provides a useful description of the gain (or absorption)
that arises in a semiconductor due to the interband interaction of an optical field with
the carrier populations of the semiconductor. In this section, we extend this model to
describe the dynamic effects caused by a time-varying optical intensity propagating in
a semiconductor optical amplifier. The dynamic gain changes in InGaAsP semicon-
ductor optical amplifiers have been studied extensively, both theoretically (e.g. [2.14],
and references therein) and experimentally (e.g. [2.15], and references therein). These
effects are primarily due to changes in the distribution of carriers in the bands. These
changes are depicted in Figure 2-8. Curve A shows the steady state distribution of
conduction band electrons in the semiconductor (given by f.(F)p.(E)). As discussed
in the previous section, this distribution is described by a Fermi-Dirac distribution
of electrons among the available energy levels. The distribution is a function of the
quasi-Fermi energy, Er., and the temperature of the electrons, 7.

The transmission of a short optical pulse at a wavelength which experiences gain
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in the semiconductor modifies the distribution of carriers as shown in Curve B. This
distribution differs from the steady state distribution in three ways. First, carriers
are depleted in a narrow energy region corresponding to the electron momentum, k,
where the energy difference between the conduction and valence Bloch states is equal
to the photon energy of the optical excitation. This nonuniform depletion of carriers
at a specific energy level is known as spectral hole burning and is a consequence of
the inhomogeneously broadened nature of the semiconductor gain medium. Second,
the electron density has decreased due to recombination from stimulated emission.
Finally, the total energy density of the electron population has been altered due to the
removal of electrons via stimulated recombination and the injection of high-energy
electrons via free carrier absorption.

This non-equilibrium distribution of carriers then relaxes to a Fermi-Dirac distri-
bution via carrier-carrier scattering processes after a period of ~ 50 — 100 fs. This
carrier density is shown in Curve C. The quasi-Fermi level and temperature of this
distribution differ from the original distribution. The total carrier density remains
depleted from its original level. Thus, the quasi-Fermi level of this distribution will
be smaller than the unsaturated quasi-Fermi level. Additionally, the temperature of
the remaining carriers is generally elevated above the lattice temperature. There are
several explanations for this carrier heating. First, free carrier absorption increases
the total energy density of the electron population by exciting carriers to higher
energies within the band. Second, recombination via stimulated emission removes
carriers near the band edge which are generally “cooler” than the average carrier in
the band. These effects on the energy density are collectively referred to as “carrier
heating” [2.16].

Next, the distribution “cools” to the lattice temperature via electron-phonon scat-
tering. This happens over a period of ~ 500 — 1000 fs and the resulting carrier distri-
bution is shown in Curve D. At this point, the carrier temperature has relaxed to the
lattice temperature, but the quasi-Fermi energy for the population remains reduced
due to the depleted number of carriers in the band. Finally, the depleted population

recovers to the original unsaturated carrier density shown in Curve A via electrical
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or optical injection of free carriers into the active region. The rate of this recovery is
determined by the rate of injection of free carriers and the spontaneous recombination
rates in the active region, typically ~ 100 ps — 1 ns.

We restrict the present analysis to the propagation of optical pulses with durations
greater than a few hundred femtoseconds. Thus, the effect of spectral hole burning
ﬁlay be treated adiabatically [2.17]. In this case, we can assume that the carriers are
always described by Fermi-Dirac distributions and their dynamics can be modeled
by considering the evolution of the Fermi-energies and the carrier temperatures. The
effects of carrier depletion and carrier heating are described using rate equations for
the carrier density and the carrier energy density. Here, we express the rate equations
phenomenologically, although similar equations may be obtained via a more formal
semiclassical derivation using the density matrix [2.14].

The evolution of the carrier density, N(z,t), at a longitudinal point, z, in the

amplifier is described by the rate equation

%—Jt\f = g-é- — R(N) + DV?N — u,4S. (2.27)
The first term on the right-hand side of Equation 2.27 represents the rate of injection
of free carriers into the active region of volume V' from the current, I, with efficiency 7.
We assume that the current is uniform along the length and width of the active region.
The second term represents the spontaneous recombination rate in the semiconductor.
The third term describes the effects of carrier diffusion. For the present discussion,
we will neglect the effect of this diffusion term and assume that the carrier density
is uniform across the transverse dimensions of the active region. This is justified
due to the slow nature of the diffusion process in comparison to the other processes
considered. The last term in Equation 2.27 represents the rate of recombination due
to stimulated emission. Here, v, is the group velocity of the optical signal, g is the
semiconductor gain at the photon energy, and S is the incident photon density.

The spontaneous recombination term in Equation 2.27 is a sum of the recombina-

tion rates due to processes such as nonradiative recombination at defects, spontaneous
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emission, and Auger recombination. Recombination at surfaces and defects in the ac-
tive region produce a nonradiative recombination rate that is directly proportional to
the density of electrons, Ry, = A, N. The rate of recombination due to spontaneous
emission is proportional to the product of the electron density in the conduction
band, N, and the hole density in the valence band, P [2.18]. In the case of an in-
trinsic semiconductor, N = P, so the total rate of spontaneous emission is given by
Repon = Bepon N 2, Auger recombination occurs when an electron recombines with a
hole and the energy released from that recombination excites a second electron (hole)
to a higher energy level within the conduction (valence) band. Auger recombination
can be a very important process in narrow-gap semiconductors. It has recently been
used to explain the observation of longitudinal carrier temperature variations of over
60K in semiconductor optical amplifiers operating at 1.55 pm [2.19]. The calculated
rate of Auger recombination is approximately Rauz = Cayg/N® [2.20]. Room tempera-
ture measurements of the Auger recombination constant in InGaAsP at 1.55 pym give
Cang 2~ 7.5 -107*m®/s [2.21]. Thus, the total rate of recombination from processes

other than stimulated emission is expressed as
R(N) -_ AnrN -+ BsponN2 + Ca.ugN3~ (228)

For small perturbations in the carrier density, the spontaneous emission rate is
sometimes expressed as R(N) = N/7.. In this case, 7. is the carrier lifetime and is
approximately equal to the amount of time required for the carrier density to recover
to its unsaturated level. Typical values for 7. range from several hundred picoseconds
to a few nanoseconds. Since these lifetimes are generally longer than the bit period
in OTDM transmission systems, the carrier density saturation fluctuates with the
data pattern, leading to undesirable pulse amplitude modulation at the output of the
amplifier. We address these effects in more detail in Chapter 4.

Temperature dynamics in the semiconductor may be modeled using the carrier
energy density. The carrier energy density represents the total energy per unit volume

in a particular band. The energy density for electrons in the conduction band, U.(z, t),
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is
U, = / " Bopu(B) L(E.)dE.. (2.29)
0

Similarly, for holes in the valence band, we can express the energy density as

U, = /Ooo E,py (B[ = fo(Ey)]dE,. (2.30)

Because, the effective masses of the valence and conduction bands differ, the energy
density of the electrons in the conduction band will generally be different from the
energy density of the holes in the valence band. The larger effective mass of the valence
band holes implies that the occupied states will be concentrated near the band edge
leading to a smaller energy density in the valence band than in the conduction band.

The evolution of the carrier energy density for the conduction or valence band is

described by the rate equation

BU cv Uc,'u - ULC
I {ewy 0 (e NTiwgvyS — gE(e010,S — {_w'

5 - (2.31)

The first term on the right-hand side of Equation 2.31 describes the effect of free
carrier absorption on the energy density. The rate of free carrier absorption per unit
volume is expressed as a product of the absorption cross-section, (..}, the carrier
density, N, and the photon flux, v,S. Each photon absorbed contributes an energy of
hwo to the total energy density. The second term in equation 2.31 describes the effect
of stimulated emission on the energy density. Each stimulated emission event removes
an electron with energy Ey.,; from the population. The final term in Equation
2.31 describes the relaxation of the energy density to the lattice-temperature energy
density, U {IZ,U}- Note that the lattice-temperature energy density is dependent on the
carrier density, V. The rate of this relaxation is determined by the electron-phonon
interaction time, Thic}. Typically, Thicpy < 1 ps.

Equations 2.27 and 2.31 describe the evolution of the carrier density, N(z,t), and

the energy densities, Us.,1(2, 1), respectively, in response to an incident photon flux,
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S(z,t), with photon energy fiwp. The quasi-Fermi levels and carrier temperatures for
the bands can be determined from the carrier density and the energy density using
Equations 2.8, 2.9, 2.29, and 2.30. Thus, the gain and index in the semiconductor,
g(z,t) and n(z,t), can be determined as a function of N(z,t) and Uy, ,y(2,t). The
propagation of the photon density, S(z,t), in a reference frame traveling with at the

group velocity of the signal is described by the traveling wave equation

oS
5, = T9(21) — aim)5, (2.32)

where T is the confinement factor for the waveguide and a4 is the internal loss of

the waveguide. The phase of the of the field is described by

_3%5 = g/\zn(z, t), (2.33)

where ) is the wavelength of the incident field. These propagation equations are
derived in more detail in Appendix A. Together, Equations 2.27, 2.31, 2.32, and
2.33 constitute a general model for describing the propagation of optical pulses in a

semiconductor optical amplifier.

2.6 Numerical Modeling

In order to calculate the dynamic response of the SOA to a specified signal at the
input, S(0,1), the dynamic equations presented above must be solved numerically.
To do this, we discretize the equations in time, 7, and the longitudinal coordinate,
z. Specifically, the SOA is divided into longitudinal segments of length Az, as shown
in Figure 2-9. In each segment, the dynamic variables describing the semiconductor
state, N, U,, and U,, are assumed to have no variation with respect to the longitudi-
nal coordinate, z. Thus, the segments must be short enough so that variations in the
incident optical intensity are small over the length of the segment. In order to calcu-
late the effects of counterpropagating fields in the SOA, the time discretization, At, is
related to Az by At = Az/v,. Thus, At is equal to the propagation time for the field

45



§+(0,9) SH(L, 1)

Lol Nz, | Neaz, NLD, |
_ Uz, |UQAzD),| eee | UWLDH |«
S (EO” ) | Uaz | U2az0) ULy | (&0

Figure 2-9: Illustration of SOA with discretized longitudinal sections

in a single segment. In solving these equations, we assume that the signal propagating
from left to right, S*(2,t), is much more intense than the counterpropagating signal,
S~(z,t). The equations are then solved by first determining the dynamic response of
the SOA with only the signal S*(z,¢) at the input. Then, the effect of the dynamic
SOA response is calculated for the counterpropagating signal, assuming that it does
not further saturate the state variables.

Figure 2-10 shows a flow chart illustrating the procedure used to calculate the
dynamic response of the SOA in each segment. In the j-th segment, the state variables
are calculated as a function of time by numerically integrating Equations 2.27 and 2.31
with the photon density S™((j — 1)Az,t) as the input. In the process of integrating
these equations, the small signal gain, g(jAz, t), must be calculated for each time step,
kAt. This is done by first propagating the state variables, N, U,, and U,. At each time
step, the semiconductor statistical parameters, Er. .y and Ty}, are calculated by
inverting the Fermi integrals in Equations 2.8, 2.9, 2.29, and 2.30. A computationally
efficient technique for performing this inversion is described in Section 2.6.1, below.
The frequency-dependent gain for the segment can then be calculated using Equation
2.17. Since calculation of the refractive index using the Kramers-Kronig relations is
very time consuming, a look-up table is used to determine the refractive index at
each step. After the gain for each time step in the segment is determined, the photon

density at the output of the segment is calculated as

S(jAz, kALY = S((j — 1)Az kAt) exp [(Tg(jAz, kAt) — ctine) AZ] (2.34)
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At the output of the amplifier, the photon density and phase shift for the coprop-
agating fields are given by

L/Az
ST(L, kAt) = S(0,kAt)exp | Y (Tg(jAz, kAL) — ag) Az (2.35)
j=1
and
o L/Az
$*(L, KAL) = Z n(jAz kAt)A (2.36)

Similarly, the photon density and phase shift for the counterpropagating fields may

be expressed as

L/Az
S™(L,kAt) = S(0,kAt)exp | Y (Tg(jAz, kAt +2(L — jA2)[v,) — i) Az

j=1

(2.37)

and

o0 L/Az

¢ (L, kAL) = > n(jAz, kAt + 2(L — jAzZ) Jv,)Az. (2.38)
j=1

Before continuing our discussion, let us review a few of the primary assumptions
made in the development of this numerical model. First, we have neglected certain
saturation effects, such as spectral hole burning and two photon absorption. These
effects play an important role in the propagation of high-intensity subpicosecond
pulses in SOAs (see, for example, [2.22]). However, the optical pulses considered in
this work are typically several picoseconds in duration. So, these effects can either
be treated adiabatically (i.e. as an instantaneous intensity-dependent reduction in
the gain) or neglected entirely. In the calculations presented below, the optical pulse
intensities are low enough that, even in the adiabatic approximation, spectral hole

burning effects on pulse propagation are negligible.
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We have also assumed that the primary saturation effects are due to the strong
pump signal propagating from left to right in the SOA. We have neglected the satura-
tion effects due to the counterpropagating fields. Additionally, we have neglected the
effects of amplified spontaneous emission (ASE) in the amplifier. These assumptions
are valid in typical optical switching applications where a strong pump signal propa-
gates in one direction in the amplifier and the effects of this pump are observed using a
low intensity probe pulse. In this situation, the saturation effects of the counterprop-
agating signals and ASE are negligible in comparison to the pump-induced transients.
However, for long SOAs (> 1 mm), or weaker input signals, counterpropagating ASE
can lead to reduced gain at the input side of the amplifier. We note that the model
described here, which includes the frequency-dependence of the saturated gain, can
be easily modified to describe the propagation of guided ASE in the waveguide.

Finally, we have assumed that the injected current density is uniform along the
length of the SOA. Since the model allows for longitudinal variations in the carrier
densities and the associated longitudinal variations in the junction voltage (which
may be determined as a function of the quasi-Fermi level separation between the
bands), neglecting longitudinal variations in the injection current is tantamount to
assuming an infinite contact resistance to the semiconductor device. Recently, static
models have been proposed which more accurately describe the effects of a finite
contact resistance [2.23].

In spite of these numerous assumptions this numerical model provides an accu-
rate description of the gain transients which arise in a typical semiconductor-based
all-optical switch. Below, we describe the utilization of this model to predict gain
transients in a commerically available SOA. The predictions of the model are validated

using experimental pump-probe measurements of the gain transients.
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2.6.1 Calculation of Quasi-Fermi Energy and Carrier Tem-

perature

As discussed in Section 2.3, when the carrier distributions in the valence and conduc-
tion bands are described by Fermi-Dirac statistics, the optical gain in a semiconductor
is a function of the quasi-Fermi energies and temperatures in the conduction and va-
lence bands. In the rate equation analysis presented above, the state of the carrier
populations in the bands is described by the carrier number density, N(z,t), and the
carrier energy density, Ut} (2,t). Thus, in order to determine the gain at a particular
point in the amplifier, the Fermi energies and carrier temperatures in the bands must
be calculated for a specified N and U. This task is done by solving Equations 2.8,
2.9, 2.29, and 2.30 for Ep(.,) and T ,)- Since this calculation is identical for the
conduction band and the valence band, we shall drop the subscript {c, v} notation in

the following discussion. We first rewrite these Equation 2.8 (or Equation 2.9) as
1/2m\*? 52
HE N (2:39)
and Equation 2.29 (or 2.30) as
3 (2m\*?
where m is the effective mass of the free carriers in the band under consideration

and p = Ep/kgT is the reduced quasi-Fermi energy for the band. The generalized

Fermi-Dirac integral of order k is defined as

6Ic

1 o0
= d
I'k+1) /0 1+ exp(e — u) ©

Fir(p) (2.41)

where I'(z) is the Gamma function. The Fermi-Dirac integrals, especially those of
half-integer order, arise often in the study of fermions. Consequently, techniques
for numerical evaluation of the Fermi-Dirac integrals have received much attention

(see, for example, [2.24-2.27] and references therein). Efficient algorithms for the
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inversion of the Fermi-Dirac integral of order 1/2 have also been developed to allow
calculation of the Fermi energy for a specified carrier density [2.28-2.30]. However,
these algorithms require prior knowledge of the carrier temperature and, therefore,
do not apply directly to the problem considered here.

We wish to solve Equations 2.39 and 2.40 for the carrier temperature, T, and the
reduced Fermi energy, p. To do this, we first define a dimensionless quantity v which
is a function of the carrier density, NV, and the energy density, U, but is only explicitly

dependent on the reduced Fermi energy, u:

(372 N3 (u,T)
WM—ﬂ( m:)U%mT)
_ }-15/2(/0

B 7:3/2(/1»)

(2.42)

For a specified, v, which may be calculated, given N and U, we wish to find the cor-
responding reduced Fermi energy, i = u(v), by inverting Equation 2.42. In general,
this inversion must be done numerically.

Figure 2-11 shows the quantity v plotted as a function of u. We note several
features of v(u) which may be useful in solving for . First, v is a monotonically
increasing function of p. Thus, it can be inverted. Moreover, this feature makes
efficient inversion of the function via table lookup possible, although this is not the
technique used here. Additionally, the range of v is limited to (0,250/97). The lower
bound of this range is obtained by noting that the Fermi-Dirac integrals are always
non-negative and tend toward 0 as 4 — —oo. The upper bound is found by observing

that as u — oo,

1 #k—#l

Mk+1)(k+1)

Fr(p) — (2.43)

To calculate u(v), we use an approximation based on Chebyshev polynomials
similar to the technique employed by Macleod to calculate the Fermi-Dirac integrals
[2.27]. First, we note that the Fermi-Dirac integrals can be represented using power

series for certain ranges of p. For the nondegenerate case (u < 0) with £ > —1, the
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integrand in Equation 2.41 can be expanded as a convergent Taylor series in exp(p—e)

to obtain
ad n_1€Xp(nu
Fr(p) = Z(“l) ' nk(+l ) (2.44)
n=1

For p near 0, a Taylor series expansion of F(u) around p = 0 gives a convergent

series for —m < p < 7 [2.25],

n!

Filw) = A=27E+1=n) (2.45)

where ((z) is the Riemann zeta function [2.31]. For the degenerate case (u > 0), no
convergent series expression for F(u) is known. However, the following asymptotic

expansion, due to Sommerfeld {2.32}, is valid for half-integer &
ikt o0 ,
[ S 1 —an
Feli) ~ wpray \ 1 ; a2 ™" |, (2.46)
where

(1= 27)(k + 1)Y27)? | By
fan = (k+1—2n)! (2n)!’

(2.47)

and B,, are the even Bernoulli numbers [2.31]. This asymptotic expression was later
generalized to all possible values of k£ by Dingle [2.25].

Since v(u) is a monotonically increasing function of p, the ranges of p for which
Equations 2.44, 2.45, and 2.46 are valid have corresponding continuous ranges for v.
Specifically, 1 < 0 implies v < v(0), —7 < p < m implies v(—7) < v < v(n), and
u > 0 implies v > v(0). To find u(v) for each of these ranges of v, the corresponding
series expansion for Fi(u) may be substituted into Equation 2.42 to obtain a series

expression for v in terms of powers of ;1. Reversion of this series to solve for u suggests
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the following forms for a Chebyshev polynomial approximation of u(v)

,
ShvtVEg(a(/P),  #0<v<e,

w(v) = < ga(t2(v)), ifa<v<hb, (2.48)

if b < v < Vpax,

L ot — 1))
\mg3 3\ ¥max )

where Vpmax = 250/97 and the g; are truncated series of Chebyshev polynomials. The
functions #;(x) map the range of x into the interval [~1,1]. In accordance with the
discussion above, the limits for the different expansions, ¢ and b, must be chosen so
that v(—m) < a < v(0) and v(0) < b < y(r). Ideally, a and b should be chosen to
optimize the approximation in terms of accuracy and required time for computation.
For this work, we select ¢ = 0.4 and b = 3. For these choices of a and b, we determine
the minimum number of terms required in the Chebyshev polynomial series to give
the desired relative error performance of 1075. Due to the method we have employed
in determining the form of the Chebyshev series expansions for u(v), very few terms
are needed to meet this performance criterion. For g;, ¢go, and g3 we find that 5, 16,
and 8 terms are required, respectively. The details of these terms are included in
Appendix B.

After calculating the reduced Fermi energy, the carrier temperature may be ob-

tained using Equation 2.39

2mk3( 4N )2/3
T = . 9.49
7 \Fon(n) (2.49)

In calculating 7, we use Macleod’s algorithm [2.27] to calculate the Fermi-Dirac
integral, Fi/2(), to floating point precision.

We have extensively evaluated the error performance of this estimation procedure.
For specified p and T, carrier densities and energy densities were calculated and
Equations 2.48 and 2.49 were then used to calculate estimated values of the reduced
Fermi energy and the carrier temperature. Over a range of temperatures 200 < 7' <

500 and reduced Fermi energies —8 < pu < 17 (corresponding to carrier densities
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Description Notation Value Units
Length L 8-10~4 m
Cross-sectional area A 2.4-10713 m?
Optical confinement factor r 04 —
Internal loss Olint 3000 m™!
Input, output coupling loss Mins Nout 3 dB
Nonradiative recombination constant A 5108 st
Bimolecular recombination constant Bipon 1-107% | m3s7!
Auger recombination constant Coaug 5-107% | mbs1
Lattice temperature 1y 300 K
FCA cross-section, conduction band Oc 4.107% m?
FCA cross-section, valence band Oy 0 m?
Electron-phonon scattering time T{cw} 1-10712 8
Pump Wavelength Apump | 1.545-107% | m
Probe Wavelength Aprobe | 1.550-107% | m

Table 2.2: Device parameters used in simulations.

between 10% and 10% m™2 over this temperature range), the maximum relative error
in the estimated Fermi energy and carrier temperature was less than 10~°. This range
of values more than covers the operating range for an SOA in a typical all-optical

switching application.

2.6.2 Example Calculations

We have used this model to simulate the effects of a strong pump pulse on the trans-
mission of a weaker probe signal in an SOA. For these calculations, we assume that
the pump pulse is a 2-ps Gaussian pulse with a center frequency of 1545 nm. To
simulate the saturation effects encountered in our optical switching experiments, we
set the pump pulse repetition rate to 12.5 GHz. Since the 80-ps period for the pump
pulses is much shorter than the recovery time for the carrier density dynamics, the
carrier density never recovers to its unsaturated level. The probe in the simulation
is a continuous-wave signal with an average input power of 150 yW and a center
frequency of 1550 nm. In this manner, the gain dynamics induced by the pump pulse

can be observed directly on the signal envelope at the output of the SOA. Table 2.2
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lists the other SOA parameters used in the simulation. The device parameters are
taken from published literature on the Alcatel SOA described in Section 2.7.

In Figure 2-12 we show the simulated gain experienced by the probe signal in the
SOA. We have performed the simulation for both copropagating and counterpropa-
gating pump and probe signals. In the calculations, the pump pulse energy is varied
from 0.8 £J to 800 fJ. The arrival of the pump pulse is accompanied by a reduction
in the signal gain due to saturation of the carrier density and carrier heating. The
carrier heating is observed as a fast depletion in the gain which recovers with a 1-ps
time constant. The carrier density saturation recovers much more slowly. Because
the carrier density does not fully recover in a single period, the gain becomes more
saturated as the pump pulse energy is increased.

The shape of the gain transients for the copropagating experiment and the coun-
terpropagating experiment differ substantially. This difference is primarily due to
longitudinal variations in the SOA gain. In the copropagating case, the probe signal
propagates along with the pump pulse, leading to a fast gain transient with a rise
time proportional to the pump pulse duration (2 ps). In the counterpropagating case,
the rise time for the gain transient is much slower. This can be explained by observ-
ing that, as the pump and probe signals counterpropagate in the SOA, the pump
pulse passes through a probe field of duration equal to two times the transit time
of the SOA. Thus, the time delay between the probe field that exits the SOA just
as the pump pulse is entering (and, therefore, only begins to experience the effects
of the pump-pulse-induced saturation) and the probe field that enters the SOA just
as the pump pulse is exiting (and, therefore, experiences the fully saturated SOA) is
equal to twice the transit time of the SOA. Therefore, the SOA transit time limits
the minimum risetime for the gain transients in a counterpropagating configuration.
In Chapter 3 we study the impact that these transients have on the performance of

semiconductor-based all-optical switches.
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Figure 2-12: Calculated SOA gain dynamics experienced by a 150 pW continuous-
wave probe a) copropagating and b) counterpropagating with respect to a 12.5-GHz
repetition rate 2-ps pump pulse. The SOA current is 100 mA. The curves illustrate
the gain dynamics in response to input pump pulse energies of 0.8, 1.6, 3.2, 8, 16, 32,
80, 160, 320, and 800 fJ.
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Figure 2-13: Typical copropagating pump-probe experiment.

2.7 Difference-Frequency Sampling

Because the ultrafast response of a semiconductor occurs on time-scales much too
short for direct measurement using existing electronic test equipment, novel tech-
niques must be employed to indirectly observe the time-domain response of the semi-
conductor. Typically, the ultrafast optical response of a material is observed using
pump-probe techniques employing optical pulses with durations much shorter than
the temporal response of the material [2.33]. This technique, illustrated in Figure
2-13, has been used to characterize the temporal transmission response of InGaAsP
semiconductor optical amplifiers with sub-picosecond timing resolution [2.15, 2.22]. In
these experiments, a high-intensity pump pulse propagating through the SOA waveg-
uide induces changes in the transmission response of the material. A probe pulse
copropagates with the pump pulse in the waveguide. Since the pump-pulse-induced
gain transients are slow in comparison to the temporal width of the probe pulse,
the probe pulse effectively samples the gain of the semiconductor at a specific time
relative to the pump pulse. At the output of the waveguide, the effects of the pump
pulse on the transmission of the probe pulse are observed. By varying the relative
delay between the pump and probe pulses, the ultrafast temporal response of the
semiconductor may be observed.

For the experimental work described here, we employ a different pump-probe tech-

nique, called difference-frequency sampling (DFS). A schematic of the experimental
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Figure 2-14: Experimental setup for characterization of gain transients in a semicon-
ductor optical amplifier using difference-frequency sampling. MLFL: Mode-locked
fiber laser; BPF: Optical bandpass filter; LPF: Electrical lowpass filter; DSO: Digital

sampling oscilloscope

setup for using DFS to measure the gain transients in a semiconductor optical am-
plifer is shown in Figure 2-14. Consistent with the terminology used when discussing
optical switching in the remainder of this dissertation, we shall refer to the pump
pulses as “control” pulses and the probe pulses as “signal” pulses in the following
discussion. The control pulses in the DFS experiment are provided by a mode-locked
fiber laser producing a periodic stream of optical pulses with repetition rate f.. The
low-intensity signal pulses are provided by a second mode-locked fiber laser producing
a periodic stream of optical pulses at a repetition rate of f; = f,— Af. The two pulse
streams are combined in a 50/50 fiber coupler and input to the SOA. Because of the
offset frequency, Af, between the control and signal pulse streams, the signal pulses
slowly walk through the control pulses over a period of 1/Af. Consequently each
signal pulse samples the gain transient induced by the control pulse at a slightly later
time than the previous signal pulse. At the output of the SOA, the pulse streams are
passed through a bandpass filter to remove the control pulses. The signal pulses are
then photodetected with a slow detector (modeled in Figure 2-14 as a detector and a
low pass filter) and the output is measured using a digital sampling oscilloscope.
Before providing a detailed analysis of the difference frequency sampling tech-
nique, we first note a few of its advantages over traditional pump-probe techniques.
For instance, DFS uses no mechanical delay lines. This eases the alignment require-

ments as compared to a typical pump-probe experiment. In fact, using mode-locked
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fiber lasers for pump sources, DFS can be implemented entirely in fiber, thereby
completely eliminating free-space alignment issues. DFS also offers the advantage
of fast acquisition times. In a typical pump-probe experiment, acquisition times are
limited by the speed at which the variable optical delay can be moved. With DFS,
the acquisition time is inversely proportional to the frequency offset. For a 1-kHz
frequency offset, the acquisition time is 1 ms. One difficulty in implementing DFS is
that it requires two pulse sources whose repetition rates can be tuned independently.
Additionally, it may be difficult to “chop” the probe signal to improve the sensitivity
of the measurement, as is often done in pump-probe measurements. For the high-
saturation experiments described here, increased sensitivity is not an important issue,
since the probe signal powers are easily detected at the SOA output.

To analyze the difference-frequency sampling technique, we begin by describing

the signal pulse stream at the SOA input as

oo}

Pu(t)= Y pl(t—nT)), (2.50)

N=—00

where T, = 1/ f; is the signal pulse period and p(t) is the intensity profile of the pulse.
At the output of the SOA, the signal pulse stream is given by

Pout(t) = Pa(t)Gsoal(?), (2.51)

where the gain of the amplifier, Gsoa (), is the integrated gain over the length of the
SOA

Gsoa(t) = exp {/0 (Tg(t, z) — e )dz| . (2.52)

We assume that the signal pulse intensity is much lower than the control pulse in-

tensity. Thus, the gain transients in the SOA are primarily due to the control pulses
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and are periodic with period T, = 1/f.. Then, we may write

GSOA(t) = Z G(t - mT,), (2.53)
where G(t) is the periodic gain transient induced by the control pulses.
Difference-frequency sampling is best understood in the frequency domain. Sub-
stituting Equations 2.50 and 2.53 into Equation 2.51 and taking the Fourier transform
of the result, we find

G()fe Y, 8(f—mf)|,  (2.54)

m=—od0

Pout(f)z p(f)fs Z 5(f_nfs)

Nn=—0c0

where P(f) and G(f) are the Fourier transforms of the pulse intensity profile and

the periodic gain profile, respectively. Evaluating the convolution integral and noting

that f; = f. — Af we find

Pot(f) = fofe Z Z P(nfs)G(mf)8(f ~ (n+m)f.+nAf)

n=—oo m=—0c0

_ o 3 _fs fsfc " fc fsfc
—fschP( il e (for- ikt (2.55)

j=—00

- 3" 8(f - jfs —mAf),

m—=—0o0

where j = m + n. This output spectrum is illustrated in Figure 2-15.
At this point, it is useful to apply some constraints on the difference frequency,
Af. Assuming that the periodic gain transient G(t), is band-limited to some interval

—fa < f < fa, we require that the difference frequency satisfy

Af < é fJ; (2.56)

This is equivalent to the Nyquist sampling criterion and is necessary to avoid aliasing
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Figure 2-15: Frequency-domain illustration of difference-frequency sampling. The
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the output spectrum, Py (f) shown in b). Note that the frequency axis scales differ
in the two plots.
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caused by undersampling. Additionally, the electrical bandwidth, fr must satisfy

Affa

fe
e '

2

< fe < (2.57)

Note that the minimum required electrical bandwidth can be made arbitrarily small
by decreasing the offset frequency, Af. When these two conditions are satisfied,
the output of the lowpass electrical filter consists of only the j = 0 terms in the

summation of Equation 2.55

Pan(f) = fofeP (— fﬁ) G ( gf f) i §(f —mAf) (2.58)

m=—0o0

Taking the inverse Fourier transform of Equation 2.58 we obtain the filtered output

- [ ()] o (48] o[£ 4(-2)

nm=—00
Thus, the output consists of a periodic train of the gain response function, G(¢),

(2.59)

convolved with the sampling pulse shape and magnified in time by a factor of f./Af.

We have used this technique to characterize the gain dynamics in a fiber-coupled
commercial SOA (Alcatel 1901), shown in Figure 2-16 [2.34, 2.35]. The device is
a separate confinement heterostructure. The active region of the SOA is a low-
temperature-grown bulk InGaAsP crystal, providing an internal gain of up to 30 dB.
The active region is 0.2 pm thick and 1.2 ym wide, providing an optical confinement
factor of I' = 0.4. The gain of the SOA is made polarization insensitive by applying
a tensile strain of ~ 0.15% in the active region. At the input and output of the
device, the active region is tapered to evanescently couple to a passive waveguide
which expands the optical mode for better coupling to optical fiber. The input and
output facets are angle-cleaved at 7 degrees and anti-reflection coated to reduce optical
feedback in the SOA cavity.

In the DFS measurement, the control pulses were provided by an actively mode-

locked fiber laser producing a 12.5-GHz stream of 2-ps pulses with a center wavelength
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Figure 2-16: Cross-sectional diagram of an Alcatel 1901 SOA.
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of 1545 nm. The signal pulses were provided by a second actively mode-locked fiber
laser producing a stream of 2-ps pulses at 1550 nm. The offset frequency for the
measurement was set to 50 Hz. The signal pulse energy was fixed at 0.8 fJ, while
the control pulse energy was varied from 0.8 to 800 fJ. The bias current to the SOA
was 100 mA. For the copropagating measurement, the experimental setup is identical
to that shown in Figure 2-14. For the counterpropagating measurement, the 50/50
coupler and the signal laser are moved to the other side of the SOA. The experimental
results for copropagating and counterpropagating signal and control pulses are shown
in Figure 2-17. They show good qualitative agreement with the simulation results in
Figure 2-12. Note, however, that the average power of the signal (probe) differs in
the calculated and measured results. For the calculation, we used an average probe
power of 150 W, whereas the average signal power in the DFS measurement was
10 uW. The results are similar due to the fact that the signal pulses in the DFS
measurement induce both carrier density and carrier temperature saturation. On the
other hand, the continuous-wave probe in the calculation induces primarily carrier
density saturation. Thus, in the calculation, higher probe powers are required to

simulate the saturation induced by the signal pulses in the DFS measurement.

2.8 Conclusions

We have presented a numerical model for the dynamic gain and index saturation in a
semiconductor optical amplifier. Our aim in developing this model was to accurately
describe the response of the SOA using as few fitting parameters as possible. In doing
this, we create a versatile model which can be used to both explain experimentally
observed phenomena as well as optimize experimental operating parameters. The
model presented here is distinguished from previously reported dynamic models by
the way in which the SOA state is described. Other models attempt to describe
the state of the SOA using the carrier density, which is a physical parameter, and
the carrier temperatures in the conduction and valence bands, which are statistical

parameters. The evolution of statistical parameters, such as the carrier temperature,

65



Hummm————————— \//f,___,_,.__-<— 0.8 fJ
09 -

Normalized Detector Voltage

~€— 800 fJ

l— 0.8 {7

b)

Normalized Detector Voltage

e e e S0

70 60 50 40 ) 30 20 10 0
Time (ps)

Figure 2-17: Experimental measurement of a) copropagating and b) counterpropagat-
ing gain dynamics in an Alcatel 1901 SOA with a bias current of 100 mA. The signal
pulse energy is 0.8 fJ. Starting from the top, the curves represent the gain dynamics
in response to a 12.5-GHz stream of 2-ps control pulses with energies of 0.8, 1.6, 3.2,
8, 16, 32, 80, 160, 320, and 800 £J.
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in response to an incident optical field can only be described using perturbational
techniques. Consequently, these models are only accurate for small changes in the
SOA state near a specified operating point.

In the model developed here, we describe the state of the SOA entirely using phys-
ical parameters such as the carrier density and the carrier energy density. The evolu-
tion of these physical parameters in response to an incident optical field is straight-
forward to express and calculate. We have presented an efficient numerical technique
for inverting the Fermi-Dirac integrals to obtain the the statistical parameters needed
to describe the distribution of carriers in the bands of the SOA. Once these statistical
parameters are known, the frequency-dependent gain of the SOA may be directly
calculated. This model provides an accurate description of the dynamic gain effects
in the SOA for a wide range of saturation levels.

To test the validity of the model for operating conditions similar to those en-
countered in an SOA-based all-optical switch, we have performed pump-probe mea-
surements of the gain in the SOA. To simulate the gain transients which may be
encountered in an all-optical demultiplexing experiement, we used 2-ps pump pulses
at a repetition rate of 12.5 GHz. The gain transients were measured for pump pulse
energies ranging from 0.8 fJ to 800 fJ and found to be in good agreement with the

predictions of the model.
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Chapter 3

Semiconductor-Based All-Optical
Switching

3.1 Introduction

In this chapter, we give an overview of high-speed semiconductor-based interfero-
metric all-optical switching techniques. We begin with a discussion of the nonlinear
Mach-Zehnder interferometer. We then describe three semiconductor-based single-
arm interferometer designs which are commonly employed for switching applications.
The differences in these switch topologies are highlighted and their impact on the
operational characteristics of the switch is discussed. Next, we present experimental
techniques for measuring the switching window of an all-optical switch. Finally, we
compare the performance of the ultrafast nonlinear interferometer and the terahertz

optical asymmetric demultiplexer in a 100-Gbit/s demultiplexing experiment.

3.2 Nonlinear Mach-Zehnder Interferometers

In this work, we will focus on interferometric all-optical switch architectures. The
most straightforward interferometric all-optical switch is the nonlinear Mach-Zehnder
[3.1], shown in Figure 3-1. Signal pulses entering on the left are split into two pulses

of equal intensity via a 50/50 beam splitter at the input. Pulses in the lower arm
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Figure 3-1: A nonlinear Mach-Zehnder interferometer.

travel through a linear material with a refractive index, n;. Since the phase velocity
of light traveling though this material is v; = ¢/n;, the phase change accumulated by

the pulse propagating through this material is given by

Liog 27
¢ = i Tnldz =l (3.1)

where )\ is the free-space center wavelength of the optical pulse and L is the propa-
gation distance in the material.

Pulses in the upper arm travel through a nonlinear material. This material has a
refractive index that is intensity dependent. In this case, an intense control pulse can
be used to change the refractive index of the material. In the presence of a control
pulse, the refractive index will generally vary as a function of time and position in
the material. We write the refractive index as ny = ny, + An(z,t), where ny, is the
background refractive index and An(z,t) is the change in refractive index due to the
control pulse. The phase accumulated by the pulse as it propagates through this arm

is then found to be

Ly 7
¢n1(t) = / ——)—\—nnl(z, t)dz
0

2T Lot o
- TnbLnl +\/0 TAn(Za t)dza
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where L, is the propagation distance in the nonlinear material.
When the two pulses are interfered at the output, the output intensity is propor-

tional to the relative phase shift in the two arms

Lout(t) = In(t)]1 + exp{j[#1 — du(t)}|?

= In(t) cos® (W) (3.3)

Pbias — A@W)) .

:Iint 2
(t) cos ( 5

Here, we have defined the bias phase shift, @pjas = %\E(nlLl —np Ly +AL), where AL is
the difference in the free-space path lengths of the two arms. The bias phase accounts
for phase differences between the two arms owing to differences in path lengths and
the linear refractive indices in the two arms.

For an instantaneous nonlinear response, such as that in an optical fiber, the

nonlinear phase shift may be written as

A(t) = g;nzlc(t)Lnl, (3.4)

where n, is the nonlinear refractive index and I.(t) is the intensity of the control pulse
which copropagates with the signal pulse. Since the nonlinear phase shift is directly
related to the intensity of the control pulse, we can control the output intensity of
the signal pulses by adjusting the intensities of the control pulses.

By appropriately setting the bias phase, we can switch the signal pulses ON or
OFF using the control pulses. For instance, suppose that there is no bias phase,
®bias = 0. Then, in the absence of a control pulse (I, = 0), the signal pulse intensity
at the output of the interferometer is equal to the signal pulse intensity at the input
(neglecting losses in the interferometer). If we introduce a control pulse into the
second arm with sufficient intensity such that A¢ = 7, the output signal pulses are
completely switched OFF (/. = 0). In this case, the pulse energy has been redirected
to the dump port on the output beam splitter. If the signal pulse stream is an

unmodulated clock with a repetition rate equal to the data rate of the control pulses,
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the output of the switch is the logical inverse of the control input. Alternatively, we
can set the bias phase to 7 and use the presence of a control pulse to switch the signal
pulses ON, performing a logical AND function between the two pulse streams.

The nonlinear Mach-Zehnder interferometer described above, while attractive for
its simplicity, is not a very practical design for an all-optical switch in most appli-
cations. For example, problems arise when one considers that the response of the
nonlinear material may not be instantaneous. As discussed in Chapter 2, the non-
linear response in a semiconductor optical amplifier due to saturation of the carrier
density may require several nanoseconds to recover. In this case, the nonlinear Mach-
Zehnder interferometer will remain unbalanced for the duration of the carrier density
recovery time. This would potentially limit switching rates to ~ 1 GHz, at best.

These problems can be alleviated by using a balanced interferometer design, like
that shown in Figure 3-2 a) [3.2]. The balanced interferometer is similar to the
nonlinear Mach-Zehnder interferometer, only both arms contain a nonlinear material.
A diagram illustrating the operation of the balanced interferometer is shown in Figure
3-2 b). A control pulse is used to change the refractive index in both arms of the
interferometer. However, the control pulse in the lower arm is delayed by a time 7
relative to the upper arm. The nonlinear refractive index recovery time is assumed
to be slow compared to 7. Thus, when the control pulse is incident on the nonlinear
material in the upper arm, the interferometer is imbalanced by the differential phase
shift between the two arms. However, the refractive index difference is canceled after
the control pulse induces a nonlinear refractive index change in the lower arm. Thus,
the interferometer is only imbalanced for a short period of duration 7. In this manner,
the duration of the control-pulse-induced imbalance can be made much shorter than

the carrier lifetime in the semiconductor, enabling switching at higher data rates.

3.3 Semiconductor-Based Fiber Interferometers

The Mach-Zehnder design discussed above suffers additional problems due to the

spatial separation between the two arms. Because the signal pulses travel through
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of operation.
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two spatially separated paths, the switch may be imbalanced by thermal or acoustic
variations between the two arms. These variations may affect the relative path lengths
through which the signal pulses travel, causing unintentional changes in the bias phase
of the interferometer, ¢nas. This leads to unpredictable switching behavior. These
problems can be reduced by using active path length stabilization. However, such a
solution is generally difficult and experimentally unsatisfactory.

Two practical solutions can be used to mitigate these problems. The first is to
scale the interferometric structure to a size where the spatial separation between the
arms is small enough that acoustic and thermal variations between the arms are neg-
ligible. Recently, semiconductor optical amplifiers have been integrated in compact
balanced interferometric switching structures using hybrid [3.3] and monolithic [3.4]
integration techniques. Alternatively, fiber interferometers may be assembled from
discrete components using a single-arm interferometer (SAI) design [3.5]. In a single-
arm interferometer, both signal pulses propagate along the same spatial path. They
are distinguished by their direction of propagation or temporal separation. Below,
we describe the operation of three possible fiber implementations of single-arm inter-
ferometers: the copropagating ultrafast nonlinear interferometer (UNI), the counter

propagating UNI, and the terahertz asymmetric optical demultiplexer (TOAD).

3.3.1 Copropagating Ultrafast Nonlinear Interferometer

One example of a semiconductor-based single-arm fiber interferometer is the ultrafast
nonlinear interferometer (UNI) [3.6]. The UNI was derived from a time-division in-
terferometer that was originally designed to reduce the effects of thermal and acoustic
variation in fiber-based all-optical switches [3.5, 3.7]. This interferometer design was
later used for pump-probe experiments in AlGaAs [3.8, 3.9]. The time-division in-
terferometer is essentially a single-arm nonlinear Mach-Zehnder interferometer where
the signal pulses are distinguished by being orthogonally polarized and temporally
separated. Since both signal pulses propagate along the same transmission path, the
interferometer is immune to instabilities caused by refractive index changes which are

slow compared to the temporal separation between the signal pulses. This geometry
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Figure 3-3: Schematic of a fiber implementation of the ultrafast nonlinear interfer-
ometer (UNI) in copropagating configuration. PMF: Polarization-maintaining fiber,
SOA: Semiconductor optical amplifier, BPF: Optical bandpass filter.

was adapted for semiconductor-based switching applications using free-space optical
delays to provide the temporal delay between the signal pulses [3.10]. The UNI is an
all-fiber implementation of the time-domain interferometer.

A copropagating configuration of the UNI is shown in Figure 3-3. Entering signal
pulses travel through a polarizer (not shown). At the output of the polarizer, the
signal pulses are linearly polarized at 45 degrees with respect to the fast and slow
axes of a length of birefringent polarization-maintaining fiber (PMF) which acts as
a polarization-sensitive delay. After traversing the PMF, the temporally-separated
orthogonally-polarized signal pulses pass through a 50/50 coupler where the control
pulse is introduced. These pulses then travel through the semiconductor optical am-
plifier (SOA) where a nonlinear phase shift is acquired by the signal polarization that
is overlapped by the control pulse. The two signal pulse polarizations are temporally
recombined in a second length of PMF. The orthogonally polarized signal pulses are
then interfered in a second polarizer. Finally, the control pulses are filtered out using
a fiber-coupled band-pass filter leaving only the signal pulse at the output.

In practice, a fiber-coupled polarization-sensitive isolator is typically used in place
of the polarizer at the output of the interferometer. This serves as both a polarizer and

an isolator to prevent reflections on the output side of the interferometer from affecting
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its operation. The polarization controller shown is used to set the bias phase of the
interferometer. When the fiber used in the non-PMF portions of the interferometer is
standard single-mode fiber (i.e. not polarization-maintaining), additional polarization
controllers are needed at the points labeled A and B in order to properly align the
signal polarization to the PMF birefringent axes.

Note that the UNI is essentially a polarization switch. Incoming signal pulses are
linearly polarized. At the output of the second length of PMF in the switch, the
signal pulse polarization will be either unchanged or orthogonal to the original signal
pulse polarization, depending on the absence or presence of the control pulse. The
polarizer at the switch output is then used to route the signal pulses according to their
polarization. Realization of this polarization-switching capability of the UNI enables
the switch to be used as an ultrafast cross-bar switch [3.11]. In this configuration, the
two inputs to the cross-bar are orthogonally polarized at the signal input of the UNI.
Both inputs are linearly polarized at 45 degrees relative to the fast and slow axes of
the BRF. At the output of the switch, the two inputs will either remain on the same
polarizations (bar state), or be flipped to the orthogonal polarizations (cross state),
depending on the state of the control pulse.

The time-dependent transmissivity of an optical switch is defined as Ty(t) =
Sout(t)/Sin(t), where Sin(t) is the input photon density at the signal wavelength.

For the copropagating UNI, this transmissivity may be expressed as

T,(t) = }I{Gj(t) LGt —T)

(3.5)
+2/GEOGT(E = 7)cos (63 (1) = 67 (¢ = 7) + duia) |

Here, 7 is the temporal separation between the signal pulses in the UNI and G (¢)
and ¢7 (¢) are the gain and phase shift experienced by the signal propagating in the
same direction as the control signal. Using the notation from Chapter 2, G} (¢) and

¢7(t) may be expressed in terms of the small signal gain and refractive index in the
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reference frame of the control pulse, g(z,t, ws) and n(z,t,ws), as

GH(t) = exp [ /0 C oot 0) — o) dz} , (3.6)

and

L
qﬁ:(t) = %A n (Zat)ws) dZ, (37)

where L is the SOA length, T is the confinement factor for the optical mode, oy is
the internal loss of the SOA waveguide, w; is the angular frequency of the signal pulse
carrier, and )\, is the signal wavelength.

Figure 3-4 a) shows a simulation of the differential phase delay experienced by the
two orthogonal signal pulses in a copropagating UNI. This simulation was performed
using the SOA model described in Chapter 2. In this calculation, the 2.5-ps control
pulses arrive at a constant repetition rate of 12.5 GHz. The signal pulses are separated
by 5 ps in the UNI. We assume that the phase shift experienced by the signal pulse field
is polarization independent. Thus, apart from a relative delay related to the signal
pulse separation, the control-pulse-induced phase shifts in the two signal polarizations
are identical. Because the signal fields copropagate with the control pulse, the rise
time for this phase shift is governed by the control pulse width. The control pulse
energy in this calculation was set to provide a 7 phase shift.

Figure 3-4 b) shows the transmissivity of the copropagating UNI, calculated using
Equation 3.5, for various values of the signal pulse separation, 7. This transmissivity
function of the switch is often referred to as the “switching window.” In calculating
these switching windows, the bias phase, Pui.s, has been adjusted to maximize the
contrast ratio of the switch. The duration of the switching window sets an upper
limit on the data rate at which the switch can operate. In the UNI, this duration is
directly related to the temporal separation between the signal pulses in the switch, 7.
Note that the amplitude of the switching response is reduced slightly for 7 = 2.5 ps.
This is due to the fact that the temporal separation between the signal polarizations

is comparable to the control pulse duration in this case. The minimum achievable

79



Phase Delay (w radians)

_0.1 1 i 1 ] )3 i ]
180 ¥ ¥ T T T T T
160 .
16 ps
140+ 0 ps :
S ps
120+ 2.5ps 1
z K
2 100} B
4
£ b)
& 80r ]
=
o
60 .
40+ -
20+ .
0 . s 1 \& 1 L L
0 10 20 30 40 50 60 70 80
Time (ps)

Figure 3-4: Simulation of copropagating UNI operation. In a), the differential phase
shift for the two signal pulse polarizations is shown for a temporal separation of 7 =5
ps in the UNI. In b), the time-dependent transmission characteristics of the UNI are
shown for signal pulse separations of 7 = 2.5, 5, 10, and 16 ps.
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Figure 3-5: Schematic of a fiber implementation of the UNI in a counterpropagating
configuration.

switching window duration for the copropagating UNI is limited by the rise time
for the differential phase shift seen by the two signal polarizations. In comparison
with the other fiber interferometers discussed here, the copropagating UNI offers
the advantage of fast turn-on and turn-off times. This is due to the copropagating
geometry where the rise time of the control-pulse-induced differential phase shift
observed by the signal pulses is limited only by the duration of the control pulse.
By reducing the temporal width of the control pulse, the window may be made
aribitrarily short in duration (limited by the SOA gain bandwidth). This makes the
copropagating UNI particularly suitable for ultrahigh-speed bitwise logic applications.
Logical AND functionality has been demonstrated using this switch configuration at
data rates as high as 100 Gbit/s [3.12]. The UNI has also been demonstrated for use
as an all-optical 3R regenerator at data rates as high as 80 Gbit/s [3.13].

3.3.2 Counterpropagating Ultrafast Nonlinear Interferome-

ter

The UNI can also be configured in a counterpropagating geometry as shown in Figure
3-5 [3.14]. In this configuration, entering signal pulses travel through a polarizer (not

shown). At the output of the polarizer, the signal pulses are linearly polarized at 45
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degrees with respect to the fast and slow axes of a length of PMF which acts as a
polarization-sensitive delay. After traversing the PMF, the signal pulses pass through
the SOA. Control pulses, counterpropagating with respect to the signal pulses, are
introduced via a 50/50 coupler. The control pulses are timed to provide a differential
phase shift between the two signal pulse polarizations as the pulses propagate through
the SOA. At the output of the 50/50 coupler, the two signal pulse polarizations are
temporally recombined in a second length of PMF. The orthogonally polarized signal
pulses are then interfered in a second polarizer before exiting the switch. Because the
control pulse is not present at the switch output, no bandpass filter is required in this
configuration.

The transmissivity of the counterpropagating UNI may be expressed as

1,0) = {6 ) + Gt - 7)

(3.8)
+2/G (G (1) 05 (67(2) = 67 (= 7) + i) }

Here, G7(t) and ¢ (t) are the gain and phase shift experienced by a signal which
counterpropagates relative to the control pulse. Using the notation from Chapter 2,
G7(t) and ¢; (t) may be expressed in terms of the small signal gain and refractive

8

index in the reference frame of the control pulse, g(z, ¢, w;) and n(z,t,ws), as

Gs_ (t) = €Xp [/0 (Fg(z>t + 2(L - z)/vwws) - aint) dz|, (3-9)
and
o5 (t) = %\_7:/0 n(z,t+ 2(L — 2)/v,,ws) dz. (3.10)

Figure 3-6 shows the simulated transmission characteristics of the counterpropa-
gating UNIL. Figure 3-6 a) shows the differential phase shift experienced by the two
signal polarizations. Both signal polarizations counterpropagate relative to the con-
trol pulse. Thus, as discussed in Chapter 2 the rise time for the differential phase

shift is approximately twice the transit time for the SOA. For the 800-ym SOA in this
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of 7 =5 ps in the UNI. In b), the time-dependent transmission characteristics of the
UNT are shown for signal pulse separations of 7 = 2.5, 5, 10, and 16 ps.
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calculation, this duration is approximately 18 ps. Figure 3-6 b) shows the calculated
switching windows for the counterpropagating UNI. For comparable signal pulse sep-
arations, the switching window for the counterpropagating UNI is longer than that
of the copropagating UNI due to the slower rise time of the differential phase shift.
Moreover, because of this slow response, the amplitude of the switching response of
the counterpropagating UNI decreases as the signal pulse separation is reduced below
the SOA transit time. Thus, the ultimate operational speed of the counterpropagat-
ing UNI is limited by the SOA transit time. Faster operation can be obtained with
a shorter SOA. However, reducing the SOA length reduces the switch efficiency and
requires higher energy control pulses.

In spite of these speed limitations, the counterpropagating UNI does have some
distinct advantages over the copropagating UNI. In particular, since the signal pulses
and control pulse do not propagate along the same path, a bandpass filter is not
required to distinguish between the two at the switch output. In fact, in this configu-
ration, the signal and control pulses can even have the same wavelength. This feature
is particularly useful for applications such as 3-R regeneration, where wavelength
changes are undesirable. Addtionally, the counterpropagating UNI enables cascading
of multiple switches, since the signal output from the switch can be used as either the
signal or control input to another switch. Such cascadability is required for complex
logic operations. Infinite cascading capability has been effectively demonstrated for

the counterpropagating UNI acting as a recirculating shift register at 40 Gbit/s [3.15].

3.3.3 Terahertz Optical Asymmetric Demultiplexer

The terahertz optical asymmetric demultiplexer (TOAD) (sometimes refered to as
the semiconductor laser amplifier in an optical loop mirror, or SLALOM) is a slightly
different form of the single-arm fiber interferometer. It is essentially a nonlinear
Sagnac interferometer. A Sagnac interferometer consists of a loop, wherein the two
signal pulses propagate in opposite directions. The pulses are then interfered in a cou-
pler at the output of the loop. Many all-optical switching demonstrations have been

performed using a nonlinear Sagnac interferometer with silica fiber as the nonlinear
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medium, referred to as a nonlinear optical loop mirror (NOLM) [3.16]. In these inter-
ferometers, the asymmetry required for switching is obtained by introducing a control
pulse into the loop which copropagates relative to one signal pulse and counterprop-
agates relative to the other. The copropagating pulse experiences a large nonlinear
phase shift relative to the counterpropagating pulse. The SLALOM [3.17, 3.18] mod-
ifies this design by adding an asymmetrically-placed SOA in the loop. The SOA
increases the magnitude of the control-pulse-induced nonlinear phase shift, thereby
reducing the required propagation distance in the fiber loop. The TOAD [3.19] fur-
ther modifies this design by reducing the SOA offset from the center of the loop such
that the transit time of the asymmetry is substantially less than the SOA recovery
time. In this way, the fast rise time of the nonlinear response in the SOA can be
utilized to generate a switching window that is much shorter than the SOA recovery
time.

A fiber implementation of the TOAD is shown in Figure 3-7. Signal pulses entering
from the lower right side of the switch pass through a 50/50 coupler at the input to the
Sagnac loop. The two pulses at the output of the 50/50 coupler then counterpropagate
through the loop. A control pulse is introduced via a 50/50 or WDM coupler in the
loop. The control pulse copropagates with one signal pulse and counterpropagates
relative to the other signal pulse. This asymmetry, alone, is enough to get a differential
phase shift from nonlinear effects in the SOA which have durations shorter than
the SOA transit time. However, in practice, an additional asymmetry is added by
offsetting the SOA from the center of the loop. Thus, the two signal pulses enter
the SOA at different times relative to the control pulse. This loop asymmetry allows
slower nonlinear effects, such as those due to carrier density changes in the SOA,
to be utilized in obtaining a differential phase shift between the two signal pulses.
The polarization controller in the loop is used to adjust the birefringence of the
loop, thereby adding a fixed relative phase shift between the two signal pulses. After
traversing the loop, the two signal pulses are recombined in the 50/50 coupler. If
they are in phase, they will be directed to the output port. If they are out of phase,
they will be reflected back to the input port.

85



Control Input

Signal Input

Polarization
Controller

A

Signal Output

Figure 3-7: Schematic of fiber implentation of the terahertz optical asymmetric de-

multiplexer (TOAD).

86



Because the TOAD does not require a polarization sensitive delay, it is quite
versatile in terms of possible wavelength and polarization assignments for the control
and signal pulses. In principle, the TOAD can be made to operate independent of
the signal and control polarizations. This mode of operation requires that the signal
and control pulses be at different wavelengths so that a bandpass filter may be used
to distinguish them at the output of the switch. On the other hand, if the incoming
signal polarization is fixed, one can make the control pulse polarization orthogonal
to the signal. In this configuration, the signal and control inputs may operate at the
same wavelength and a polarizer may be used to distinguish between the two at the
switch output.

Since one signal pulse copropagates with the control pulse and one signal pulse
counterpropagates relative to the control pulse, the transmissivity of the TOAD may

be expressed as [3.20]

T) = 3{Gr@ + G-

(3.11)
+2/GEOG; (£ — ) cos (¢7() = 677 (E = 7) + buia) },

where T represents the loop asymmetry arising SOA offset from the loop center and
GE(t), ¢7(t), G5 (t), and ¢; (t) are defined in Equations 3.6, 3.7, 3.9, and 3.10.
Figure 3-8 illustrates the switching characteristics of the TOAD. In 3-8 a), the
differential phase delays seen by the two signal pulses is shown. The phase shift of
the copropagating pulse has a fast rise time, similar to the copropagating UNI, while
the phase shift of the counterpropagating pulse has a rise time that is limited by the
SOA transit time, similar to the counterpropagating UNI. Figure 3-8 b) shows the
TOAD switching windows for various values of the loop asymmetry, 7. As discussed
above, because the direction of the control pulse itself causes an asymmetry in the
loop, the switching window is non-zero, even when 7 = 0. In principle, since the fall
time of the switching window is limited only by the control pulse duration, the TOAD
switching window can be shorter than the counterpropagating UNI switching window.

However, the shortest possible switching window in the TOAD is still limited by the
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rise time which is proportional to the SOA transit time.

In spite of this potential limitation, the TOAD has been demonstrated in OTDM
demultiplexing applications at data rates as high as 160 Gbit/s [3.21]. A modified
TOAD configuration has also been used to achieve all-optical XOR functionality. This
functionality has been used to demonstrate an all-optical parity checker [3.22] and
an all-optical pseudo-random binary sequence generator {3.23]. The XOR configura-
tion “unbalances” the interferometer, however, and operational data rates for these

experiments were limited to ~ 1 Gbit/s.

3.4 Measurement of Switching Windows

We have investigated two techniques for measuring the switching window of an all-
optical switch. These techniques are illustrated in Figure 3-9. The first technique,
shown in Figure 3-9 a), uses optical cross-correlation to measure the switching window
induced by a control pulse [3.24]. A continuous-wave (CW) laser is used for the signal
input to the switch. The control input is provided by a mode-locked fiber laser. At
the output of the switch, the switching window is modulated onto the CW signal. The
transients in the switching window are too fast to observe electronically, so the output
signal is sampled in an optical cross-correlator based on sum-frequency generation in
a KTP crystal. The sampling pulses for the cross-correlator are obtained by tapping
off a portion of the control pulse energy at the input to the switch. When a tunable
CW source is used for the signal input to the switch, this technique can be used to
easily measure the frequency-dependence of the switch transmission characteristics.
An alternative measurement technique is shown in Figure 3-9 b). This mea-
surement technique is based on the difference-frequency sampling (DFS) technique
described in Section 2.7. The control and signal inputs to the switch are provided
by two mode-locked fiber lasers. These lasers produce ~ 2.5-ps pulses at 1545 nm
and 1550 nm. The repetition rate of the signal laser, f,, is slightly lower than the
repetition rate of the control laser, f.. Thus the signal pulses slowly walk through

the control pulses over a period of of 1/(f. — f;). The nonlinear interaction between
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the two pulse streams in the optical switch leads to intensity beating at the difference
frequency, f. — fs. The temporal profile of the switching window can measured by
observing the envelope of this beating with a photodetector and a digital sampling
oscilloscope (DSO).

This technique offers a number of advantages over the cross-correlation techique.
First, since the optical pulses used at the input of the switch in the DF'S measure-
ment are very similar to the pulses used in a typical switching demonstration, the
switching window obtained provides an accurate prediction of the switch performance
in an actual switching application. Additionally, since the DF'S technique requires no
mechanical delays, no bulk optic alignment is required. Moreover, the DFS technique
does not require nonlinear frequency conversion. With the cross-correlation technique,
high-energy sampling pulses must be used in order to compensate for the relatively
low intensity of the output signal from the optical switch and the low conversion
efficiency of the sum-frequency process. With DFS, the intensity of the output signal
from the switch is measured directly using a photodetector. Sensitivity can be im-
proved by using optical preamplification prior to detection. Since the detected signal
of interest is confined to fairly low frequencies (as determined by the offset frequency
in the measurement), electrical amplification may also be utilized with minimal dis-
tortion. Finally, the measurement time for the DFS technique is much shorter than
that required for the cross-correlation technique. For a 1-kHz frequency offset be-
tween the signal and control pulses, the entire switching window is mapped in 1 ms.
This fast acquisition time is extremely useful in aligning polarization controllers in
the switch, for example, since the effects of adjusting the polarization can be observed
in near real-time.

Figures 3-10, 3-11, and 3-12 show measurements of the switching windows for a
copropagating UNI, a counterpropagating UNI, and a TOAD obtained using the DFS
technique. The repetition rate for the control pulses is 12.5 GHz and the frequency
offset for the signal pulses is 1 kHz. The signal and control pulse energies in these
measurements were 4 and 40 £J, respectively. The finite extinction ratio observed in

the measurements is primarily due to imperfect alignment of the signal polarizations in
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Figure 3-10: Switching windows for a copropagating UNI with signal pulse offsets of
a) 16 ps and b) 5 ps measured using difference-frequency sampling.
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Figure 3-11: Switching windows for a counterpropagating UNI with signal pulse offsets
of a) 16 ps and b) 5 ps measured using difference-frequency sampling.
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the switch. We have recently proposed a modification of the UNI which helps to reduce
these problems [3.25]. The distinguishing traits of the three geometries are apparent in
the measured switching windows, with the copropagating UNI displaying the fastest
switching transients, followed by the TOAD and the counterpropagating UNI. For
the copropagating UNI with a 5-ps signal pulse separation, the observed switching
window duration is 4.6 ps. This window is short enough to allow demultiplexing from

aggregate data rates as high as 200 Gbit /s.

3.5 Demultiplexing Performance Evaluation

The three interferometer configurations discussed above differ with respect to the di-
rection of propagation of the signal pulses relative to the control pulse. As shown in
the simulations and experiments above, these propagation differences lead to differ-
ences between the transmission characteristics of the switches. The system impact
of these differences has been demonstrated in a 100-Gbit/s OTDM demultiplexing
experiment [3.26]. Recall from Chapter 1 that an OTDM demultiplexer is used to
de-interleave a low-rate data stream from the higher-rate OTDM data stream. For
example, a 12.5-Gbit/s stream may be demultiplexed from a 25-, 50-, or 100-Gbit /s
aggregate data stream. The UNI and TOAD switches are particularly well-suited for
this task, since the switching window can be made very short relative to the control
pulse period. In the experiment described below, we compare the demultiplexing
performance of a copropagating UNI and a TOAD using the same SOA.

The experimental setup for the demultiplexing operation is shown in Figure 3-13.
The signal pulses are provided by an actively mode-locked fiber laser producing a
12.5-GHz stream of 3-ps pulses with a center wavelength of 1558 nm. The signal
pulses are on-off key (OOK) modulated with a 12.5-Gbit/s pseudo-random binary
sequence using a LiNbOj; intensity modulator. The modulated pulses are multiplexed
to higher data rates using a passive OTDM multiplexer (MUX). In the multiplexer,
the pulse stream is divided into two paths. One path is delayed relative to the other.

Then, the two streams are interleaved to form a new stream at twice the data rate.
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Figure 3-13: Experimental setup for 100-Gbit/s demultiplexing using the UNI and
the TOAD.

Thus, for a 12.5-Gbit/s input stream, an output stream at 25 Gbit/s is generated.
This process may be repeated to generate signal streams of 50-Gbit /s and 100-Gbit/s
data. Note that the delays in the multiplexer must be several bits in duration in
order to maintain the pseudo-random nature of the data stream at the output of
the multiplexer. For this experiment, the relative delays in the multiplexer are set
to 120 ps, 60 ps, and 30 ps. The control pulses are provided by a second actively
mode-locked fiber laser producing a 12.5-GHz stream of 2.5-ps pulses at 1545 nm.
An optical delay line (ODL) is used to temporally align the control pulses to the
desired 12.5-Gbit/s signal data stream. Both the TOAD and the UNI used in this
experiment contain a 800-pm-long commercially available SOA (Alcatel 1901). The
pulse offset/asymmetry is set to 5 ps for both switches. The demultiplexed pulses at
the switch output are input to a 12.5-Gbit/s optically preamplified direct-detection
receiver for bit-error rate analysis.

The results of a bit-error rate (BER) analysis performed at the output of the
switch are shown in Figure 3-14. Note that the receiver power in these plots refers to
the power at the output of the switch, immediately before the 12.5-Gbit/s receiver.
Figure 3-14 a) shows the demultiplexing performance of the TOAD with aggregate
signal input rates of 25-, 50-, and 100-Gbit/s. Good demultiplexing performance
is observed for aggregate data rates of 25- and 50-Gbit/s. At 50-Gbit/s there is a
moderate power penalty of 5 dB measured at a sensitivity of 107°. For the 100-Gbit/s
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aggregate stream, however, an error floor of > 107" is observed. In contrast, the
copropagating UNI measurements, shown in Figure 3-14 b), reveal good performance
for aggregate data rates up to 100 Gbit/s. A slight power penalty of 2 dB is observed
for the 50-Gbit/s aggregate stream. At 100 Gbit/s, the penalty is only 4 dB, with no
observable error floor.

The differences in the system performance of these two switches may be attributed
to the counterpropagating effects in the TOAD. As discussed above, the counterprop-
agating signal pulse in the TOAD limits the switching transients to approximately
two times the transit time of the SOA. For the 800-ym long SOA used in these
experiments, the transit time is 9 ps. Thus, switching transients are limited to ap-
proximately 18 ps in duration. For aggregate data rates of 50 Gbit/s, the bit period
is 20 ps. Thus, we observe significant degradation in the performance of the TOAD
at this data rate. For 100-Gbit/s aggregate data rates, the bit period is only 10 ps. In
this case, the duration of the TOAD switching window severely limits the switching

performance and error-free operation (BER < 107%) is not achievable.

3.6 Conclusions

In summary, we have demonstrated techniques for utilizing SOAs for ultrafast all-
optical switching. In SOA-based switches, balanced interferometers are required to
reduce the impact of long-lived index changes, thereby enabiling switching at rates
much faster than the carrier density recover rate. Implementing a two-arm balanced
interferometer in fiber is impractical due to instabilities caused by thermal and acous-
tic variations between the two arms. Single-arm interferometers eliminate these in-
stabilities by propagating all signal pulses through the same optical path. In these
interferometers, signal pulses are distinguished by temporally separation or direction
of propagation.

We have investigated the operation three commonly-used single-arm fiber inter-
ferometers: the ultrafast nonlinear interferometer, in copropagating and counterprop-

agating configurations, and the terahertz optical asymmetric demultiplexer. These
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switches differ primarily in the relative directions of propagation for the signal and
control pulses. Due to longitudinal saturation effects in the semiconductor optical
amplifier, the fastest switching transients are observed in the copropagating UNI,
where the rise- and fall-times for the switching window are determined by the control
pulse duration. Using 2-ps control pulses, we have experimentally observed switching
windows as short as 4.5 ps in the UNI. A comparison of the 100-Gbit/s demultiplexing
performance of the UNI and the TOAD demonstrated the system impact of the slower
switching transients associated with counterpropagating signal and control pulses in
the TOAD.

Note that, in this discussion, we have neglected the impact that gain saturation
has on the operation of semiconductor-based switches. Gain saturation primarily
impacts switching operation in two ways. First, fast gain saturation, such as that
due to spectral hole burning and carrier heating, can lead to a difference in the
gain observed by the two signal pulses in the interferometer. As is evident from the
transmission characteristics for the interferometers, given by Equations 3.5, 3.8, and
3.11, this will lead to a reduction in the achievable extinction ratio of the switch. The
second way that gain saturation affects the operation of the switch is through long-
lived, changes in the signal gain. These changes are due to saturation of the carrier
density and typically recover over a duration of many bit periods at high data rates.
Thus, they lead to pattern-dependent amplitude modulation of the signal pulses at

the switch output. These effects are addressed in more detail in Chapter 4.
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Chapter 4

Gain Saturation in Semiconductor

Optical Amplifiers

4.1 Introduction

The use of semiconductor optical amplifiers in multichannel, high bit rate optical
networks is limited due to the nonlinearities and cross talk which arise from the
intensity-dependent saturation of the optical gain in the semiconductor. Most optical
data transmission systems in use today employ some form of pulse-amplitude mod-
ulation (PAM) as the channel modulation format. In these systems, information is
conveyed by the intensity of an optical pulse. For instance, in a binary on-off keyed
(OOK) system, a one-bit is represented by the presence of a pulse in a bit period
while a zero-bit is represented by the absence of a pulse in a bit period. Thus, for
time-scales comparable to the bit period, the average power in the optical signal is
dependent on the transmitted data sequence. If the semiconductor carrier lifetime is
comparable to the bit period of the transmitted data, these fluctuations in average
power lead to gain variations arising from the depletion and recovery of the free car-
rier population in the semiconductor. As discussed in Chapter 2, the carrier lifetime
in a semiconductor optical amplifier (SOA) is typically between ~ 100 ps and a few
nanoseconds. Thus, linear amplification of optical data streams at data rates in ex-

cess of a few Gbit/s leads to undesirable patterning and crosstalk between channels.
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By contrast, the spontaneous emission lifetime in an erbium-doped fiber amplifier
(EDFA) is approximately 10 ms. Since this time constant is many times longer than
the bit period at typical optical transmission data rates, the average power in an
optical signal on this time-scale varies little. Thus, the EDFA gain remains saturated
at a fairly constant level and pattern-dependent gain saturation effects are negligible.
Consequently, the wide-availability of EDFAs has led to decreased interest in SOAs
for in-line amplification in optical transmission systems.

Semiconductor optical amplifiers remain useful for other network applications such
as optical switching due to their high nonlinearity. The fast carrier dynamics in the
semiconductor enable bitwise switching at data rates in excess of 100 Gbit/s. As
discussed in Chapter 3, the long-lived index dynamics associated with changes in
the carrier density can be compensated using a balanced interferometer such as the
ultrafast nonlinear interferometer (UNI) [4.1] or the terahertz optical asymmetric
demultiplexer (TOAD) [4.2]. However, the gain dynamics in the SOA remain a prob-
lem, especially for applications where the high-power control signal to the switch is
modulated with a data pattern. Examples of such applications include wavelength
conversion, all-optical logic, and all-optical regeneration. For these applications the
varying intensity of the control input to the switch leads to pattern-dependent switch
performance and undesirable amplitude modulation at the switch output.

In this chapter, we first present experimental results which illustrate the effect
of gain saturation in an SOA-based OTDM demultiplexer. Then, we develop a the-
oretical model which may be used to quantify the effects of gain saturation in a
single-channel optical transmission system. Next we review the various techniques
which have been considered for reducing the effects of gain saturation in SOA-based
switches. We present experimental work related to optical switching using SOAs bi-
ased at the transparency point, where gain fluctuations due to stimulated emission
are minimized. Finally, we discuss the use of pulse-position modulation (PPM) to
mitigate the problems of gain saturation. PPM is a flexible modulation format that
can be readily employed in an optical time-division multiplexed (OTDM) network.

We describe techniques for transmitting and receiving optical PPM data streams at
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Figure 4-1: Experimental setup for demultiplexing a 10-Gbit/s signal from a 40-Gbit /s
data stream. MLFL: Mode-locked fiber laser, ODL: Optical delay line, OTDM MUX:
Free-space optical time-division multiplexer, OOK: On-off-keyed modulator, PPG:
Pulse-pattern generator, DSO: Digital sampling oscilloscope.

aggregate OTDM data rates. Experimental results for demultiplexing of OTDM PPM
data streams and pattern-independent all-optical wavelength and modulation-format

conversion are presented.

4.2 Saturation Effects in OTDM Demultiplexing

The effects of gain saturation in a semiconductor optical amplifier may be observed
experimentally in a simple demultiplexing experiment. The experimental setup for
demultiplexing of a 40-Gbit/s data signal into four 10-Gbit/s signals is shown in
Figure 4-1. The 40-Gbit/s data signal is generated from a commercially-available
(PriTel) mode-locked fiber laser. The laser produces 2.5-ps pulses at 1550 nm with a
10-GHz repetition rate. The pulses are modulated using a lithium niobate intensity
modulator driven by a pulse-pattern generator producing a 10-Gbit/s pseudo-random
data pattern of length 2% — 1. The OOK-modulated pulses are then passively mul-
tiplexed to a data rate of 40 Gbit/s in a free-space OTDM multiplexer. The two
relative delays in the multiplexer are set to 3/2 and 3/4 of the 10-Gbit/s bit period,
thus ensuring that adjacent bits in the 40-Gbit/s pattern are uncorrelated.

A UNI demultiplexes a single 10-Gbit /s data stream from the 40-Gbit/s aggregate
stream. The 40-Gbit/s data is the signal input to the UNIL. A second mode-locked
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Figure 4-2: Waveforms at input and output of 40-Gbit/s-to-10-Gbit/s demultiplexer
measured using a digital sampling oscilloscope.

fiber laser operating at 10 GHz provides a stream of 2.5-ps pulses at 1545 nm for the
control input of the UNI. The signal pulse separation in the UNI is set to provide
a switching window duration of approximately 5 ps. An optical delay line on the
control input allows the relative delay between the control and signal inputs to be
varied, enabling any of the four 10-Gbit/s streams at the signal input to be selected
by the demultiplexer. The commercially-available SOA (Alcatel) in the UNI is biased
with a current of 200 mA. At the UNI inputs, the signal pulse energy is 8.2 fJ and
the control pulse energy is 117 fJ.

Figure 4-2 shows waveform traces of the input and output signals in the experiment

measured using a 50-GHz photodiode and a digital sampling oscilloscope. The first
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trace shows the 40-Gbit/s aggregate data stream at the signal input to the UNL
At this point, any observed non-uniformity in the amplitudes of the pulses is due
to imperfections in the modulation and multiplexing of the data. The second trace
shows the aggregate data stream after passing through the UNI. This trace is obtained
by biasing the UNI in the ON state and passing the signal through with no pulses
applied to the control input. The effects of gain saturation in the semiconductor
optical amplifier are clearly visible as a compression of the output pulse amplitudes
in response to a series of one-bits at the input. The remaining traces show the output
of the UNI when it is configured for demultiplexing. In this case, the UNI is biased
OFF and the control pulses are used to switch out a 10-Gbit/s data stream from the
40-Gbit/s aggregate stream. The four different channels are obtained by varying the
relative delay between the control and signal inputs.

We can make several important observations regarding the gain saturation effects
observed in this demultiplexing experiment. First, we observe that amplitude modu-
lation at the output of the demultiplexer is dependent on the incoming data pattern.
A series of pulses representing a string of one-bits in the data pattern saturates the
gain of the semiconductor optical amplifier, thereby reducing the gain for subsequent
pulses. Second, we note that the amplitude modulation in a particular demultiplexed
channel is dependent on the data pattern in the channels that are not demultiplexed.
This crosstalk between different channels can have serious implications for OTDM
networks. In particular, in bit-interleaved OTDM systems (as opposed to slotted
OTDM systems), a receiver on the network operates at the bit rate of the demul-
tiplexed channel and, generally, has no information regarding the data pattern in
neighboring channels which are not demultiplexed. Therefore, in spite of the fact
that gain saturation effects are deterministic based on the history of data passing
through the amplifier, at a bit-interleaved OTDM receiver their effect may appear
as random amplitude fluctuations which are largely uncorrelated with the demulti-
plexed data. This means that feed-forward correction schemes which seek to reduce
the effects of amplitude patterning by dynamically adjusting the gain or threshold at

the receiver in response to the received optical signal (see, for example, [4.3-4.5]) may
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not be practical in these systems. Consequently, gain saturation in an in-line SOA

can have a severe impact on receiver performance in an OTDM transmission system.

4.3 Statistical Analysis of Gain Saturation

Gain saturation effects in semiconductor optical amplifiers can have considerable im-
pact on end-to-end system performance in an optical link. In order to study the
effects of gain saturation on a system performance metric, such as the bit-error rate
measured at an optical receiver, a statistical description of the SOA gain in response
to a random transmitted data sequence is required. Statistical models describing gain
in an SOA have been developed previously. However, these models have been limited
to multichannel systems where the bit-period is much longer than the SOA carrier
density recovery time [4.6] and systems where the channel number is large enough
so that fluctuations in the aggregate optical intensity may be accurately modeled
as small-signal deviations from the average intensity [4.7, 4.8]. These models are
not necessarily applicable to the study of ultrafast OTDM systems where data with
a bitperiod that is typically shorter than the SOA carrier density recovery time is
transmitted using a single modulated optical wavelength. Statistical models of SOAs
in single-channel systems have been limited to studies of the effects of short sequences
of random bits with durations approximately equal to the carrier lifetime [4.9, 4.10].
These models are impractical when the gain recovery time encompasses many bit
periods. In this section, we develop a general theoretical model of the SOA gain
which may be used to accurately describe the SOA gain statistics for single-channel
transmission systems at OTDM data rates. For illustration, we apply this model to
study the effects of gain saturation on the receiver semsitivity in the simple optical
communication link shown in Figure 4-3. The link consists of a pulse-amplitude mod-
ulation transmitter and an optically preamplified direct-detection receiver. An SOA
is used for in-line amplification between the transmitter and receiver.

We begin with a model describing the propagation of an optical pulse in an SOA.

This model is adaped from the theory presented in [4.11]. In a frame of reference
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Figure 4-3: Optical transmission system employing a semiconductor optical amplifier
for in-line amplification.

moving at the group velocity of the optical signal, the instantaneous intensity of the
signal at a longitudinal point in the SOA, 2, is P(z,t). Assuming that the gain of the
amplifier, g(z, t), is large enough so that scattering and other propagation losses may
be neglected, the evolution of the intensity envelope in the amplifier may be described
by

OP(z,1)

22 = g(2,t)P(2,0) (4.1)

Since the gain saturation effects which give rise to patterning in high bit-rate optical
transmission systems occur on time-scales of ~ 100 ps, or greater, we shall employ
a simple model for the gain which only includes the effects of the carrier density
dynamics in the amplifier. Ultrafast effects which occur on time-scales much shorter
than the bit period, such as spectral hole burning and carrier heating, are neglected.
These effects can lead to pulsewidth-dependent saturation in the amplification of short
pulses [4.12, 4.13]. Thus, we limit the present discussion to pulses with durations of
at least 1 picosecond. In this case, the amplifier gain dynamics can be approximately

described by [4.11]

89(2t) _m—g(zt) gz DPEY
ot - Te Esat s (42)

where gy is the unsaturated small-signal gain of the amplifier, 7, is the spontaneous

carrier lifetime in the active region, and Es,, is the saturation energy of the amplifier.
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The first term in Equation 4.2 models recovery of the gain to its unsaturated level,
go- The second term represents the gain saturation due to the incident optical field.
The intensity envelope at the output of the amplifier (2 = L) may be obtained

via integration of Equation 4.1 over the length of the amplifier
P(z=L,t) = P(z = 0,t)e"®, (4.3)
Here, h(t) is the integrated gain observed by the pulse at time ¢,

h(t):/(; g(z,t)dz. (4.4)

Integration of Equation 4.2 over the length of the amplifier yields an ordinary differ-
ential equation describing the dynamics of the integrated gain, h(t), [4.11]

dh _ gL —h(t) P(z=0,1)

dt T Eas ["® ~1]. (4:5)

Equations 4.3, 4.4, and 4.5 may be solved to determine the reponse of the amplifier
to a specified input, P(0,1).

We wish to study the dynamics of the integrated gain, h(t), in response to an opti-
cal field which is modulated with a random data pattern. For binary pulse amplitude

modulation, the optical field at the input to the amplifier may be written as

0

P(0,t) = Y baEpp(t — nT), (4.6)
where {b,} is a random binary data sequence, E, is the pulse energy, p(t) is the pulse
intensity envelope, and T is the bit period. The pulse envelope, p(t), is confined to
the bit interval [0, 7] and has unit area. We shall assume that the random binary
sequence, {b,}, is generated by a stationary random process and that b, and b,, are
statistically independent for n # m.

Now, consider the random sequence, {h,}, obtained by sampling the integrated
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gain at the begining of each bit period:
hp = h(nT). (4.7)

Note that h, can, in general, take on any value in the interval [0, goL]. We will specify
the probability density for h, in this interval as f,(h). Equation 4.5 may be used to

relate hy,.1 to hy,:

(n+1)T L —h _
hn—l—l = h, +/ {go_____(_t_) - bnM [eh(t) _ 1] } dt. (4.8)
nT Te Bt

Thus, h,; is completely specified in terms of h, and b,. Since b, is statistically
independent of all prior bits in the data sequence, the sequence {h,} is a discrete-
time continuous-state Markov process. That is, h, 1 is independent of h,_1, hy_s, - - -
if h,, is known. The probability density for A,,; may be specified in terms of the
probability density for h, via the density propagation equation

fusa(h) = / " ) Fu ()N (4.9)

where the transition kernel function, n(h,h’) is the conditional density function for
hy+1 given that h, = h'. Since the process generating the data sequence, {b,}, is
stationary, the transition kernel is temporally homogeneous. Therefore, it does not
depend on the index n. If k, = A, then Ay, will be one of two possible values, h; (k)

or hy(R'), corresponding to the cases where b, = 1 or b, = 0. Thus,

W(h’a h/) = fn+1in(h|h’)
= p18(h — hi(K)) + pod(h — ho(R")). (4.10)

The values h; and hy may be obtained using Equation 4.8. For large n, the density
function, f,(h), converges to the stationary density for the transition kernel, fs(h).

The stationary density does not change from one observation time to the next. Thus,
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from Equation 4.9, we find that the stationary density is described by a Fredholm

integral equation of the second kind with the transition kernel, 7:

fo(h) = /0 P W) fs () (4.11)

We employ a discrete numerical approximation to solve Equation 4.11 and calcu-
late the stationary distribution, fg(h). First, the range of possible integrated gains,
[0, goL], is partitioned into N bins of width Ah = goL/N. The probability density
function for h, is represented using an N-element column vector, F,,, where the k-th

element of F,, is:

Fulk] = /( s hyan, (4.12)

k—1)Ah

where k € {1,2,..., N}. Substituting this definition into Equation 4.9, we obtain

JAR
Fyolj] = f( 7 (hy ) fu () dR dh

j—1)Ah

/jAh iﬂ (h, kAR — %) Fy[k]ldh (4.13)

G-k

Q

N
= I Falk].
k=1
Thus, the transition kernel 7 is discretized to form an N x N matrix, II, where

jAR Ah
(

j—1)Ah

With this notation, the stationary density, Fjs, is the solution to the matrix equation
Fs =1I1Fg. (4.15)

Thus, the stationary state, Fs, is the (normalized) eigenvector for the matrix, II,
which has an eigenvalue of 1. Due to the nature of the transition kernel, as described

in Equation 4.10, the transition matrix, II, is very sparse. Each column in the matrix
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has, at most, two non-zero entries. Thus, sparse matrix techniques can be used to
solve the eigen equation and find the stationary density for large V.

Figure 4-4 shows two example probability densities for the integrated gain. The
densities were calculated for a 1-mm long SOA with a small signal gain, go, of 10,000
m~!, a carrier lifetime, 7., of 200 ps, and a saturation energy, Fg,, of 1 pJ. The
integrated gain range from 0 to 10 was divided into N = 1000 bins for the calculation
of the stationary state of the gain distribution. The optical pulse intensity envelope,
p(t), is a 2-ps gaussian. In both simulations, the peak of the pulse arrives 5 ps after
the sample time, so the integrated gain at the sample time is fairly close to the gain
seen by the pulse entering the amplifier. In Figure 4-4 a), the integrated gain density
is calculated for a 10-Gbit/s random data stream (7" = 100 ps) with a pulse energy of
100 £J. In Figure 4-4 b), the same calculation is performed for a 100-Gbit/s random
data stream (7" = 10 ps) with a pulse energy of 10 fJ. In both cases, the average
power of the incident optical signal is 1 mW. However, the calculated probability
densities for the integrated gain are very different. For the 10-Gbit/s data stream,
the probability density function indicates that the integrated gain at the sample time
takes on only a few discrete values. This characteristic is due to the fact that the bit
period is very close to the carrier lifetime in the SOA. Thus, the gain observed at the
sample time is only significantly affected by a few of the previous bits. By contrast,
for the 100-Gbit/s data stream, the carrier lifetime in the SOA is many bit periods
in duration. Thus, the integrated gain is affected by fluctuations in the signal energy
averaged over many bit periods. Since these fluctuations are smaller than the energy
fluctuations for the 10-Gbit/s data stream, the variance in the observed gain is also
smaller.

Once the stationary density for the integrated gain at the beginning of the bit

period is known, the bit-error rate at a receiver may be calculated by conditioning on

h

P, = / " brferrorlh(0) = K] 5 ()d. (4.16)
0
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Figure 4-4: Probability density for the sampled integrated gain in an SOA in response
to a) a 10-Gbit/s random OOK-modulated data stream with a pulse energy of 100 fJ
and b) a 100-Gbit/s random OOK-modulated data stream with a pulse energy of 10
fJ.
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Figure 4-5: Calculated bit-error rate for 10-Gbit/s and 100-Gbit/s transmission sys-
tems including the effects of gain saturation in an in-line SOA. The pulse extinction
ratio at the SOA input is infinite.

For a specified value of /#(0), the conditional probability of error in the integrand is
calculated as follows. First, the pulse energies for a one-bit and a zero-bit at the
output of the amplifier are obtained using Equations 4.3, 4.4, and 4.5. Then, the
probability of error is calculated for a receiver with these pulse energies at the input.
The receiver is modeled as an optically preamplified direct-detection receiver with a
matched optical filter [4.14]. The resulting bit-error rate as a function of the average
number of photons per bit at the receiver input is shown in Figure 4-5. Note, the
input power to the optical receiver is varied by including a fixed attenuation between
the SOA and the receiver input. The input power to the SOA is not varied.

Figure 4-5 shows the calculated bit-error rate as a function of the number of

photons per bit at the receiver input. The solid curve represents the performance
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of an ideal direct detection receiver with no amplitude patterning on the incoming
data stream. The curves with square markers show the receiver performance for
the 10-Gbit/s and 100-Gbit/s data streams described above. At a bit-error rate of
107?, the sensitivity of the ideal receiver is 38 photons per bit. When the effects
of gain saturation are included, the sensitivity degrades to 53 photons per bit for
the 10-Gbit/s signal and 59 photons per bit for the 100-Gbit/s, corresponding to
power penalties of 1.4 dB and 1.9 dB relative to the ideal receiver sensitivity. This
degradation is largely due to the fact that the error performance at the receiver is
primarily determined by the lowest energy one-bits that arrive at the receiver input,
while the average power at the receiver is affected by the higher energy one-bits.
The receiver performance becomes much worse if the practical limitations of a
typical transmitter are included in the analysis. In particular, a finite extinction
ratio (defined as the ratio of the energy in a one-bit to the energy in a zero-bit) at the
transmitter can have a severe impact on receiver performance when gain saturation
effects are included in the link. Typical transmitters in optical transmission links
have extinction ratios of 20-30 dB. Gain saturation effects in an in-line amplifier lead
to further degradation in the extinction ratio, since a one-pulse may see less gain
than a zero-pulse. Figure 4-6 shows the performance of the 10-Gbit/s and 100-Gbit/s
links discussed above when the transmitter extinction ratio is limited to 20 and 30
dB. For the 10-Gbit/s system, the sensitivity degrades to 146 photons per bit for
an exitinction ratio of 30 dB and 419 photons per bit for an extinction ratio of 20
dB, corresponding to power penalties of 5.8 dB and 10.4 dB from the ideal baseline
sensitivity. For the 100-Gbit/s system, we calculate sensitivities of 65 photons per
bit for an extinction ratio of 30 dB and 179 photons per bit for an extinction ratio
of 20 dB, corresponding to power penalties of 2.3 dB and 6.7 dB from the ideal
baseline sensitivity. The power penalties at 100 Gbit/s are generally smaller than the
penalties at 10 Gbit/s because the variance in the gain is smaller. However, due to
the different shape of the probability density function for the integrated gain at the
two different data rates, the 100-Gbit/s system has a larger power penalty than the

10-Gbit/s system at low error rates.
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Figure 4-6: Calculated bit-error rate as a function of the receiver input power for 10

Gbit/s and 100 Gbit/s transmission systems with finite extinction ratios of 30 dB
and 20 dB at the transmitter.
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4.4 Reducing Pattern-Dependent Gain Saturation

Three primary approaches have been considered for reducing the problems of pattern-
dependent gain saturation in semiconductor optical amplifiers. First, one can reduce
the carrier lifetime of the semiconductor. Ideally, this lifetime should be reduced to
much less than the relevant time for energy fluctuations in the signal, thus assuring
that the amplifier remains at a constant saturation level. A second approach is to de-
sign semiconductor materials such that the intensity fluctuations of the optical signal
do not induce appreciable changes in the carrier populations of the semiconductor.
Finally, gain fluctuations can be reduced by utilizing a modulation format in which
the energy of the signal does not vary appreciably on the time-scale of the carrier
lifetime. In this section, we review several implementations of these three approaches
and consider their practicality for use OTDM networks.

There are several methods for reducing the recovery time for carrier density
changes in an SOA. For instance, the device may be operated at high bias currents,
producing high carrier densities in the active region. Under these conditions, Auger
recombination can become the dominant recombination mechanism, leading to a car-
rier lifetime that varies with bias current as 7, o 1-%/3 [4.15]. At high bias currents
(producing carrier densities ~ 3 —6-10%* m™3), carrier lifetimes of ~ 100 — 200 ps are
typically observed. This is still not sufficient for operating at bit rates of 10 Gbit/s
or higher. The gain recovery time can be reduced further by using an optical holding
beam [4.16]. The holding beam typically has a photon energy that is higher than
the photon energy of the data signal. It serves to “clamp” the gain at a particular
level of saturation. When the carrier density is depleted due to stimulated emission,
the holding beam replenishes carriers via stimulated absorption. Holding beams have
been used to achieve gain recovery times of < 20 ps [4.17, 4.18].

An alternative to speeding up the gain recovery time is to design the semiconductor
material so that intensity fluctuations in the optical signal do not induce changes in
the free carrier populations. For instance, one can use a passive waveguide where both

the signal and control photon energies are below the bandgap of the semiconductor.
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In this case, there is no change in the carrier populations due to linear stimulated
absorption or emission. Typically, the signal and control energies are set only slightly
below the bandgap energy in order to take advantage of the resonant enhancement of
the index nonlinearity near the band edge ( [4.19, 4.20]). However, at these energies,
two-photon absorption can induce unwanted carrier density changes and limit the
switching efficiency of the device [4.21, 4.22].

Pattern-dependent gain fluctuations may also be reduced by utilizing the gain-
transparent (GT) SOA configuration [4.23, 4.24]. In this scheme, the signal photon
energy is below the bandgap of the semiconductor while the control photon energy
is above the bandgap of the semiconductor. In practice, SOAs with a bandgap of
1.3 pm have been used with signal and control wavelengths of 1.55 ym and 1.3 pm,
respectively. GT SOAs have been demonstrated in UNI [4.25], TOAD/SLALOM
[4.24, 4.26], and Mach-Zehnder [4.27] switches as well as for four-wave mixing [4.28].
The GT configuration is most useful in demultiplexer applications where the signal
contains intensity-modulated data while the control is an unmodulated clock source.
Thus, the control pulses induce regular periodic fluctuations of the carrier populations.
The index variations which accompany these fluctuations are used to demultiplex the
signal data. Since the signal wavelength is below the bandgap of the semiconductor,
intensity modulation on the signal does not affect the carrier populations significantly.
Indeed, linearity for signal inputs over a power range of more than 50 dB has been
demonstrated [4.29].

The GT configuration suffers two potential drawbacks. First, it requires that the
signal and control photon energies be widely spaced. Thus, wavelength conversion
may be required in order to process two signals whose wavelengths are closely-spaced,
as might be the case in a typical transmission system. Second, the GT configuration
does not solve the problem of pattern-dependent carrier density fluctuations for the
case when the control input to the switch is modulated with data. Thus, its ap-
plication is limited primarily to the demultiplexing configurations for which it was
proposed.

Operation at the transparency point has also been suggested for all-optical switch-
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ing situations where the control pulse stream is modulated with a data pattern
[4.30, 4.31]. Recall from Chapter 2 that at thermal equilibrium, the free carriers
in an active semiconductor have a Fermi distribution. Above-band photon energies
near the band edge experience gain via stimulated emission while energies that are
much higher than the bandgap energy experience loss due to stimulated absorption.
The energy at which the signal experiences equal amounts of stimulated emission and
stimulated absorption is known as the transparency point. It is equal to the energy
difference between the quasi-Fermi levels in the conduction and valence bands of the
semiconductor. Signals at the transparency energy experience neither gain nor loss
via linear interactions with the free carriers of the semiconductor. Thus, they do not
affect the gain of the semiconductor by changing the carrier densities in the semi-
conductor. However, index changes do occur in the semiconductor due to the effects
two-photon absorption and carrier heating by free carrier absorption. These index
changes have been observed experimentally using pump-probe techniques [4.30] and
may be utilized to provide all-optical switching in an interferometric configuration

such as the UNI.

4.4.1 Demonstration of All-Optical Wavelength Conversion

at Transparency Point

We have experimentally investigated the practicality of all-optical switching at the
transparency point [4.32, 4.33]. Figure 4-7 shows the experimental setup for demon-
strating all-optical wavelength conversion at 10 Gbit/s using the UNI. The control
and signal pulse sources are provided by two synchronized 10-GHz gain-switched
distributed-feedback lasers. The chirped pulses output from the gain-switched lasers
were compressed using a dispersion compensating fiber to produce 11.3-ps signal
pulses and 10.4-ps control pulses. Since the losses in the SOA are high when operat-
ing at the transparency point, it is preferable to use signal pulses with photon energies
less than the control pulse photon energy so that the signal pulses are amplified in

the SOA. In this experiment, the signal pulse wavelength is 1551 nm and the control
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Figure 4-7: Experimental setup for all-optical wavelength conversion using an ultra-
fast nonlinear interferometer.

pulse wavelength is 1547 nm. When the SOA is biased at transparency for the control
pulse photon energy, the total loss through the UNI at the signal wavelength is 11.5
dB. The control pulses are OOK-modulated with a pseudo-random binary sequence
of 27 — 1 bits with an intensity modulator. The UNI is biased off. Hence, a signal
pulse only propagates to the output when a control pulse is present. In this manner,
the OOK data on the control wavelength is converted to the signal wavelength at the
output of the UNI.

As discussed in Chapter 2, the transparency point varies with the injected carrier
density in the SOA. In this switching experiment, the bias current in the SOA is
adjusted in order to set the transparency point at the control pulse wavelength of
1547 nm. This is done by modulating the control input to the SOA using an optical
chopper. When the SOA is biased such that the control photons are in the gain or
absorption regimes, stimulated interband transitions may be observed as changes in
the junction voltage across the SOA diode [4.34]. A lock-in amplifier is used to detect
changes in the junction voltage at the chopper frequency. The SOA current is then
adjusted to minimize the signal observed on the lock-in amplifier, thereby setting the
transparency point to coincide with the control photon energy.

Figure 4-8 shows input and output waveforms from the wavelength conversion

experiment as measured on a digital sampling oscilloscope. The top trace shows the
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Figure 4-8: Wavelength conversion of a 10-Gbit/s signal using a semiconductor optical
amplifier biased at the transparency point.

modulated control pulse stream. The bottom trace shows the modulated signal pulses
at the output of the UNI. With the amplifier biased at transparency, we obtained a
7 phase shift in the signal pulses with control pulse peak powers of approximately 1
W, corresponding to a switching energy of 10 pJ. This high switching energy is due
the lack of gain at the control pulse energy. Coupling losses (estimated as ~ 3 dB
per facet) and scattering losses in the SOA waveguide can also be significant.

In spite of the fact that the SOA is biased so that the modulated control pulses
are at the transparency point, amplitude patterning is still observed on the signal
output. There are several possible explanations for this patterning. First, note that
similar patterning is observed in the control pulses at the input of the switch due
to imperfect modulation. Additionally, since the transparency point is sensitive to
temperature and the SOA bias current, it may have drifted during the course of the
experiment. This effect can be mitigated by actively tracking the transparency point
with a control loop. Finally, because of the high control pulse intensities required
to achieve a 7 phase shift, interband transitions due to two-photon absorption were

probably significant. These transitions cause carrier density changes and associated
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saturation of the optical gain. Experimental and theoretical studies suggest that
two-photon absorption is a significant limitation for switching at the transparency

point [4.35].

4.4.2 Alternative Modulation Formats

As discussed above, the gain saturation problems which arise in transmission systems
using standard PAM modulation formats, are largely due to the fact that variations
in the modulated signal energy varies on time-scales which are comparable to the
gain-recovery time of the amplifier. Thus, a possible solution to these problems is
to use a modulation format in which the signal energy varies little on a time-scale
comparable to the amplifier gain recovery time. In this manner, the amplifier remains
saturated at a constant level and pattern-dependent gain modulation is reduced.

One such modulation format which has been recently demonstrated is the wave-
length modulated (WM) signal format [4.36]. This format consists of modulating a
non-return-to-zero (NRZ) OOK data pattern on one wavelength and modulating its
inverse on a neighboring wavelength. In this manner, the total intensity of the two
signals is constant, independent of the data pattern. This modulation is easily gener-
ated using a 2x1 LiNbOj; intensity modulator where the two wavelengths are input to
the two separate modulator inputs and the WM signal is obtained at the output. This
technique has been used to demonstrate the propagation of eight 10-Gbit/s WDM
channels (using a total of 16 wavelengths) over 75 km of dispersion-shifted fiber with
in-line SOA amplification [4.36]. The WM signal format resulted in a wider dynamic
range of usable input powers at the SOA and better receiver sensitivity as compared
to standard NRZ modulation formats. However, because the data and inverse data
are modulated on distinct Wavélength channels, any chromatic dispersion in the trans-
mission link leads to walk-off between the two signals. Thus, dispersion compensation
is required before each amplifier.

A polarization multiplexing scheme has also been recently demonstrated for re-
ducing pattern-dependent gain saturation in an SOA [4.37]. This technique is very

similar to the WM format. However, instead of using a second wavelength for each
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channel, the data and inverse data are modulated onto orthogonal polarizations at the
same wavelength, thereby ensuring a constant, pattern-independent signal intensity
at the SOA. This technique was used in a transmission experiment where 2 10-Gbit /s
channels were sent over 45 km of standard fiber with in-line SOA amplification [4.37].
In contrast to the WM demonstration, this modulation technique is not adversely
affected by chromatic dispersion. However, polarization mode dispersion (PMD) can
lead to different group delays and undesirable mixing between the two orthogonal
polarizations.

Both of these modulation techniques are very effective in reducing the pattern-
dependence of the gain in SOAs. They are attractive due to their simple implemen-
tation. The transmission of both the data and the inverse data can also be utilized
to obtain improved sensitivity at the receiver with a balanced detection scheme, al-
though this was not demonstrated in the reported experiments. These improvements
come at a cost of a factor of 2 reduction in the spectral efficiency of the modulation
format (in units of bit/s/Hz/polarization). It should also be noted that the effects of
chromatic dispersion and polarization mode dispersion may make the implementation
of these modulation formats difficult in real transmission systems. Moreover, these
modulation formats, which are NRZ in nature, are not readily extended to OTDM

transmission systems which typically utilize return-to-zero (RZ) modulation formats.

4.5 Pulse-Position Modulation

An alternative modulation technique which can be effectively utilized in an OTDM
network is pulse-position modulation (PPM). With PPM, pulses are transmitted at a
fixed symbol rate and information is conveyed via the temporal placement of a pulse
within the symbol period. In M-ary PPM, there are M possible time slots during
which a pulse may arrive in each symbol period. In the following discussion, we shall
assume that M = 2F, where k is an integer. Thus, each symbol in the M -ary PPM

waveform conveys k bits of information. Hence, transmitting a binary sequence at a
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bit rate of Rp requires a symbol rate of

o= k 4.17
s (4.17)

~log, M’

The symbol transmission period, T, is divided into M slots of duration r = Tg/M
during which the optical pulse may arrive. Often, the symbol transmission period is
set equal to 1/Rg in order to maximize the spectral efficiency of the modulated signal.
However, since we desire a modulation format that can be used with standard passive
time-division multiplexing techniques where symbols from different transceivers or
channels may be temporally interleaved on a network bus, we shall allow the symbol
transmission period to be a small fraction of 1/Rg. For instance, if the aggregate
network data-rate is N times the individual transceiver rate, Rp, we set the symbol
transmission period equal to 1/(N - Rg). This condition allows the transmitted sym-
bols from various transceivers in the network to be temporally interleaved in standard
OTDM fashion.

Pulse-position modulation in optical transmission systems was first studied as a
means for improving receiver sensitivies [4.38, 4.39]. Prior to the development of the
EDFA, receiver sensitivies were the primary limitation for unrepeatered transmission
distances in optical fiber networks. Even today, energy-efficient modulation formats
such as PPM may be useful in free-space communications links where mid-span am-
plification is impossible. As we shall discuss in more detail below, the use of the PPM
data format can also be effective in reducing the gain saturation problems which arise
in semiconductor optical amplifiers used in optical transmission and switching sys-
tems. As long as the symbol rate is comparable to or shorter than the gain-recovery
rate in the SOA, the SOA will remain saturated at a fairly constant level since an
optical pulse arrives in each symbol period.

Methods for generating optical PPM waveforms at electronic data rates are well-
established. Below, we present novel techniques for transmitting and receiving optical

PPM signals at OTDM data-rates which may exceed available electronic data rates.
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We also discuss the impact of the use of the PPM data-format on spectral efficiency

and receiver sensitivities in optical networks.

4.5.1 PPM Waveform Generation

There are several possible techniques for generating an optical PPM data signal.
Perhaps the most straightforward method is to generate the PPM waveform using
electronics. This waveform can then be used to drive an optical intensity modu-
lator to generate the optical PPM signal. Generating the PPM waveform in this
manner allows the designer to take advantage of electronic processing capabilities to
design highly-functional transmitters and receivers. For example, a high-sensitivity
variable-rate transmission link using binary PPM has been demonstrated [4.40]. The
receiver in this demonstration achieved near-quantum-limited performance at multi-
ple bit rates between 51 Mbit/s and 1.244 Gbit/s using a single fixed-bandidth optical
filter. Generating the PPM waveform in this manner also eases the bandwidth re-
quirements for the optical modulator drive electronics. As we will show in Section
4.5.3, for moderate values of M, the use of M-ary PPM reduces contributions from
low-frequency components in the electronic waveform. Thus, wide-band modulator
drivers that have good performance and gain near DC may not be required. Instead,
cheaper narrow-band amplifiers may be utilized.

The primary difficulty associated with generating an electronic PPM waveform is
the limitation imposed by the maximum electronic bandwidth. For instance, consider
a system for transmitting a 10-Gbit/s stream of data using an optical PPM signal
with a symbol rate of 2.5 GHz (400-ps symbol period). In this case, M = 2¢ = 16.
So, the PPM slot duration is 400 ps/16 = 25 ps. The electronics generating the
PPM waveform must be able to generate a pulse shorter than the slot duration.
Thus, transmission at this modest data rate would require an electronic bandwidth
in excess of 40 GHz.

We have proposed and demonstrated several optical modulation techniques for
generating an optical PPM waveform at OTDM data-rates which do not require such

high electronic bandwidths. Figure 4-9 shows two such techniques for generating
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Figure 4-9: Two configurations for producing optical binary PPM waveforms using
an electro-optic modulator. In a), the PPM delay is introduced prior to modulation.
In b), the PPM delay is introduced after modulation.
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binary PPM waveforms. Both techniques use an electro-optic 2x2 switch driven by
an NRZ electronic waveform at the base data rate to perform the modulation. In
the first technique, an optical pulse source generates pulses at the symbol rate. A
50/50 coupler divides the clock pulses into two arms. One arm is delayed relative
to the other using a tunable optical delay line. The relative delay between the two
arms is set equal to one PPM time slot (also referred to as the “PPM delay”). For
binary PPM, this is generally equal to one-half of the symbol-period at the aggregate
data-rate. The two streams of pulses are then used as the two optical inputs to a
LiNbO; 2x2 modulator. The modulator is driven by an NRZ electronic waveform at
the bit-rate. It is biased such that a one-bit places the modulator in the bar-state and
a zero-bit places the modulator in the cross-state. In this manner, a one-bit in the
data routes the pulse from the upper arm to the upper output while a zero-bit in the
data routes the delayed pulse from the lower arm to the upper output. Thus, a binary
PPM waveform is created at the output of the modulator. Coincidentally, a PPM
waveform representing the inverse data pattern is created at the lower output of the
modulator. This modulation technique has been verified in a 12.5-Gbit/s all-optical
wavelength-conversion experiment [4.41].

Since the two pulses at the input of the modulator in Figure 4-9 a) arrive at
different times, for PPM delays that are a significant fraction of the symbol period,
this first modulation technique suffers due to the non-instantaneous switching-time
of the modulator. The second modulation technique, shown in Figure 4-9 b), was
developed to address this problem. In this technique, the optical clock is input to
one arm of the switch. The electronic data pattern drives the switch, producing an
OOK-formatted version of the data on the upper output and an OOK-version of the
inverse data on the lower output. A tunable optical delay line is used to introduce
a relative PPM delay between the two arms. The two arms are then combined in a
50/50 coupler to produce the PPM waveform at the output. In this modulator design,
a single optical pulse which is much shorter than the bit-period of the data sequence
is used at the input to the modulator. This pulse is timed to fall in the middle of the
bit-period so that it is unaffected by the rise- and fall-time of the switch. Since the
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Figure 4-10: Experimental autocorrelation of a 10-Gbit/s pseudo-random binary
PPM sequence using 2-ps optical pulses. The PPM delay is 6.25 ps, allowing OTDM
multiplexing to rates as high as 80 Gbit/s.

PPM delay is added after the modulator, this second technique can be used to create
longer PPM delays than what is possible with the first technique.

Figure 4-10 shows an experimental autocorrelation of the output of a PPM mod-
ulator configured as shown in Figure 4-9 a). In this example, the optical source was
a mode-locked fiber laser producing 2-ps pulses at a 10-GHz repetition rate. A 10-
Gbit /s psuedo-random binary sequence of 2°! — 1 bits was used to drive the 18-GHz
LiNbO; 2x2 switch in the PPM modulator. The PPM delay was set to 6.25 ps, allow-
ing the modulated waveform to be passively multiplexed to data-rates as high as 80
Gbit/s [4.42]. The pulse at the origin is the autocorrelation of the optical pulses used
in the experiment. The next pair of pulses near the origin represent the crosscorre-

lation between a one-bit and a subsequent zero-bit in the waveform. This pattern
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Figure 4-11: An optical M-ary PPM waveform modulator (M = 2*) constructed
using k 2x2 switches and a logarithmic series of delay lines.

occurs with probability 1/4. These pulses are separated by the PPM delay from the
1/2 height pulses representing a pair of one-bits or a pair of zero-bits in the data
sequence. Finally, the pair of pulses furthest from the origin in the autocorrelation
trace represent a zero-bit followed by a one-bit in the data sequence.

The two modulators described above are used to create binary PPM optical wave-
forms. The technique can also be extended to produce M-ary PPM waveforms, where
M = 2F, as shown in Figure 4-11. In this case, k£ binary PPM modulators are cas-
caded. The first has a PPM delay of Ts/M. Each subsequent modulator has a delay
that is twice the delay of the preceding modulator. If each 2x2 switch is driven by a
data sequence with a bit-rate equal to the PPM symbol-rate, Rg, the output of the
cascaded modulators will be an M-ary PPM waveform at an aggregate data-rate of

k- Rs.

4.5.2 Demodulation and Detection of Optical PPM Signals

An M-ary PPM waveform detector must decide, for each received symbol, which of
the M possible symbols was transmitted. There have been numerous studies of optical
PPM receivers (see, for example, [4.39, 4.43, 4.44]). Early studies of PPM-based fiber
transmission systems analyzed receivers which determined which PPM symbol was
transmitted based on the time at which the received optical intensity first crossed some

predefined threshold [4.43]. Such a receiver design is useful when the transmitted
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Figure 4-12: Maximum likelihood direct detection M-ary PPM receiver for equal a
priori symbol probabilities.

pulse field envelope, a,(t), is not confined to a single PPM slot time, 7. While
this modulation format may relax bandwidth requirements at the transmitter,. these
receivers are difficult to implement at high data rates since the electrical bandwidth
required to detect the threshold transition is inversely proportional to the PPM slot
time. Additionally, the non-orthogonal nature of the transmitted signal pulses leads to
a penalty in receiver sensitivity relative to transmission systems utilizing orthogonal
modulation formats.

When the transmitted pulse field envelope, a,(t), is confined to the PPM slot
time (i.e. ap(t) = 0 for t < 0 and ¢ > 7), the PPM symbols are non-overlapping,
or orthogonal. If equal a priori symbol probabilities are assumed, the maximum
likelihood direct detection M-ary orthogonal PPM receiver design is shown in Figure
4-12. An optical amplifier at the input amplifies the incoming optical signal. While
the amplified spontaneous emission (ASE) noise added by this amplifier reduces the
ideal sensitivity of the receiver, the amplifier is useful for overcoming the practical
limitations of thermal noise and shot noise in the receiver electronics. A polarizer after
the amplifier rejects ASE that is orthogonal to the signal polarization. The amplified
signal is then filtered with an optical matched filter prior to square-law detection with

a photodetector. The photodetector current is then divided among M delay lines. At
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the sample time, the current output from these delay lines corresponds to the signal
and noise energy in each PPM slot. A comparator samples the detector current at
the output of each of the delay lines and selects the symbol corresponding to the
largest detector current as the decoded symbol. Below, we analyze the sensitivity of
this receiver in the limit of high optical amplifier gain. In this case, the receiver noise
is dominated by the amplified spontaneous emission from the optical amplifier.

In our analysis we shall consider the impact that imperfect extinction at the PPM
transmitter has on the sensitivity of the receiver. Let r denote the ratio of the energy
in the slot containing the PPM pulse to the energy in an empty slot. If m-th symbol
is transmitted (m € {0,1,..., M — 1}), then the signal at the input to the receiver

may be expressed as
Tin(t) = Re {5 (t)e’'}, (4.18)

where wy is the angular frequency of the optical carrier. The complex symbol envelope,

5m(t), is the sum of the pulse contributions in each slot:

M
/ ZEST' 2E'S
Sm(t) - m—:—lap(t — m'r) + E map(t - ’I’LT). (419)

n=1
n#m,

Here, Eg is the average energy per received symbol. The complex pulse envelope,

ap(t), is normalized so that

foo |ap(t)*dt = 1. (4.20)

—00

The optical preamplifier at the receiver input is treated as a linear amplifier of
the optical field with power gain G. After passing through the optical amplifier, the
amplified symbol is given by

za(t) = Re { [\/Esm(t) + n(t)] et} (4.21)

where n(t) is the complex envelope of the amplified spontaneous emission noise added
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by the amplifier. In this analysis, it is assumed that the signal bandwidth is small
compared to the bandwidth of the additive noise. Thus, for time-scales of interest,
the noise envelope, n(t), can be modeled as white gaussian noise with a double-sided

power spectral density of [4.45]

Ny 1
Sp(w) = 7" = 5np(G — D, (4.22)

where fiw is the photon energy and n,, is the spontaneous emission parameter de-
scribing the population inversion of the amplifier.
The optical filter is a bandpass filter centered at the carrier frequency, wgy. The

envelope of the impulse response of the optical filter is matched to the pulse envelope:
hy(t) = V2Re {ar(r - t)e wlr=h1 (4.23)

The impulse response of the matched filter response is delayed by 7 to ensure that the
filter is causal. Since the optical pulse envelope, a,(¢), is confined to a single slot, the
impulse response of the optical filter is zero for t < 0 and ¢ > 7. In the narrowband
approximation, the field at the output of the bandpass filter is a bandpass signal
with an envelope described by the convolution of the envelopes of the filter impulse
response and the amplified signal at the input to the filter:

1

V2

.’L‘F(t) =

Re { [VGon(t) + n(t)] @ a(r — 1) ientt=n) | (4.24)

The photodetector produces a current, xpp(t), that is proportional to the square

of the magnitude of the filtered envelope:
1 2
zeolt) = 5 { {\/E;“sm(t) + n(t)] ®al(r — t); . (4.25)

The output from the photodetector is divided among M delay lines and the compara-
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tor samples each delay line at time { = T'¢ = M. The k-th sample is

I = xpp((k + 1)7’)

E 2 (4.26)

=3 /k e [\/Eism(t’) + n(t')] an(t' — kr)dt’

T

The bounds on the convolution integral in Equation 4.26 are obtained by noting
that a,(t) is time-limited to the interval (0, 7). Since ay(t — k7) and a,(t — m7) are

orthogonal when & # m, we obtain from Equation 4.19
v = (e + 1)’ + nd g (4.27)

Here,

2R ifk=m
pp =24 VMt (4.28)

GEs -
e Hk#Am

and nj and ng are the sampled in-phase and quadrature components of the filtered

noise process, defined by

nrx = Re 7 ), n(t')ay(t' — k7)dt’ (4.29)
and
1 (k+1)7
nox = Im 7 /. n(t)ay(t' — kr)dt' 3. (4.30)

Since nyy and ngj are samples of a filtered zero-mean white guassian noise process

with double-sided power spectral density of Ny/2, they are gaussian random variables
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with mean and covariance given by:

E[?’La’k] =0

N (4.31)
Elngxng ;] = -2£5aﬂ5jk,

where «, 8 € {I,Q}. Thus, each sample, zy, is a sum of the squares of two un-
correlated gaussian random variables. Moreover, the M samples corresponding to a
particular transmitted symbol are uncorrelated. It is straightforward to show that
the probability density function for the k-th sample is given by the Rician distribu-
tion [4.46]

2
fla) = -]-V% exp (—E’L;\;O—’f_k) Iy (%) (4.32)

where z > 0 and I is the zero-order modified Bessel function.

If each symbol is transmitted with equal probability, the optimum decision rule for
the receiver selects the symbol corresponding to the largest sample, z;. The correct
decision will be made when the sample corresponding to the transmitted symbol is
larger than the other M — 1 samples. Assuming that symbol zero is transmitted, we

find that the probability of correctly decoding the received symbol is

Psc =Pr (:vo = mgx{xk})
M-1

— /0 h Folzo) kI:]l (1 —~ /x :o fk(:vk)dwk) dzg (4.33)

_ /0 " fo(zo) [1 - / OO fl(scl)dxl} i

The last equality in Equation 4.33 is obtained by noting that x; and x; are identically
distributed random variables for k,j € {1,2,...M — 1}. A symbol error is made

whenever a symbol is not decoded correctly. Thus, the probability of a symbol error
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is
Psp=1— Psc

=1- /0 N fo(zo) [1 —~ /x :o h (fﬁm)dwl} M*l dzo (4.34)

_ /OOO folo) {1 _ {1 - foo fl(xl)d:vlJ M_l} do.

Equation 4.34 is generally difficult to evaluate when Rician distributions are used
for both fo(-) and fi(-). In this work, we utilize an upper bound on the probability of
symbol error which was first described by Hughes [4.47]. This bound is tighter than
the more common union bound (see, for example, [4.48, 4.49]), yet still computation-
ally tractable. It is obtained by noting that the function f(y) = 1 —[1 — y]*~! is
concave on the region y € [0,1]. Thus, Jensen’s inequality [4.50] may be applied to
bound the expected value of f(y) for y in this range as E[f(y)] < f(Fly]). Defining

y= /°° fi(z1)dzy, (4.35)

we find that the symbol error probability in Equation 4.34 may be expressed as the
expectation of f(y) over the random variable zy, Psg = E[f(y)]. Applying Jensen’s

inequality, we obtain

Psg < f(Ely])
=1-[1-E™*. (4.36)

It can be shown that this bound is always less than the bound obtained using the

union bound [4.47]. Substituting the definition of y into E[y], we find

Ely] = /(;OO fo(zo) /x:o fi(z1)dzydzg (4.37)

= PI‘(.T} > .QL'()).
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Thus, the expected value of y over zy is the probability that z; is greater than z;.
Since this term is typically very small at high photon counts, the bracketed term
in Equation 4.36 is very close to 1. This can limit the accuracy of the numerical
evaluation of the error probability. For this reason, we expand the power series to

obtain

Psp < Z_ (MT; 1) (=) HPr(x; > zo)]" (4.38)

The probability that z; is greater than z, is the probability that the current
sampled in a slot without a pulse is larger than the current sampled in a slot with

a pulse. Using Equation 4.32, we find that this probability can be expressed as

[4.51, 4.52]
Pr(zy > o) = % { [1 -0, (\/ﬁ:z \/f,:(;) + 0 (\/% \/%) } L (439)

where Ej is the average amplified energy in the slot containing the pulse,

GEs'f'

Fy= —— .
Ty M-1 (4.40)
and E is the average amplified energy in a slot without a pulse,
GEg
b= .
YTr M -1 (441)

Note that for large amplifier gain, GG, and extinction, r, the ratio Fy/Ny approaches
the number of photons per symbol at the receiver input. In Equation 4.39, Q; is the

first-order generalized Marcum ()-function, defined as

Qe ) = /ﬁ Tu (Y e (—“2 . az) Lnalowds,  (442)

The Marcum ()-function has been tabulated extensively [4.53]. To numerically eval-

uate the Marcum Q-function, we implement an algorithm [4.54] based on a power
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Figure 4-13: Calculated bit-error rate for an ideal noncoherent M-ary PPM receiver
as a function of the number of photons per bit at the receiver input.

series approximation to the function developed by Fehlner [4.55] and Dillard [4.56].

We must now calculate the expected bit-error rate as a function of the symbol
error probability. When a symbol error is made in an M-ary orthogonal modulation
scheme, such as PPM, each of the M — 1 incorrect symbols is likely to be detected
with equal probability. A particular bit in the decoded symbol will be incorrect in
(M/2) of the M — 1 incorrect codewords. Assuming that each symbol is transmitted
with equal probability, the probability of a bit error is given by

1 M 2k
oM -1 °F T 9k

Pg Psg. (4.43)

Figure 4-13 shows the calculated bit-error rate as a function of the number of

received photons per bit for the case of perfect extinction at the transmitter (r — oo).
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Figure 4-14: Required number of photons per bit to achieve a BER of 107° as a
function of the number of bits per transmitted symbol, & = log, M.

The solid lines show the exact bit-error rate obtained via numerical integration of
Equation 4.34. The dashed lines show the upper bound on the bit-error rate calculated
using Equation 4.38. For M = 2 (binary PPM), the upper bound provided by the
Hughes approximation is equal to the exact bit-error rate. For larger values of M,
the upper bound asymptotically approaches the exact value of the bit-error rate at
low error rates. Since receiver performance is typically characterized at error rates
of < 107° we use the Hughes bound in the receiver sensitivity calculations discussed
below.

As Figure 4-13 illustrates, the receiver power required to achieve a particular
error rate decreases as the symbol alphabet size, M, increases. This is one of the
primary benefits of an orthogonal M-ary modulation scheme such as PPM. The re-

ceiver sensitivity is defined as the required number of photons per bit to achieve a
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Figure 4-15: Receiver power penalty at a bit-error rate of 107° as a function of the
pulse extinction ratio at the transmitter.

bit-error rate of 107°. For binary PPM (M = 2), the ideal noncoherent PPM receiver
described here requires 40 photons/bit to achieve this error rate. For M = 1024,
approximately 5 photons/bit are required to obtain the same performance. Figure
4-14 shows the calculated receiver sensitivity as a function of the number of bits per
symbol (log, M ). The receiver sensitivity decreases monotonically as M is increased.
Ultimately, the sensitivity asymptotically approaches a limit of In 2 bits (= one “nat”)
per photon [4.57, 4.58].

Next, we consider the effect of a finite extinction ratio in the detected PPM sym-
bols. Figures 4-15 and 4-16 illustrate the impact of a finite pulse extinction ratio
on receiver performance. In Figure 4-15 the receiver power penalty is plotted as a
function of the extinction ratio, r, for several values of M. The power penalty is the

fractional increase in receiver power required to achieve a bit-error rate of 107° as
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Figure 4-16: Receiver sensitivity as a function of the transmitted pulse extinction
ratio.

compared to the ideal receiver sensitivity. As expected, the required receiver power
increases as the extinction ratio decreases. The impact of the finite pulse extinction
ratio becomes more severe as M is increased. These effects are illustrated in Figure
4-16, where the receiver sensitivity is shown as a function of the transmitter pulse
extinction ratio. The impact of a finite extinction ratio is an important consideration
in the design of a PPM transmission system. In a practical system with a finite trans-
mitter extinction ratio, increasing the PPM alphabet size does not always lead to an
improvement in receiver sensitivity. For instance, if the transmitter pulse extinction
ratio is limited to 20 dB (r = 100), a binary PPM system will outperform an 1024-ary
PPM system in terms of receiver sensitivity, even though the ideal sensitivity of the
1024-ary PPM is ~ 9 dB better than the binary system.

The optimum receiver design shown in Figure 4-12 is attractive for its relatively
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Figure 4-17: A PPM receiver with an optical front-end.

simple implementation. Even the parallel delay-line structure, which can place scal-
ability constraints on the size PPM symbol space, M, can be implemented serially
if the comparator can sample at the slot rate. However, the electrical bandwidth
requirements of the components in this receiver design place severe limitations on the
data rate and PPM alphabet size, M. In particular, in order to ensure orthogonality
and prevent intersymbol interference at the receiver, the current sampler at the input
to the comparator must have a bandwidth that is significantly larger than the slot
rate of the PPM data signal. The slot rate, 1/7, is related to the bit rate, Rg and

the symbol rate, Rs by

1

; - MRS
. MRs (4.44)
~log, M’

As seen in the discussion of PPM transmitter designs above, even moderate values
for M and Rp can lead to impractical electrical bandwidth requirements.

An alternative optical PPM receiver which can potentially be used at much higher
data rates is shown in Figure 4-17. In this receiver, the slots are demultiplexed in the

optical domain using an optical switch. Optical pulses at the input pass through an
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optical preamplifier and are directed to one of M parallel optical receivers using an
optical switch. The switch starts in the top position at the beginning of each PPM
symbol transmission period. At the end of the each PPM slot, the switch moves
to next position, progressing through each of the M positions during the symbol
transmission period. At high data rates, this switch is likely to be an all-optical
switch or an optical demultiplexer. Each of the parallel receivers at the output of the
switch consists of an an optical filter matched to the transmitted pulse, a square-law
photodetector, and an integrator which integrates the output of the photodetector
over one symbol transmission period. The output voltages from the integrators are
sampled during each symbol transmission period by the comparator. The output with
the largest voltage is selected as the decoded symbol. The performance analysis of this
receiver is similar to the analysis of the ideal PPM receiver outlined above. However,
the effects of post-detection filtering due to the reduced electronic bandwidth of the
receiver must be included.

Note that the electrical bandwidths required by this receiver are inversely pro-
portional to the symbol transmission period. Thus, for the same data rate, Rp, the
required electrical bandwidth is reduced by a factor of M as compared to the first
design. The primary drawback in the implementation of this receiver is the complex-
ity of its parallel architecture. However, it is still practical for moderate values of M.
In the experiments described below and in Chapter 5, we demonstrate a simplified
version of this receiver for binary PPM with symbol rates of 10 GHz and 12.5 GHz
using a UNT as the optical switch. Rather than using both outputs of the switch (rep-
resenting the one-pulse and the zero-pulse), we only detect the output corresponding
to the one-pulse. Thus, the receiver performance resembles that of a binary OOK

receiver.

4.5.3 Spectral Efficiency

Pulse-position modulation offers the possibility of higher receiver sensitivity and re-
duced patterning from SOAs. However, one of the potential drawbacks of using pulse-

position modulation is the accompanying decrease in spectral efficiency as compared
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to other modulation formats. This increase in bandwidth is primarily due to the
fact that shorter optical pulses must be used to transmit the data. In binary PPM,
for instance, the pulsewidth must be short enough so that the energy is confined to
approximately one half of the bit period.

Here, let us consider the spectral efficiency of a PPM transmission system in more
detail by calculating the spectrum of a random M-ary PPM signal. We shall proceed
by first calculating the autocorrelation function of a random PPM waveform. Using
the Wiener-Khinchin theorem, we may then calculate the power spectral density of
a random PPM waveform by taking the Fourier transform of the time-average of the
autocorrelation function. A sample, s(t), of a random process which produces M-ary

PPM waveforms, S(t), may be written as:

s(t) = i (t — mTs — amfﬁ (4.45)

m=—00

where {a,,} is a random sequence of M-ary symbols (a,, € {0,1,..., M —1}) and a,(t)
is the pulse envelope. Alternatively, this waveform may be expressed using indicator

random variables, I(,,,=i), where I(,, =y = 1 if a,, = 1, otherwise I(g,,~; = 0:

oo M-1 T
=Y > q (t —mTs — ZM> Loy =i)- (4.46)

m=—o00 =0

The autocorrelation of the random process S(t) is then expressed as
Rs(t+7,t) = E[S(t+ 7)S(t)]

oo M-1 T
{ Z Zap (t—mT5~zM+’r) I(am_z)}
-

1=0
oo M-1
Ts
{ Z ‘ ap (t —nlg — ]M) [(an:j)} (4.47)
- T T
= m;mijzop (t —mls — Z~]\§_ + T) P (t —nds _]Mﬁ) X
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We shall assume that the process generating the symbols {a,,} has stationary
mean and uniform distribution and that a,, and a, are independent for m # n.

These assumptions have two useful consequences. First, it can be shown that
Rs(t+7+Ts,t+Ts) = Rs(t + 7,t). (4.48)

Thus, the process S(t) is cyclostationary with period Ts. Moreover, we find that the

expectation value in Equation 4.47 is only dependent on the differences m — n and

K

E [I(am:i)l(an:j):l =Pr(an =iNa, =7)
Lo m=n
=3 M7 (4.49)
A—}f m#n

= Ry(m —n,i - j),

where §;; is the discrete Kronecker delta function (i.e., d;; = 1 if ¢ = j, otherwise
d;; = 0). The function R, is the sequence autocorrelation.

Thus, the time-average of the autocorrelation is given by

1 Ts/2
(Rg(r)) = — / Re(t + 7, t)dt
Ts ~Ts/2

Ts/2 oo M-1
1 ZRa(m—n,z’—j)ap(t—mTS-iTM‘S+T>

TS ~Ts/2 mn=-—001,j=0

(4.50)

where m’ = m —n, ¢ =i — j and R,(7) is the autocorrelation of the pulse envelope:

Ry(r) = /_ "yt + Tay (). (4.51)

o0

Further simplification using the definition of the sequence autocorrelation given by
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Equation 4.49 and setting k = Mm' + 4’ yields

(Rs(r)) = 2Rl + iy S WAy (7= k32 )

) TlM 5 n, (T ] k%) ‘ (4.52)

Using the Weiner-Khinchin theorem, we can now find the power spectral density

of the random process S by taking the Fourier transform of Equation 4.52

M-1
5(9) = BT - AP X (1 = ) cos (2e 15 )
- N ’;\j (4.53)
v 2 | (o) o (7-77),

where A,(f) is the Fourier transform of the pulse, a,(t). The first two terms in
Equation 4.53 represent the continuous portion of the power spectral density. The
third term is a comb of discrete delta functions at harmonics of the slot frequency. We
shall neglect this discrete comb in the following discussion. In fact, its contribution
in the optical domain can be minimized by randomly varying the phase of the optical
carrier in each symbol.

Figure 4-18 shows the continuous portion of the spectrum in Equation 4.53 for
a random PPM modulation with M = 2 and M = 16. The pulse shape, a,(t) for
these calculations is a raised cosine with a duration equal to the slot time, Ts/M.
The frequency axis in the plot is normalized to the bit rate, Rz = Rglog, M. For
comparison, the power spectral density for a random OOK signal with the same pulse
shape is also shown. As expected, the PPM spectra are wider than the OOK signal
due to the shorter pulses which are required. The spectral width of the different
modulation formats may be compared using the bandwidth expansion factor, defined
as the ratio of the spectral width of the signal under consideration to the spectral
width of the OOK signal of the same data rate at some specified power level relative

to the peak. At a power level of -30 dB from the peak of the spectra, the M = 2
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Figure 4-18: Calculated power spectral densities for NRZ and PPM waveforms with
a raised cosine pulse shape. The PSD is plotted as a function of the frequency
normalized to the data rate.
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PPM signal has a bandwidth expansion factor of 1.9. The M = 16 signal has a
bandwidth expansion factor of 4. The M = 2 signal has a slightly smaller bandwidth
expansion factor due to the small number of cosine terms subtracted in the second
term of Equation 4.53. In the limit of large M, these cosine terms sum to a train of
narrow peaks at harmonics of the slot rate with height equal to the power spectral
density of the pulse at that harmonic. Thus, for large M, the shape of the power
spectral density becomes very close to the power spectral density of the transmitted
pulse, with discontinuities at the harmonics of the slot rate. Since the width of this
pulse is 7 = Ts/M = log, M/(RpM), the bandwidth expansion factor for an M-ary
PPM signal is very close to M/log, M for large values of M.

4.6 Demultiplexing of PPM Data

The use of the pulse-position modulation format at symbol rates higher than the gain
recovery time is expected to reduce the deleterious effects of pattern-dependent gain
fluctuations in SOA-based switching systems. To investigate the impact of the use
of the PPM data format in an OTDM demultiplexer, we have repeated the demulti-
plexing experiment described in Section 4.2. The experimental setup for this test is
the same as that shown in Figure 4-1, only the OOK modulator has been replaced
with the binary PPM modulator shown in Figure 4-9 b). The 10-GHz stream of
2.5-ps pulses at 1550 nm is PPM-modulated with a 10-Gbit/s data pattern of length
231 — 1. The PPM delay is set to 12.5 ps. Since this delay is much shorter than
the carrier lifetime in the SOA, the SOA gain should remain saturated at a fairly
constant level. The modulated data stream is then passively multiplexed to produce
a 40-Gbit/s binary PPM data stream which is incident at the signal input to the
UNI. The control input to the UNI is provided by a second laser producing a 10-GHz
stream of 2.5-ps pulses at 1545 nm. As in the previous experiment, the signal and
control pulse energies are set to 8.2 fJ and 117 {J, respectively. Because a pulse is
present in every bit period with the binary PPM data format, the average power in

the signal stream in this experiment is doubled compared to the OOK experiment.
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Figure 4-19: Waveforms at input and output of 40-Gbit/s-to-10-Gbit/s PPM UNI
demultiplexer measured using a digital sampling oscilloscope. The UNTI is used for
both demultiplexing and format-conversion from PPM to OOK modulation.

The signal pulse separation in the UNI is set to provide a switching window dura-
tion of approximately 5 ps. As in the previous demultiplexing experiment, the 10-GHz
control pulse stream demultiplexes a single 10-Gbit/s data sequence from the aggre-
gate 40-Gbit/s data at the signal input to the UNIL. Because the switching window
duration is shorter than the PPM delay in the modulated data, either the pulses rep-
resenting the one-bits or the pulses representing the zero-bits may be selected in the
demultiplexed stream. In this manner, the data format of the demultiplexed stream
is converted from PPM to OOK.

Figure 4-19 shows the waveforms at the input and output of the UNI demulti-
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plexer as measured with a 50-GHz photodiode. The first trace shows the aggregate
40-Gbit/s PPM data stream. Due to the limited bandwidth of the photodiode, not
all of the pulses are resolved. The second trace shows the output of the demulti-
plexer in the absence of control pulses when the UNI is biased so that the entire
aggregate signal stream passes to the output of the switch. The pattern-dependent
gain-compression effects observed in the previous experiment are greatly reduced.
The remaining four traces show the four demultiplexed 10-Gbit/s data channels at
the switch output. Note that the PPM data format has been converted to OOK for-
mat by the demultiplexer. Additionally, the amplitude patterning that was observed
in the OOK demultiplexer demonstration is negligible in this case. Thus, the use
of the PPM data format has effectively mitigated the effects of gain saturation in
an OTDM demultiplexer. The results of bit-error rate testing of the demultiplexer
output for aggregate PPM data rates up to 80 Gbit/s are reported in Chapter 5.

4.7 All-Optical Wavelength Conversion of OOK
and PPM Data Formats

All-optical wavelength conversion is usually performed using a high-power intensity-
modulated pump signal to modulate a lower-power probe signal via a nonlinear optical
interaction between the two signals. When an SOA is used for the nonlinear medium,
the effects of gain saturation can be especially deleterious due to the high power
of the modulated pump. In experimental wavelength conversion demonstrations,
these pattern-dependent effects have been observed as a degradation of the bit-error
rate performance at the output of the wavelength converter for long test pattern
lengths [4.59]. These experiments demonstrate the importance of using long data
patterns to test the low-frequency characteristics of semiconductor-based all-optical
gates.

We have experimentally verified the utility of the PPM data format for reduc-

ing the pattern-dependent operation of an interferometeric SOA-based wavelength
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Figure 4-20: Experimental setup for OOK/PPM wavelength conversion.

convertor operating at 12.5 Gbit/s [4.41]. The experimental setup for wavelength
conversion using the UNI is shown in Figure 4-20. A 12.5-GHz stream of 2.5-ps
pulses from a modelocked-fiber laser operating at 1545 nm is intensity modulated
with a 12.5-Gbit/s data pattern. The modulation format can be either OOK or bi-
nary PPM with a PPM delay of 15 ps. The pattern length from the pulse pattern
generator can be varied in order to characterize the pattern-dependent operation of
the switch. The signal input to the UNT consists of a 12.5-GHz stream of 2.5-ps pulses
at 1550 nm. The signal and control pulse energies at the input to the UNT are 35 fJ
and 70 fJ, respectively. The UNI is biased so that a signal pulse propagates to the
output port only when a control pulse is present. Thus, the control data pattern is
modulated onto the output signal pulses. The UNI switching window duration is set
to 5 ps. Since this response is shorter than the PPM delay, only the one-bits in the
PPM-formatted control stream are modulated onto the signal pulses. Thus, the for-
mat of the PPM stream is converted to OOK at the output of the switch, allowing for
bit-error rate characterization of the switch operation using a 12.5-Gbit/s optically
preamplified direct-detection receiver.

Figure 4-21 shows the bit-error rate performance measured as a function of input
power to the receiver at the output of the wavelength converter. The baseline perfor-
mance is measured by injecting the OOK-modulated control stream directly into the

receiver. After the wavelength converter, a power penalty of 4.5 dB at an error rate

150



B T T i ¥ T H T - T
4 . o A ® Baseline
=, o PPM,2' -1
A A A ppM, 2°-1
u) "
5 o n A m OOK2-1
4 A 00K 2"-1
A n A
a7
28] A
6 ® A | 4
e A
2
g DA ) Aaay
1 T ® - 4
o n
n
gr ® A n -
D .
O
o ——— = - == - -~ ® - - N~ - - — - ~E- g — =
A0 [
10 b 1 L i . 1} 1 L 1 L

-40 -39 -38 =37 -36 -35 -34 -33 -32 =31 =30
Receiver Power (dBm)

Figure 4-21: Bit-error rate performance of wavelength conversion of OOK and PPM
waveforms of various pattern lengths.

of 107 is measured for the OOK data pattern with 27 — 1 bits. When the pattern
length is increased to 2!° — 1 bits, the error performance degrades and the receiver
performance is limited to a bit-error rate of ~ 1077. The reason for this degradation
is that the longer data pattern contains longer sequences of consecutive one-bits and
zero-bits. Thus, the variance of the SOA gain in the wavelength converter is larger
due to increased recovery and saturation in response to these sequences. The wave-
length converter performance is improved when the PPM data format is used for the
control input. In this case, the power penalty from the baseline performance is only
1.3 dB at an error rate of 107°. The error rate performance was almost identical for
input pattern lengths of 27 — 1 bits and 23! — 1 bits, verifying the pattern-independent
operation of the switch for the PPM data format.
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4.8 Conclusions

As we have shown above, gain saturation in semiconductor optical amplifiers can lead
to significant performance degradation in optical communications systems. These
problems arise because the carrier lifetime in an SOA is comparable to the bit period
for moderate transmission rates (~ 10 Gbit/s). This makes SOAs impractical for
use as in-line amplifiers for optical transmission systems, since the free carrier pop-
ulations fluctuate in response to the data pattern producing pattern-dependent gain
and intersymbol interference for intensity-modulated signals. For these applications,
the EDFA is much more useful due to its long carrier lifetime of several milliseconds.
However, the shorter carrier lifetime of the SOA makes it more attractive for opti-
cal switching applications in future all-optical networks. In this chapter, we have
considered the impact of SOA gain saturation on these applications.

We have developed a statistical model of the gain saturation process which can
be used to study its impact on system performance in OOK transmission links. We
model the stochastic gain process as a discrete-time Markov process. This allows
the steady-state probability density function for the gain to be calculated. This
probability density function can then be used to calculate bit-error rates at a receiver.
In contrast to previous models that have been developed, this model can be used to
calculate system performance for a wide range of data rates. We have applied the
model to study the impact of SOA gain saturation on the in-line amplification of
single-channel optical transmission systems at 10-Gbit/s and 100-Gbit/s.

We propose the use of pulse-position modulation as a practical means for mitiga-
tion of gain saturation effects in OTDM networks. Optical PPM was first developed
as an energy-efficient modulation format which is useful in communications systems
where mid-span amplification or regeneration are not possible. The PPM data for-
mat is also useful in reducing gain saturation effects since a pulse is present in every
symbol period. When the symbol period is less than the gain recovery time, pattern-
dependent gain in the SOA is greatly reduced. One of the drawbacks to using PPM is

the large transmitter and receiver bandwidths required for high data rate operation
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with moderate alphabet sizes. To address these problems, we have presented several
optical techniques which can be used to transmit and receive binary PPM signals
at aggregate data rates up to 80 Gbit/s. We have also analyzed the performance of
optically preamplified PPM receivers in detail and considered the system impact of
imperfect extinction in the transmitted signal.

Lastly, we have presented experimental evidence of the utility of the PPM data
format in various optical switching applications using SOAs. We have compared the
performance of a 40-Gbit/s OTDM demultiplexer with OOK and PPM data formats.
We have also experimentally studied all-optical wavelength conversion of 12.5-Gbit/s
OOK- and PPM-formatted data streams in a semiconductor-based interferometer. In
both of these experiments, the pattern-dependent performance of the switch associ-
ated with the OOK-formatted data was greatly reduced by the use of the PPM data
format. Further examples of the use of the PPM data format are explored in Chap-
ter 5, where we discuss an all-optical transmitter and receiver for a slotted OTDM

network utilizing binary PPM data format.
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Chapter 5

Slotted OTDM Networking

Demonstrations

5.1 Introduction

In recent years, increases in single-fiber point-to-point optical transmission capacities
have outpaced electronic processing capabilities. Wavelength-division multiplexed
(WDM) transmission links have been demonstrated with aggregate capacities in ex-
cess of 10 Thit/s [5.1, 5.2]. Bit-interleaved optical time-division multiplexed (OTDM)
links utilizing a single wavelength for transmission have been demonstrated at rates
as high as 1.28 Tbit/s [5.3]. These capacities far exceed current electronic capabili-
ties for processing and routing. This has prompted a transition from first-generation,
point-to-point, optical networks to second-generation optical networks where limited
network functionality such as multiplexing and routing is provided at the optical layer.
Two approaches to optical multiplexing have been studied extensively: WDM and
OTDM. In a WDM network, multiplexing is accomplished by combining many low
data rate channels modulated onto distinct wavelengths in a single fiber. In OTDM
networks, low data rate channels are modulated on streams of short optical pulses
which are then temporally interleaved in a single fiber. Routing in second-generation
optical networks is limited to circuit-switching of individual low data rate channels.

In these networks, end-to-end bandwidth provisioning is accomplished on time-scales
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ranging from minutes to milliseconds, depending on the network design.

As a consequence of the enormous growth of the internet, global telecommuni-
cations traffic will soon be predominantly electronic data, rather than voice traffic.
Packet-oriented data traffic tends to have very bursty bandwidth requirements, es-
pecially at the low levels of user aggregation that are typical in local- or metro-area
networks. Present-day technologies for allocating bandwidth in optical networks are
not fast enough to satisfy these bursty demands. For example, a 1500-byte Ethernet
packet transmitted on a 10-Gbit/s fiber channel has a duration of only 1.2 microsec-
onds. Since this is much shorter than the time required for bandwidth provisioning in
present optical networks, network designers must provide links with much more band-
width than is actually needed on average in order to satisfy peak capacity demands
and quality-of-service agreements. Recent studies suggest that allocated bandwidths
in today’s private-line data networks are 15 to 30 times greater than average network
demands [5.4].

Slotted OTDM networks can potentially utilize network bandwidth resources
much more efficiently than WDM or bit-interleaved OTDM multiplexing schemes
by utilizing packet-based statistical multiplexing techniques [5.5, 5.6]. In a slotted
OTDM network, many transceivers share a single wavelength channel operating at
aggregate media rates which are much higher than single-channel electronic process-
ing rates and the average traffic rates of the nodes (e.g., > 100 Gbit/s). Time on the
network is divided into slots during which a particular transmitter may burst pack-
ets of data onto the network at the aggregate media rate. Slotted OTDM networks
potentially provide maximally efficient use of network bandwidth since transmitters
only use slots when they have data to send, leaving unused slots available for use by
other network nodes. Moreover, slotted OTDM networks have many potential ben-
efits when serving diverse user populations since they can provide variable quality-
of-service and they offer flexible bandwidth provisioning at a much finer granularity
than other multiplexing techniques.

Slotted OTDM networks are challenging to implement because the physical layer

optical interface requires certain processing capabilities at the aggregate media rate.
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In this chapter, we will describe efforts to utilize the ultrafast optical logic function-
ality provided by semiconductor-based switches, such as the UNI, to provide basic
physical layer functionality in a slotted OTDM network. We begin with a general dis-
cussion of network architecture for ultrahigh-speed multiaccess networks where high
latency necessitates the design of novel media access control protocols in order to
ensure efficient and fair access to the network medium by all network nodes. The
helical local area network (HLAN) is presented as a candidate architecture for such
networks. Next, we discuss the design and experimental verification of the optical
interface for various functional nodes in an HLAN network. We present designs of
simplified head-end and transmitter nodes. These nodes simulate the transmission
of fully-loaded network slots and test the operation of the receiver node. Finally, we
describe the implementation of a fully-functional optical interface for a receiver node.
This node utilized optical logic gates for the three primary tasks required for physi-
cal layer access in an ultrahigh speed multiaccess network: synchronization, header

processing, and data rate conversion.

5.2 HLAN Architecture

The design of a multi-access slotted OTDM network operating at aggregate single-
stream data rates in excess of 100 Gbit/s must address two important issues. First,
because of the high data rate, the network must be designed to operate fairly and
efficiently when many packets are in flight simultaneously on the network bus. At
lower data rates, contention-based media access control (MAC), such as the Carrier
Sense Multiple Access with Collision Detection (CSMA/CD) used in Ethernet net-
works, work well since the network is engineered so that the average packet duration
is much longer than the maximum transmission time between distant transceivers on
the network. This allows collisions, which occur when two transmitters attempt to
transmit data on the network bus simultaneously, to be detected and dealt with in
an efficient manner. The performance of the CSMA/CD MAC protocol (in terms of

system utilization as a function of the offered load from the transmitters) degrades
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significantly when the transmission latency becomes comparable to or longer than
the packet duration (see, for example, [5.7, 5.8]). This limits 100-Mbit/s Ethernet
to shared-bus lengths of less than 100 m, for example. At 100 Gbit/s, an Ethernet
packet with the maximum size of 1500 bytes, would have a duration of only 120
ns. The requirement that the maximum bus transmission time be much less than
the average packet duration would limit the shared-bus length to a few meters, at
best, using CSMA /CD. This constraint is unacceptable, even for local-area networks.
Thus, the MAC protocol for a multi-access slotted OTDM mnetwork must operate
well in a high-latency environment where many (> 1000) packets may be in flight
simultaneously.

A second constraint that ;nust be considered in the design of multi-access slot-
ted OTDM networks operating at 100-Gbit/s data rates is the limited availability of
complex logical processing at those data rates. Ultrafast all-optical switches, such
as the UNI, can be used to provide simple logical functionality (e.g., AND or XOR)
at data rates in excess of 100 Gbit/s. However, these fiber-based interferometers
are presently quite large, making integration of many gates difficult. Semiconductor
interferometers have been monolithically integrated on a single chip. However, com-
plex processing capabilities at such high data rates are presently unavailable since the
necessary integration of multi-gate logic on a single chip has not been demonstrated.
Thus, network protocols that require only simple processing at the data rate must be
developed.

The Helical Local-Area Network (HLAN) architecture [5.5, 5.9], shown in Figure
5-1, was developed with these constraints in mind in order to provide fair, efficient use
of network resources in a multi-access slotted OTDM local-area network operating
at data rates in excess of 100 Gbit/s. HLAN provides both guaranteed bandwidth
(GBW) and contention-free bandwidth-on-demand (BOD) services to a heterogeneous
population of users. The network topology consists of transmitters and receivers
which are connected via a unidirectional “helical” bus. Time on the network is divided
into fixed-length slots. A head-end node at the beginning of the bus demarcates the

slot boundaries and controls access to the network bus. The network transmitters
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Figure 5-1: Helical local area network consisting of a head-end and three users
connected via a unidirectional folded bus. Here, a folded linear bus is shown. A
helical-shaped bus is also possible, but it may be less practical to implement. XMT:
Transmitter, RCV: Receiver, GBW: Guaranteed Bandwidth, BOD: Bandwidth-on-

Demand.

then synchronize to the slot timing and transmit data in empty slots.

The network transceivers are each connected to the helical bus at three points. The
first segment provides GBW services. On this segment, media access is controlled by
the head-end which allocates slots for use by specific transmitters which require GBW.
This allocation information is encoded in an optical header which is processed by the
transmitters to determine whether transmission of data is allowed in a particular slot.

The second network segment provides BOD services. On this segment, trans-
mitters may transmit data in any empty slot, including unused slots which were
designated for GBW services. Due to the high-latency nature of HLAN, fairness on
the BOD segment can be an issue as the first node on the segment can potentially
fill all of the available slots. This behaviour is prevented by using credits to regulate
access to the BOD segment. The head-end distributes credits to all users on the
network at an equal rate via the optical slot headers or some other communications
channel. Nodes with data available for transmission accumulate credits and use a
credit for each slot of transmitted data. The head-end monitors the number of empty
slots at the end of the BOD segment. If no empty slots are available, the rate of credit

distribution is reduced. Under light loads, the network access resembles the greedy
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Figure 5-2: HLAN receiver block diagram. The heavy lines represent optical connec-
tions, while the light lines represent electrical connections.

algorithm, where each node transmits its data as soon as it is available. Under heavy
loads, the credit distribution rate is reduced until the network access resembles a
fair TDM algorithm, with the slots evenly divided between the different transmitters.
In this manner, the network capacity is efficiently utilized while providing fair BOD
services.

The final network segment is the receive (RCV) segment. On this segment, the
receivers process address information encoded in the optical header of full slots to
determine their destination. Note that because of the three-pass unidirectional nature
of the HLAN, all of the receivers are downstream from all of the transmitters.

Figure 5-2 shows a block diagram of an HLAN receiver node. The heavy lines
represent optical transmission paths, while the light lines represent baseband electrical
transmission paths. A fraction of the optical signal on the network bus is routed into
the optical receiver using a passive tap coupler. This signal is then routed into
three optical processors within the receiver. The first processor recovers the slot-

and bit-clocks from the network signal and synchronizes the receiver to these clocks.
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The slot-clock is sent to the optical header processor unit which performs address
recognition and empty/full slot detection. The bit-clock is used by the optical rate-
conversion unit to convert the incoming slot data from the media data rate down
to electronic processing rates. The optical rate-conversion unit may include optical
buffers to store slot data during the time required for rate conversion. The rate-
converted optical data is then detected and the resulting electronic data is buffered
in an electronic first-in-first-out (FIFO) buffer for use by higher network layers. The
functions of these three optical processors are coordinated by a fast protocol logic
unit operating at the slot rate which implements the MAC protocol. This unit also
interfaces with slower protocol logic in higher network layers. The HLAN transmitter
schematic is very similar to the receiver design shown here.

The folded-bus architechture of HLAN is best-suited for local- and metropolitan-
area networks where the maximum separation between network nodes is typically less
than 100 km. While the HLAN MAC protocol can scale to longer transmission dis-
tances, the longer feedback delay between the transmitters and the head-end would
slow the responsiveness of the network to bursty traffic demands. Additionally, trans-
mission impairments such as chromatic dispersion and polarization-mode dispersion
make long distance propagation of high-bandwidth OTDM signals difficult. Despite
these challenges, several methods have been proposed for extending the HLAN to

wide-area network operation [5.10].

5.3 Slotted OTDM System Implementation

Here, we describe the experimental implementation of a slotted OTDM network
testbed based on the HLAN architecture consisting of a head-end, a single transmitter,
and a single receiver. Since the focus of this work is on the use of semiconductor-
based optical switches to provide essential physical layer functionality in HLAN, the
full HLAN MAC protocol is not presently implemented. In particular, implementation
of the credit distribution scheme for BOD has not been demonstrated. Additionally,

assignment of GBW slots by the head-end and header processing by the transmitter
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is not demonstrated. However, the essential optical technology required to provide
these functionalities is demonstrated, reducing the full implementation of the HLAN
MAC protocol to an electronic hardware and/or software problem that can be readily
solved using presently available electronics technology.

In the following sections, we describe the implementation of reduced-functionality
head-end and transmitter nodes and a fully-functional receiver node. The primary
purpose of the head-end and transmitter nodes in this work is to simulate the con-
struction of fully-loaded HLAN slots which are then processed by the receiver node.
The receiver node consists of three layers of optical logic which are used for synchro-
nization, address processing, and rate conversion of incoming network data. Below,
we describe these operations and present experimental results to illustrate their func-
tionality. Note that the network nodes discussed here have been demonstrated at
data rates of 40 Gbit/s [5.11, 5.12] and 100 Gbit/s [5.13, 5.14]. Unless otherwise
specified, the data presented below were obtained during operation at 100 Gbit/s.

5.4 Head-End

As discussed above, the head-end in a HLAN is responsible for defining the slot struc-
ture for the network and managing bandwidth allocation on the GBW and BOD seg-
ments of the network. For the purposes of this study, the head-end simply defines the
slot structure. The bandwidth management features of the head-end can be devel-
oped using some of the techniques described in the transmitter and receiver designs.
The slot structure for the network is shown in Figure 5-3. A global clock consisting
of a stream of short optical pulses at a repetition rate that is a sub-harmonic of the
aggregate media rate is distributed to all of the nodes in the network. This clock
serves two purposes. First, it provides bit-level synchronization for all nodes on the
network. Second, it eliminates the need for a local pulse source in the transmitter.
There is a bandwidth overhead associated with transmitting the global clock in addi-
tion to the network data. However, this overhead can be reduced by making the ratio

of the clock frequency to the data rate small. A single pulse is eliminated from this
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Figure 5-3: Illustration of slot structure for an empty and a full slot.

global clock stream to indicate the beginning of a slot. This missing pulse is referred
to as the slot-marker. The transmitters in the network, interleave cells of data pulses
between the clock pulses in an empty slot. The first few cells in a slot contain the
optical header information. The remaining cells contain data. In the work shown
here, the global clock frequency is 12.5 GHz. We utilize constant-length slots with a
duration of 100 ns (corresponding to a slot frequency of 10 MHz). Eight data pulses
are interleaved between each clock pulse. This gives an aggregate data rate of 100
Ghit/s (8 data pulses every 80 ps) and an aggregate media rate of 112.5 GHz (9 total
pulses every 80 ps). Each full slot contains up to 10,000 data pulses. The overhead
associated with the global clock distribution scheme in this system is ~ 11%.

A schematic of the head-end configuration is shown in Figure 5-4. This simplified
head-end generates the global clock for distribution on the network bus and defines the
slot boundaries by eliminating a single clock pulse at 100-ns intervals. The global clock
is generated by a commercially-available (PriTel) mode-locked fiber laser (MLFL)
which produces a 12.5-GHz stream of nearly transform-limited 2.5-ps optical pulses
with a center wavelength of 1550 nm. A 10-MHz frequency synthesizer synchronized

to the 12.5-GHz MLFL is used as the slot clock. The Avtech sine-to-TTL convertor
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Figure 5-4: Head-end experimental implementation. MLFL: Mode-locked fiber laser;
EOM: Electro-optic intensity modulator; EDFA: Erbium-doped fiber amplifier.

(AV-148-PS-MITB) converts the 10-MHz clock to a 10-MHz stream of 20-ns TTL-level
(0 to +3 V) pulses. These pulses are input to an Avtech pulse generator (AVM-2-C)
which produces electrical pulses with a duration of ~ 100 ps. The output from the
pulse generator drives a LiNbOj; electro-optic modulator to gate out a single pulse
from the 12.5-GHz optical clock every 100 ns, thus defining the beginning of a slot.
Finally, the optical pulses are amplified in an erbium-doped fiber amplifier (EDFA)
prior to transmission onto the network bus. Figure 5-5 shows a waveform trace of the

empty slots generated by the head-end as measured on a digital sampling oscilloscope.

5.5 Transmitter

We have also implemented a transmitter for the slotted OTDM network testbed.
As with the head-end implementation, the transmitter considered here is not a fully-
functional HLAN transmitter. In particular, the transmitter does not process headers
for empty/full detection and GBW services. It also does not keep track of credits.
Since there is only one transmitter on the network testbed, these functions are not

required. The transmitter in this study modulates the global clock pulses to generate
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Figure 5-5: Head-end waveform trace. A single pulse is eliminated from the 12.5-GHz
global clock stream every 100 ns to demarcate the beginning of a slot.
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Figure 5-6: Transmitter experimental implementation. PPM: Pulse-position modula-
tor; MUX: Passive OTDM multiplexer; EDFA: Erbium-doped fiber amplifier; ODL:
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header and data cells which are then interleaved with the global clock pulses on the
network bus. Transmission of real data would require rate conversion from electronic
processing rates to the optical transmission data rate. Several techniques for perform-
ing this rate conversion have been reported [5.15, 5.16]. However, this functionality
is not required for testing receiver operation in the network testbed. Thus, in this
demonstration, fully-loaded high data rate slots are simulated using standard OTDM
passive multiplexing techniques [5.17].

A schematic of the transmitter design is shown in Figure 5-6. A tap coupler is
used to passively tap a portion of the optical power on the network bus for use in the
transmitter. The use of passive taps is important in a unidirectional multi-access bus
architecture, such as HLAN, so that a single transmitter node failure does not disable
the entire network bus. The global clock pulses are modulated with a pseudo-random
binary sequence using a pulse-position modulator (PPM) driven by a data source

(Anritsu MP 1763B Pulse Pattern Generator) operating at the clock repetition rate.
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The PPM delay is set to approximately one half of the bit-period at the aggregate
media rate. For example, at an aggregate media rate of 112.5 Gbit/s, we use a PPM
delay of 4.4 ps. Fully-loaded data cells are then generated by passively multiplexing
the PPM data from the clock repetition rate to the aggregate network data rate. This
is done by successive stages of an OTDM multiplexer. In each stage, the incoming
stream of modulated pulses is split into two spatially-distinct beam paths using a
polarizing beam splitter (PBS). The two beams traverse different path lengths prior
to being recombined using a PBS. The relative delay between the two paths results in
a doubling of the data rate at the output of the stage. Two issues must be considered
in choosing the lengths of the differential delays in the passive multiplexer. First,
the relative path lengths must be long enough so that the the pseudo-random nature
of the data is maintained at the higher data rate (i.e., adjacent bits should not be
correlated). Second, the path lengths must be designed to leave a gap between the
data cells for the global clock pulses. A two-stage multiplexer with relative delays
of 7T/5 and 47/5, where T = 100 ps, is used for multiplexing from a data rate of
10 Gbit/s to a data rate of 40 Gbit/s. Multiplexing from a data rate of 12.5 Gbit/s
to 100 Gbit/s requires a 3-stage multiplexer. The relative optical delays used in this
multiplexer were 77°/9, 10T°/9, and 147 /9, where T = 80 ps is the bit-period at 12.5
Gbit/s. After multiplexing, the data pulses are amplified to match the energy of the
clock pulses on the network using an EDFA. The amplified pulses are then interleaved
with the clock pulses on the network bus using an optical delay line and a second
passive coupler.

Figure 5-7 shows two experimental traces of the output of the transmitter. Figure
5-7 a) shows operation at an aggregate media rate of 50 Gbit/s (40-Gbit/s data rate)
as measured on a digital sampling oscilloscope. The trace resolution is limited by
the bandwidth of the 40-GHz photodiode used in the measurement. In this demon-
stration, the global clock frequency is 10 GHz, giving rise to clock pulses separated
by 100 ps. Four-pulse PPM data cells with a PPM delay of 10 ps are interleaved
between the clock pulses. The second trace shows the transmitter operation at an

aggregate media rate of 112.5 Gbit/s. Here, the clock frequency is 12.5 GHz and the
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Figure 5-7: Experimental waveforms demonstrating transmitter operation at aggre-
gate media rates of a) 50 Gbit/s and b) 112.5 Gbit/s. The 50-Gbit/s waveform is
measured using a 40-GHz photodiode and a digital sampling oscilloscope. The 112.5-
Gbit/s waveform is measured via cross-correlation with a 12.5-GHz stream of 2.5-ps
optical pulses.
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data rate is 100 Gbit /s (corresponding to 8 pulses per data cell). The measured trace
is obtained via optical cross-correlation of the transmitter output with a 12.5-GHz
stream of 2.5-ps pulses using sum-frequency generation in a nonlinear crystal [5.18].
Due to the PPM data format and the pseudo-random nature of the data, two pulses
are observed in the cross-correlation for each pulse in the data cell. The PPM delay is
set to 4.4 ps. The data pulses are approximately half the height of the clock pulses in
the cross correlation due to the equal probability of a 1 and 0 in the binary data. The
additional height fluctuations observed in the data are due to imperfect alignment of

the OTDM multiplexer.

5.6 Receiver

In this section, we describe the design of an optical front-end for a slotted OTDM
receiver node. As discussed in Section 5.2, the receiver front-end consists of three
optical processors. These processors are used for synchronization, address processing,
and rate conversion at the receiver node. Below, we detail each of these tasks and
demonstrate how optical logic implemented using the ultrafast nonlinear interferome-
ter (UNI) design can be used to accomplish each of these tasks in a functional receiver

node.

5.6.1 Synchronization

The optical receiver node in a slotted OTDM network must be synchronized to both
the slot-clock for the network and the bit-clock for an individual slot. Numerous tech-
niques for slot-clock synchronization have been proposed and demonstrated. Most of
these involve placing a unique identifier which may be identified by the receiver at
the beginning of a slot. This identifier can take several forms. For instance, a unique
codeword can be placed at the beginning of the slot [5.19, 5.20]. These methods are
potentially easy to implement at the transmitter, since they do not require compli-
cated modulation techniques. However, encoding the data at the transmitter may

be complicated by the requirement that the codeword for the slot beginning cannot
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appear in the modulated data. Alternatively, a single pulse with a polarization that
is orthogonal to the data stream polarization may be placed at the beginning of the
slot [5.21, 5.22]. This scheme potentially simplifies the detection procedure in the
receiver as a polarizer can be used to detect the slot beginning. However, such a
modulation format requires careful control of signal polarization at the input to the
receiver and may be further impaired by polarization-mode dispersion during prop-
agation. Synchronization schemes which take advantage of the saturation induced
in a semiconductor optical amplifier (SOA) by the onset of the optical packet have
also been proposed [5.23, 5.24]. These schemes require sufficiently long guard bands
between packets to allow for gain recovery in the SOA. Their performance may also
be degraded by long series of ones in on-off keyed (OOK) intensity-modulated data.

In this work, we present a straightforward scheme for bit- and slot-clock synchro-
nization which overcomes some of the limitations of the aforementioned techniques.
As we have discussed above, in the HLAN network architecture, the head-end de-
marcates the slot boundaries. In our implementation, the head-end distributes a
12.5-GHz global clock stream of 2.5-ps optical pulses. The beginning of a slot is
indicated by a missing pulse in the 12.5-GHz global clock stream distributed by the
head-end. Bit-clock synchronization is accomplished at the receiver by synchronizing
a local 12.5-GHz clock to the globally distributed clock. Slot-clock synchronization
is obtained by detecting the missing pulses in the global clock stream. Both of these
tasks are perfomed using a single UNI as shown in Figure 5-8. A mode-locked fiber
laser provides a local optical clock at the receiver. The laser produces a 12.5-GHz
stream of 2-ps pulses at 1545 nm which is used as the signal input to the UNI. A pas-
sive tap from the network bus provides the control input to the UNI. The local clock
pulses are temporally aligned with the global clock pulses in the network data stream
at the input to the UNI. The UNI is configured as an AND gate with an inverted
control input. Thus, a signal pulse is routed to the output only when the slot-marker
arrives at the control input. This pulse provides the slot-clock timing reference at
the receiver. Figure 5-9 shows an experimental trace of the output of the slot-marker

detection UNI. In this experiment, the slot-synchronization UNI was used to detect
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Figure 5-8: Block diagram of synchronization unit for a receiver node in a slotted
OTDM network. The UNI output provides a slot-synchronization signal as well as
a feedback to the dithering phase-locked loop (DPLL) which is used for bit synchro-
nization.

the beginning of slots produced by the head-end and transmitter operating at an
aggregate media rate of 112.5 Gbit/s. The UNI used in the experiment had a 2.5-ps
switching window duration which allowed the global slot clock to be distinguished
from the neighboring data pulses. An extinction ratio of 8.5 dB is measured using
7-fJ signal pulses and 24-fJ control pulses.

Synchronization with the bit clock is maintained using a dithering phase-locked
loop (DPLL) which synchronizes the local receiver clock to the incoming global clock.
The DPLL works by applying a 1-kHz phase dither to the frequency synthesizer
driving the fiber laser in the receiver. This dither subsequently produces a small
modulation in the timing of the local receiver pulses of about 100 fs, peak-to-peak.
Due to the temporal shape of the UNI switching window, this timing variation may be
detected as a 1-kHz intensity modulation at the output of the UNI. The DPLL adjusts
the phase of the local frequency synthesizer to minimize this intensity modulation,
thereby synchronizing the local clock pulses with the global clock pulses. Note that
in the present configuration, only the phase of the incoming global clock is recovered.

Frequency synchronization is obtained using a 10-MHz reference signal between the
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frequency synthesizer for the receiver clock and the head-end clock. However, this
scheme may be modified to provide both frequency- and phase-recovery.

This synchronization scheme is advantageous for several reasons. First, in con-
trast to other schemes, it does not require special coding or modulation formats at the
transmitter. There is no limitation on codewords or data patterns which the trans-
mitter may send. Since the network data is used as the control input to the UNI, the
synchronization scheme is largely polarization independent. Additionally, this tech-
nique does not require the use of guard bands Moreover, while fixed-length slots were
used in this demonstration, this scheme can also be used to process variable-length
slots. The major drawback to the scheme is the additional bandwidth required to
interleave the global clock with the transmitted data. As discussed previously, in the
112.5-Gbit/s networking demonstration, there is an 11-percent bandwidth overhead
associated with the global clock distribution. This reduces the spectral efficiency of
the network transmissions. However, when the aggregate media rate is large compared

to the global clock rate, this overhead becomes acceptable.

5.6.2 Optical Address Processing

Optical address processing is an important task in a slotted OTDM transceiver.
Numerous techniques have been developed for processing electronic-rate optical ad-
dresses. Here, we will focus on all-optical techniques for address comparison that
are readily scalable to the data rates required in slotted OTDM networks. Address-
processing requirements at a network node can vary greatly, depending on the network
type and the functional role of the node within the network. For instance, a receiver
node in a broadcast-select network (such as the HLAN) may simply compare the ad-
dress on the incoming slot to the local receiver address. The result of this comparison
determines the state of a optical pass-gate or 2 x 2 switch which off-loads the packet
into the receiver terminal for further processing. On the other hand, an optical packet
switch in the core of the network may require more complex processing to determine
the proper routing for a slot within the switch. Here, we will focus on the simple

address processing required in the broadcast-select network scenario, although the
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Figure 5-10: Block diagram of address processor for slotted OTDM receiver node.

techniques which we present can be extended to more complex routing scenarios (see,
for example [5.25]).

An all-optical address processor in such a network must provide three important
functions: synchronization, local address generation, and address comparison. The
optical receiver must synchronize its operation to the timing of the incoming optical
slot in order to correctly locate the address within the slot for further processing.
Next, the receiver must generate a representation of the local address. Finally, the
local address must be compared with the incoming slot address to determine whether
the two match. A block diagram of the address processing technique demonstrated
here is shown in Figure 5-10. Synchronization of the receiver node to the slot timing
has been discussed above. The address processor in the OTDM receiver node is
synchronized to the incoming slot-clock by using the slot-marker pulse obtained at
the output of the synchronization UNI to generate the local receiver address. Fiber
propagation delays in the receiver are set to ensure overlap of the locally-generated
address with the incoming slot address at the address-comparison UNI. The two
addresses are compared bitwise using a UNI AND gate. However, as we discuss below,

the UNI provides XOR functionality due to the PPM data format. After bitwise
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Figure 5-11: 4-bit PPM optical address generator.

comparison, the resulting “match-bits” are sent to a match detector to determine
whether the two addresses match. Below, we describe each of these components in
more detail and provide experimental evidence of their operation.

The local receiver optical address is produced from the slot-marker synchronization
pulse using passive bulk optics as shown in Figure 5-11. The use of the slot-marker
pulse in generating the local address accomplishes two tasks. First, it guarantees syn-
chronization with the incoming packet, so no additional circuitry or variable optical
delays are required to synchronize the local address with the incoming slot address.
As such, it is well suited for networks with diverse packet routes and variable-length
packets. Second, since the slot-marker synchronization pulse is produced locally at
the receiver, its polarization can be controlled. This is important, since both the
optical address generator and the address-comparison UNI are polarization sensitive.
The incoming pulse polarization is aligned at 45 degrees with respect to the axis of
the first PBS. Consequently, the pulse power is divided evenly into two pulses at the
reflection and transmission ports of the PBS. These pulses then pass through quarter-
wave plates to produce a circular polarization which causes each pulse to be equally

divided (into 4 total pulses) among the outputs of the second and third PBSs. The
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Figure 5-12: Experimental trace of a 4-bit PPM local address, [1001]. The address
rate is 12.5 Gbit/s. The PPM delay is set to 4.4 ps, or one-half of the bit-period at
the aggregate media rate of 112.5 Gbit/s.

four pulses then reflect off separate mirrors and pass back through the PBS. A second
pass through the quarter-wave plate then aligns the polarization such that the four
pulses are directed to the output port of the first PBS.

The four mirror-delay paths are adjusted to produce four pulses, each separated by
one bit-period, at the output of the address generator. These delays can be adjusted
to provide the PPM delay on any of the paths, enabling any 4-bit optical address to
be produced. Note that while this mechanical design is inherently slow, it is likely
that the address could be changed on a fast enough time-scale to perform necessary
network functions, such as updating a routing table in an optical packet router. It
could also potentially be integrated as a planar lightwave circuit with temperature-

controlled delays. Figure 5-12 shows an experimental 4-bit address of [1001] produced
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from a slot-marker synchronization pulse by the address generator. In this case, the
address bit rate is 12.5 Gbit/s and the PPM delay is 4.4 ps.

Once the receiver address recognition unit is synchronized and a local address is
generated, the local address must be compared to the incoming slot address. Multi-
ple techniques have been demonstrated for optical address comparison in an optical
transceiver. For example, a network address can be compared to a local address
using an optical AND gate [5.21, 5.26]. This technique is particularly attractive
for implementation using ultrafast optical logic since it does not require the use of
exclusive-OR (XOR) logic, which is difficult to achieve. Instead, bits from the two ad-
dresses are compared using an AND gate and the address space is limited to keywords
that are distinguishable using this comparison method. In this addressing scheme,
the addresses are restricted such that an N-bit address has exactly N/2 ones and
N/2 zeros. This limitation reduces the efficiency of the address coding (i.e., for an
N-bit address, fewer than 2" codewords are available). Improved address-matching
performance can be obtained by further restricting the address space to increase the
minimum distance between address codewords, but this reduces the efficiency even
further [5.27].

Optimal efficiency in address coding is only obtained by bitwise comparison using
XOR logic. In this case, the match signal for a network address and a local address,

represented by the binary digits {n;} and {l;}, respectively, is given by

M=]meL (5.1)
=1

where ® represents the exclusive-OR operation. Figure 5-13 shows two possible meth-
ods for comparing an incoming network address in a slot to a local receiver address.
In the first method, the two 4-bit addresses arrive via two parallel buses. Each bit of
the network address is compared to the local address using an XOR gate. The match
signal is generated using a 4-input AND gate on the outputs of the XOR gates.
This circuit, while simple to implement in electronics where large-scale integration

is possible, is difficult to implement using ultrafast optical logic due to the number
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Figure 5-13: Two techniques for detecting a 4-bit address match. In the parallel
comparator, a), four 2-input XOR gates and one 4-input AND gate are required. In
b), the process is serialized, requiring a single 2-input XOR gate and two 2-input
AND gates.

of components involved. An N-bit address would require N XOR gates. Addition-
ally, since most optical logic demonstrated to date has only two inputs, the N-input
AND gate required would have to be constructed from N — 1 dual-input AND gates.
Using current optical logic technologies, implementing even a 4-bit address would be
difficult. By contrast, the second technique shown is much more attractive due to
the serial nature of the optical address in the slotted OTDM system. In this case,
an XOR gate compares the serial network and local address. The four serial match
bits at the output of the XOR are then combined using two dual-input AND gates to
produce the match signal.! This technique requires a total of three dual-input gates
operating at the aggregate address rate in order to perform the 4-bit address com-
parison. Additionally, the technique scales well to higher address spaces— an N-bit

address requires one dual-input XOR gate and log, N dual-input AND gates.

1The serial AND gate comparison technique presented here was designed by R. Magliocco, MIT
Lincoln Laboratory.
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Several experimental demonstrations of ultrafast dual-input XOR functionality
at rates up to 100 Gbit/s have been carried out using fiber-based switches, such
as the nonlinear optical loop mirror [5.28, 5.29]. This XOR gate has been used
for header recognition in an all-optical packet-switched OTDM receiver node [5.30].
Additionally, we have verified the fidelity of the XOR operation in dual-input fiber-
based switches via bit-error rate testing at rates up to 50 Gbit/s of the output of the
XOR operation on two fully-loaded pseudo-random binary sequences performed with
a folded ultrafast nonlinear interferometer (FUNI) [5.31]. However, these switches are
not very compact due to the long lengths of fiber required. XOR functionality has
also been demonstrated in semiconductor-based switches. A Sagnac interferometer
with a semiconductor optical amplifier was used as an XOR gate in a recirculating
configuration to generate long pseudo-random binary sequences at 1 Gbit/s [5.32].
Symmetric Mach-Zehnder and UNI XOR gates have been demonstrated at rates as
high as 20 Gbit/s [5.33, 5.34]. However, these semiconductor-based XOR gates are
inherently limited to operational speeds where the bit-period is less than the recovery
time for carrier density changes in the SOA due to the imbalanced nature of the
XOR configuration. Recently, a balanced XOR interferometer configuration which
has potential for operating at much higher rates has been proposed [5.35]. However,
the pattern-independent operation of this switch has not yet been experimentally
verified.

The use of the PPM data format allows binary XOR functionality to be obtained
using an AND gate, such as the UNI. In this case, the two PPM-formatted optical
data signals are used as the control and signal inputs to the UNI. If the UNI has a
switching window that is less than the PPM delay, then a pulse at the signal input
will propagate to the output only when it arrives at the same time as a pulse on the
control input. Due to PPM data format, this scenario only arises when the signal
and control inputs are both a logical zero, or when both inputs are a logical one. If a
pulse at the output of the gate represents a one, then the gate computes the logical
inverse of the XOR of the signal and control inputs. Traditional XOR operation can

also be obtained by adjusting the bias of the UNI to perform the AND of the signal
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Figure 5-14: Experimental setup for demonstrating address matching functionality
using PPM XOR in a UNI at 12.5 Gbit/s. MLFL: Mode-locked fiber laser; BPF:
Bandpass filter; ODL: Optical delay line; PPG: Pulse-pattern generator; DSO: Digital
sampling oscilloscope.

and the inverse of the control inputs.

We have demonstrated the use of PPM XOR to perform all-optical address com-
parison of two complementary 3-bit addresses at 12.5 Gbit/s using the experimental
setup shown in Figure 5-14. The control and signal inputs to the UNI are provided
by two synchronized 12.5-GHz mode-locked fiber lasers producing 2.5 ps pulses at
1550 nm and 1545 nm, respectively. The outputs of these lasers are coupled together
using a 50/50 optical tap coupler. In this experiment, we use the UNI to compare
two 3-bit addresses, A = [101] and B = [010]. The pattern generator produces a re-
peating stream of the two addresses, [ AABBABAB], which is modulated onto the two
streams of optical pulses at 12.5 Gbit/s. The modulator produces PPM-formatted
data with a PPM delay of 20 ps. After the modulator, the two pulse streams are
separated using a 50/50 coupler and two bandpass filters. The control data stream
is delayed by five addresses (1.2 ns at 12.5 Gbit/s) relative to the signal stream in
order to decorrelate the two inputs to the switch. The UNI has a switching window
duration of 16 ps. Since this is less than the PPM delay in the modulated data, the
UNI computes the logical XOR of the two input streams.

The output of the UNI is detected using a 30-GHz photodiode and displayed on

a digital sampling oscilloscope. These waveforms are shown in Figure 5-15. In this
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Figure 5-15: Waveforms from all-optical address matching demonstration at 12.5
Gbit/s. The control and signal inputs to the UNI each consist of a repeating stream
of 3-bit complementary binary PPM addresses, A and B, where A = [101] and B =
[010]. A 20-ps PPM delay is used. When the addresses on the inputs match, the
NOT XOR output of the UNI produces three match bits. When they do not match,
no match bits are produced.
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experiment, all possible combinations of binary inputs to the switch are tested. Good
performance is obtained in all cases. The amplitude patterning at the output of the
switch is primarily due to imperfect modulation at the input. The NOT XOR output
provides a pulse when the two input address bits match. Because of the orthogonal
nature of the addresses used in this experiment, three match pulses are obtained
when the control and signal addresses match and no match pulses are observed when
the addresses differ. In this case, a simple match detection scheme consisting of an
integrator (e.g., a slow detector) and a thresholder can be used to determine whether
or not the addresses match. For non-orthogonal addresses, the serial AND gate
scheme discussed above can be used for this purpose.

Address comparison functionality has also been tested using the full address pro-
cessor setup shown in Figure 5-10 together with the head-end and transmitter de-
scribed above at aggregate media rates of 50 Gbit/s [5.12] and 112.5 Gbit/s [5.14]. In
the 112.5-Gbit/s experiment, the head-end distributed a global clock of 2.5-ps pulses
at repetition rate of 12.5 GHz. The slot duration was fixed at 100 ns for a slot rate
of 10 MHz. The transmitter modulated a 9-bit repeating data pattern of [100101101]
at 12.5 Gbit/s onto the tapped portion of the global clock pulses. The modulated
data pulses were then multiplexed to a data rate of 100 Gbit/s and interleaved with
the global clock pulses on the network bus to create an aggregate media rate of 112.5
Gbit/s. Each slot contains 1,250 data bits at 12.5 Gbit/s (or, 10,000 data bits at
100 Gbit/s). Thus, each slot contains 138 copies of the 9-bit data pattern, with eight
remaining bits at the end of each slot. Therefore, in each consecutive slot, the 9-bit
pattern is shifted by 1 bit. In this manner, 9 different slots with 7 distinct 4-bit
addresses ([1001], [1100], [0110], [1011], [1101], [0101], and [0010]) are created.

The receiver node synchronizes to the global clock as discussed above. The slot-
marker pulse produced by the synchronizer is used to generate a 12.5-Gbit/s PPM
local receiver address of [1001]. This address is then compared to the incoming slot
address using a UNI with a 2.5-ps switching window duration. The locally generated
address is used as the signal input and the incoming 112.5 Gbit/s network slot is

used as the control input. This configuration is necessary to ensure that the SOA in
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the UNI remains in saturation. The locally-generated address has a low duty cycle
consisting of 4 pulses at the beginning of every 100 ns slot. If this were used as the
control input on the UNI, the SOA gain would recover between addresses, leading to
unpredictable performance. By contrast, even an empty slot on the network bus has
a 12.5 GHz stream of clock pulses which serve to keep the SOA saturated. At the
input to the UNI, the signal pulse energy is 1 {J and the control pulse energy is 19 £J.
The results of the address comparison for the seven distinct slot addresses are shown
in Figure 5-16. The extinction ratio in all cases was 6.4 dB or better.

The XOR output from the UNI is treated as OOK-formatted data. Thus, the
presence of a pulse within a bit-period represents a bit match in the address compar-
ison, while the absence of a pulse represents a bit mismatch. Note that the timing
of the match pulse within the bit period is not fixed, however, due to the use of
PPM-formatted data at the input to the UNI. Thus, a pulse representing a match
between two zero-bits arrives at a different time within the bit-period than a pulse
representing a match between two one-bits. It is important to consider the effect
of this timing variation in subsequent processing elements, such as the serial AND
operation in the address comparator.

In the slotted OTDM address comparison experiment discussed above, the effect
of this timing variation will likely be small due to the fact that the PPM delay (4.4
ps) is a small fraction of the address bit-period (80 ps at 12.5 Gbit/s). Figure 5-17
illustrates this point by comparing simulated eye diagrams after direct-detection and
filtering in an electronic receiver for the case of standard OOK-formatted and OOK
data with PPM delays. The eye diagrams are simulated using a 12.5-Gbit/s PRBS
data pattern of length 27 —1 which is intensity modulated on a stream of 2.5-ps optical
pulses. The extinction ratio of the modulator is set to 6.5 dB for comparison with the
output from the UNI in the address comparison experiment. To simulate the PPM-
formatted data at the detector input, a delay of 4.4 ps is randomly added to half of
the data pulses. After detection, a fifth-order Bessel low-pass filter with a 3-dB cutoff
of 7.5 GHz is used to model electronic filtering in the receiver. Noise sources are not

included in the simulation. However, both signal-dependent and signal-independent
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Figure 5-16: Experimental waveforms at output of address-comparison UNI operating
at an address rate of 12.5 Gbit/s with an aggregate media rate of 112.5 Gbit/s. The
network addresses are compared with a local receiver address of [1001]. The waveforms
are measured on a digital sampling oscilloscope with a 30-GHz photodiode.
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Figure 5-17: Simulated 12.5 Gbit/s receiver eye diagrams at output of address com-
parison XOR gate after direct-detection and filtering for a) OOK and b) PPM data
formats.

noise terms can be added to the present simulation in order to calculate the signal-
to-noise ratio or bit-error rate at the receiver (see, for example [5.36, 5.37]). As seen
in the simulation results, the addition of a 4.4 ps time delay does not significantly
degrade the opening of the eye at the optimum sampling point. The temporal width
of the eye is reduced by the PPM time delay, however, and greater sensitivity to clock

jitter in the receiver is expected.

5.6.3 Rate Conversion

Since OTDM networks operate at aggregate data rates which are much higher than
electronic processing speeds, optical rate conversion is essential in OTDM receiver
nodes. In a bit-interleaved OTDM network, rate conversion is achieved using an op-
tical demultiplexer which selects one particular channel from the several temporally-
interleaved channels on the network bus. In contrast to this, in a slotted OTDM
network, all of the serial data in an incoming slot must be converted down to elec-
tronic rates.

Figure 5-18 illustrates two techniques for rate converting a slot from the aggregate
network data rate of R Gbit/s down to the electronics processing rate of R/N Gbit/s.
The first is a serial-to-serial technique where the incoming (serial) slot data is directly

converted into a single serial data stream at the lower data rate. With this technique,
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Figure 5-18: Techniques for optical rate conversion of OTDM slots: a) serial-to-serial
conversion, b) serial-to-parallel conversion.
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the incoming slot is loaded into an optical loop memory. As the slot propagates
around the memory, the data pulses are optically sampled at a rate of R/N GHz
using an optical AND gate. The sampled pulses are then detected and stored in an
electronic buffer. On each pass through the memory, successive streams of optical
bits in the slot are sampled. After N passes, the slot is completely converted and
serially stored in the electronic buffer. Thus, the total time required for conversion
of the slot is equal to N times the duration of the slot. If a second slot arrives
at the receiver during this conversion time, it must be loaded into a second optical
buffer for conversion. Hence, the optical buffer depth may limit the peak rate at
which the receiver can accept slots using this configuration. Recently, several optical
memory-based rate convertors have been proposed and demonstrated [5.6, 5.38, 5.39].

The second rate conversion technique shown in Figure 5-18 is a serial-to-parallel
scheme where the incoming slot at the aggregate network data rate, R, is treated as
N bit-interleaved slots, each with a data rate of R/N Gbit/s. Each of these slots is
separated from the others using NV optical demultiplexers. The demultiplexed optical
data is then detected and stored in N parallel electronic buffers. In contrast to the
serial rate conversion technique, this converts the entire slot to electronic data rates
within duration of the slot. Therefore no optical buffering is required and the peak
rate at which slots can be accepted by the node is limited only by the electronic buffer
depth. However, N demultiplexers are required in order to rate convert a slot.

In this work, we focus on the serial-to-parallel technique. We demonstrate two
techniques for demultiplexing OTDM PPM data and converting it to a OOK format
for detection at 80 Gbit/s using the UNI [5.40, 5.41]. Note that with the parallel
rate-conversion technique, even low-bandwidth receivers on the network must have
an optical front-end that is capable of receiving data at the full aggregate data rate.
While this may seem to be an inefficient use of resources, we demonstrate below
a multiple-wavelength demultiplexer that can simultaneously demultiplex multiple
OTDM channels with a single all-optical logic gate [5.42]. This greatly simplifies
the OTDM receiver architecture. Note that these experiments were not performed

using the slotted OTDM architecture described above. Instead, the demultiplexing
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was done on continuous streams of OTDM data, rather than actual slots with data
cells interleaved between clock pulses. However, the techniques demonstrated here
are readily applicable to the slotted OTDM receiver using the rate-conversion archi-
tectures discussed above.

Figure 5-19 shows the experimental setup for demultiplexing of an 80-Gbit/s
stream of PPM data using the standard demultiplexing configuration for the UNL
In this setup, the data at the aggregate OTDM rate of N - 10 Gbit/s is used as the
signal input to the UNI. Control pulses at a repetition rate of 10 GHz gate the incom-
ing signal data, routing every N-th pulse to the output of the switch. Pulses from
a mode-locked fiber laser (MLFL) producing a 10-GHz stream of transform-limited
2-ps pulses at 1550 nm are modulated with a 10-Gbit/s PPM data pattern consisting
of 231 — 1 bits. The PPM delay is set to 6.25 ps. These pulses are then passively
multiplexed to rates of 10, 20, 40, or 80 Gbit/s using a free-space multiplexer with
multiple-bit delays between the tributaries. The output of the multiplexer provides
the signal input to the UNI. A second MLFL producing a 10-GHz stream of 2-ps
pulses at 1545 nm is used as the control input to the UNI. A dithering phase-locked
loop (DPLL) maintains the bit-phase alignment between the control and signal pulses.
The DPLL applies a 1-kHz phase modulation to the RF synthesizer driving the con-
trol MLFL. The temporal shape of the UNI switching window converts the 1-kHz
bit-phase modulation to an amplitude modulation at the output of the UNI. The
DPLL adjusts the DC signal into the phase modulator to minimize the 1-kHz tone
at the output, therby aligning the signal pulses to the maximum transmission point
of the switching window. The commercially-available SOA (Alcatel 1901) used in
the experiment is a 1-mm-long InGaAsP device. The SOA bias current is 150 mA,
providing a small-signal fiber-to-fiber gain of 28 dB at 1550 nm.

The UNI in this experiment has a switching window duration of 5 ps. Because
the switching window duration is less than the PPM delay, the control pulses may be
temporally aligned to gate exclusively the one-bits in the overlapped channel of the
aggregate OTDM data. In this manner, the demultiplexer converts the demultiplexed
channel modulation format to 10-Gbit/s OOK, as illustrated in Figure 5-19. This
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Figure 5-19: Demultiplexing of OTDM PPM data at rates up to 80 Gbit /s with the
aggregate data input to the signal port of the UNI. The experimental setup is shown in
a). MLFL: Mode-locked fiber laser. PPM: Pulse-position modulator. DPLL: Dither-
ing phase-locked loop; MUX: OTDM passive multiplexer; PRBS: Pseudo-random
binary sequence. In b), an illustration of the switch operation at 40 Gbit/s is pro-
vided. Each control pulse opens a switching window for the signal path. Only signal
pulses that are coincident with a switching window pass to the output of the switch.
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Figure 5-20: Bit-error-rate performance for demultiplexing from aggregate PPM data
rates of 10, 20, 40 and 80 Gbit/s on signal input to UNIL.

allows bit-error rate (BER) testing at the output of the switch with a standard OOK
receiver. A longer switching window could be used to maintain the PPM format.
The results of BER tests performed at the attenuated output of the switch using a
10-Gbit /s OOK optically preamplified receiver are shown in Figure 5-20. The baseline
is measured using the OOK data directly from one of the arms in the PPM modulator.
The control pulse and signal pulse energies in the demultiplexing experiments were
maintained at 500 fJ and 12.5 fJ, respectively. For aggregate PPM data rates up to
40 Gbit/s, a maximum power penalty of 1.2 dB at a BER of 10~° is observed. This
penalty is largely due to the wavelength selectivity of the receiver, imperfect contrast
of the demultiplexer and increased saturation of the SOA as the signal data rate is
increased. At 80 Gbit/s, a power penalty of 3 dB is observed. We believe that this

power penalty is a result of intersymbol interference (ISI). This effect is discussed in
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more detail below.

Demultiplexing of PPM data may also be performed in a configuration where the
aggregate OTDM data is input to the control port of the UNI demultiplexer as illus-
trated in Figure 5-21. In this configuration, the UNI acts as a wavelength converter,
converting every N-th control pulse to the signal wavelength. This configuration is
generally avoided in semiconductor-based demultiplexers because data modulation on
the control input leads to severe gain saturation effects in the switch at high data
rates. The use of the PPM data format reduces these effects, making switching at
high data rates practical with modulated data on the control input. Here we demon-
strate demultiplexing in this manner from aggregate data rates as high as 80 Gbit/s.
As in the previous demonstration, signal and control pulses are provided at 10-GHz
repetition rates by two MLFLs producing 2-ps pulses at 1550 nm and 1545 nm, re-
spectively. The control pulses are modulated with a PPM data pattern using a 6.25 ps
PPM delay. To demonstrate the pattern-independent operation of the switch, a long
data pattern of length 23! — 1 is used. The PPM data is then passively multiplexed
to rates of 10, 20, 40, and 80 Gbit/s, and input to the control port of the UNIL. As in
the first demonstration, the UNI switching window duration of 5 ps provides a format
conversion from PPM to OOK at the output of the UNI. In this setup, maintaining
the PPM data format at the output of the switch would require splitting each signal
pulse into two pulses separated by the PPM offset.

The results of BER tests at the output of this demultiplexer are shown in Figure
5-22. Error free operation (BER < 107°) is obtained for all aggregate data rates
with control and signal pulses energies of 25 fJ and 12.5 {J, respectively. Because the
signal pulses are at the demultiplexed rate, the contrast ratio of the demultiplexer
between signal pulses is not as important in this experiment. Thus, good performance
is obtained with significantly reduced control pulse energies. For aggregate control
pulse data rates of up to 40 Gbit/s, a small power penalty of < 0.5 dB from baseline is
observed. Since the data pulses on the control input are not temporally separated in
the UNI, the intersymbol interference observed in the first demultiplexing experiment

is not present in this experiment. At 80 Gbit/s the observed power penalty of 2 dB is
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Figure 5-21: Demultiplexing of OTDM PPM data at rates up to 80 Gbit/s with the ag-
gregate data input to the control port of the UNI. The experimental setup is shown in
a). MLFL: Mode-locked fiber laser. PPM: Pulse-position modulator. DPLL: Dither-
ing phase-locked loop; MUX: OTDM passive multiplexer; PRBS: Pseudo-random
binary sequence. In b), an illustration of the switch operation at 40 Gbit/s is pro-
vided. Each control pulse opens a switching window for the signal path. Only signal
pulses that are coincident with a switching window pass to the output of the switch.

196



10 Gbit/s Baseline

o 5 ®
n O 10 Gbit/s
v v 20 Gbit/s
i . v 40 Gbit/s
5r O m 80 Gbit/s 7
o ¥ .
e
g °r *y |
< | |
o
2
b °y n 1
X |
8+ |
[
¥
O — — — — = = - - — — - — — - — — — — | IR~
v
10 1 1 L 1 i g v 1 . 1

-42  -41 -40 -39 -38 =37 -36 -35 -34 -33 =32
Receiver Power (dBm)

Figure 5-22: Bit-error-rate performance for demultiplexing from aggregate PPM data
rates of 10, 20, 40, and 80 Gbit/s on control input to UNI.
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Figure 5-23: Origin of intersymbol interference in demultiplexing of 80-Gbit/s PPM
data using a UNI with 5-ps signal pulse separation. The filled pulses represent the
signal input to the UNI while the unfilled pulses represent the control input.

thought to be a result of the increased saturation of the SOA due to the high average
power of the control pulses.

The large power penalty of 3 dB observed at 80 Gbit/s in Figure 5-20 when the
aggregate data is on the signal input to the UNI, as shown in Figure 5-19 a), is
due to ISI. This interfence is a consequence of the PPM data format in the UNI as
shown in Figure 5-23. ISI arises due to the fact that, as discussed in Chapter 3,
signal pulses in the UNI are split by the birefringent fiber into orthogonally polarized
pairs, temporally separated by 5 ps. Because of the PPM data format, pulses in the
data stream may be separated by as little as 6.25 ps. Thus, adjacent pulse overlap
may occur in the UNI leading to the observed ISI. This effect may be mitigated by
reducing the length of birefringent fiber in the UNI, thereby reducing the temporal
separation of the signal pulse pairs in the SOA. Note that this effect does not occur
when demultiplexing is performed with the modulated data on the control input to
the UNIL In this case, the PPM-modulated data pulses are not split in the UNI, so
overlap between neighboring pulses is non-existent.

These two PPM demultiplexing demonstrations show that significant performance
gain can be obtained by using a wavelength-converting demultiplexing configuration
where the aggregate data is used as the control input to the ultrafast switch and

a lower-rate clock is used as the signal input. This configuration also offers the
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Figure 5-24: Schematic for slotted OTDM rate conversion utilizing multiple wave-
length demultiplexing in a single UNI. WDM: Wavelength-division multiplexer.

possibility of simplifying the rate-conversion process by simultaneously demultiplex-
ing multiple OTDM channels using a single all-optical demultiplexer together with
standard wavelength-demultiplexing techniques. Figure 5-24 shows a schematic of
a rate converter utilizing multiple-wavelength demultiplexing in a single UNI [5.42].
In this configuration, the local clock source generates N optical clocks with repe-
tition rate R/N at N distinct wavelengths. These clocks are then combined and
time-interleaved using a wavelength-division multiplexer (WDM). Several multiple-
wavelength clock sources which may be useful in this application have been recently
demonstrated [5.43, 5.44]. Alternatively, a chirped supercontinuum pulse may be used
instead of N distinct clock pulses (see, for example [5.45]). This multiple-wavelength
OTDM clock is used as the signal input to the UNI. The network data at the aggre-
gate rate of R Gbit/s provides the control input to the UNL The multiple-wavelength
signal pulses are each aligned with a distinct sub-rate channel within the control

data stream, similar to the serial-to-parallel rate conversion technique. The UNI then
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Figure 5-25: Schematic of experimental setup for multiple-wavelength demultiplexing
of 20-Gbit/s aggregate data on control input of UNI. MLFL: Mode-locked fiber laser;
PPM: Pulse-position modulator; ODL: Optical delay line; MUX: OTDM passive
multiplexer; PRBS: Pseudo-random binary sequence.

acts as a wavelength converter, converting each channel of the control data into the
wavelength of the overlapped signal pulse. The signal pulses are then separated at
the output of the UNI using a second WDM to provide the N demultiplexed parallel
channels.

Previously, multiple-channel demultiplexing has been demonstrated using cross-
phase modulation-induced chirp compensation in fiber [5.46, 5.47] and four-wave mix-
ing in fiber [5.45] and semiconductor optical amplifiers [5.48]. Multiple-channel inter-
ferometric demultiplexing has been limited to fiber-based switches such as the non-
linear loop mirror [5.49] due to the pattern-dependent gain saturation effects which
degrade performance in SOA-based interferometers when the control input is mod-
ulated. However, SOA-based interferometers can have significant advantages over
alternative demultiplexers in terms of size and required switching energies. Here, we
report on multiple-channel demultiplexing experiments using the UNI [5.42].

Figure 5-25 shows a schematic of the experimental setup for multiple-wavelength
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demultiplexing using the UNL In this demonstration, an aggregate network data
rate of 20 Gbit/s is demultiplexed into two 10-Gbit/s streams. The control pulse
source is a mode-locked fiber laser producing a 10-GHz stream of 2-ps pulses at 1545
nm. These pulses are pulse-position modulated with a 10-Gbit/s pseudo-random
bit sequence of length 2%* — 1. The PPM delay in this experiment is 6.25 ps. We
optically multiplex the modulated pulses to create a 20-Gbit/s OTDM data stream.
Two additional mode-locked fiber lasers producing 10-GHz streams of 2-ps pulses at
1550 nm and 1552 nm provide the signal pulse sources. A 50/50 coupler combines
the two streams of signal pulses. No clock recovery is performed in this experiment.
Instead, a single 10 GHz synthesizer provides a frequency reference to each of the fiber
lasers and the receiver. Optical time delays on the signal pulse sources are used to
temporally interleave the two signal pulse streams and overlap the signal pulses with
the corresponding control pulse streams. The UNI has a switching window duration
of 5 ps. As in the previous experiment, since the switching window duration in the
UNI is less than the PPM delay, the demultiplexer converts the data format from
PPM to OOK. At the output of the UNI, the two signal wavelengths are separated
using a 50/50 coupler together with two bandpass filters. These two outputs are then
sent to a 10-Gbit/s optically preamplified OOK receiver for BER analysis.

Figure 5-26 shows the results of the BER tests for multiple wavelength operation.
In each of these experiments, the individual signal powers at the input of the UNI are
—5 dBm, corresponding to a pulse energy of 31 fJ. The control stream average power
is 0 dBm, corresponding to a switching energy of 50 fJ. The baseline is measured
using the OOK-formatted data at 1545 nm obtained from one arm of the PPM mod-
ulator. The unfilled points represent the BER performance of the switch when only
a single wavelength is used for demultiplexing while the filled points show the BER
performance when both signal wavelengths are used for simultaneous demultiplexing.
The maximum observed power penalty for a BER of 107 was 1.5 dB. This is likely
due to the increased saturation of the SOA in the multiple-wavelength experiment
and the wavelength-sensitivity of the receiver.

Assuming that multiple-wavelength clock sources are available, the multiple chan-

201



4 f t T T T T 1 T
g e Baseline
L4 o 1550 only
¥ vy 1552 only
. ¥ v 1550, Multi-A
St ¥ w1552, Multi-A |7
~ L4 %
P "1
e ®
g0 A4
TO7F ¥ .
@
s
8“ . -
\vé
N
9 — = === — == - o — g —————————————
10 1 1 H I i Q 1 i i

~42 —41 ~40 -39 -38 =37 -36 -35 -34 -33 =32
Receiver Power (dBm)

Figure 5-26: Bit-error rate test results at UNI output for multiple-wavelength demul-
tiplexing of a 20-Gbit/s OTDM signal. The solid symbols represent single-wavelength
operation and the open symbols represent multiple wavelength operation.

nel demultiplexing technique presented here can significantly reduce the complexity of
a slotted OTDM rate converter. However, it is worth considering the spectral require-
ments of these multiple-channel demultiplexing techniques. Let Rp and Rg denote
the optical and electronic processing rates (Ro is equal to the aggregate network data
rate, R). The number of optical clock wavelengths required is N = Ro/Rg. Since
each of the optical clock pulses must have a duration shorter than the bit-period
at the aggregate network data rate, the bandwidth of each optical clock is propor-
tional to Ro = NRg. Thus, the total optical bandwidth required by the multiple
wavelength optical clock is proportional to N?Rg = R%/Rgp. If the electronic and
optical processing rates scale at the same rate, then the required bandwidth for the

multiple-wavelength demultiplexer is directly proportional to the optical processing
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rate. However, in recent years, the optical data rate has been increasing at a rate much
faster than the electronic processing rates. In this situation, the optical bandwidth of
the multiple-wavelength demultiplexer increases at a rate proportional to the square
of the optical data rate. Thus, this is not a very scalable solution at high optical data
rates. In these cases, a hybrid combination of standard serial-to-parallel rate conver-
sion together with multiple-wavelength demultiplexing would likely be employed for

slotted OTDM rate conversion.

5.7 Conclusions

In summary, we have presented a functional optical interface for an ultrahigh-speed
multi-access slotted OTDM network, such as HLAN. We have demonstrated network
operation at aggregate media rates as high as 112.5 Gbit/s. Simplfied head-end and
transmitter designs have been used to simulate fully-loaded slots on the network and
fully test receiver operation. In the receiver, we have demonstrated the essential
functions of synchronization, optical header processing, and optical rate conversion
using as few as three semiconductor-based optical logic gates. The synchronization
technique that we have employed is resistant to transmission impairments such as
group velocity dispersion and polarization-mode dispersion. While we have used
fixed-length slots in this work, the slot-synchronization technique can also be used in
a network with variable length packets. We have also demonstrated a novel optical
address comparison technique. We have demonstrated XOR logic functionality for
address comparison using a single optical AND gate with a PPM-formatted optical
header. The use of the PPM data format also reduces patterning effects in SOA-based
switches and makes possible a unique wavelength-converting demultiplexing operation
where the aggregate data stream is used as the control input to the optical switch.
We have demonstrated demultiplexing in this manner at aggregate rates up to 80
Gbit/s. With this configuration, multiple wavelengths can be used to simultaneously
demultiplex the aggregate data rate signal into several lower rate signals using a single

optical switch. We have demonstrated simultaneous demultiplexing of a 20-Gbit/s
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aggregate signal into two 10-Gbit/s signals using this technique.

It should be noted that the receiver design presented here is largely insensitive to
the polarization of the incoming network data. The semiconductor optical amplifiers
used in the UNI data processors in the receiver are bulk active region devices. Lattice
strain in the active region is used to achieve approximately equal gain for both TE
and TM modes. Less than 1-dB polarization sensitivity was observed in the devices
used in these experiments. Consequently, the operation of the UNI devices is fairly
insensitive to the polarization of the control input. The network data is used as the
control input for both the slot-synchronization and the address-comparison UNIs. As
we have shown, the use of the PPM data format also allows the network data to be
used as the control input to the rate-conversion UNI, making the entire optical front-
end insensitive to the incoming network signal polarization. The UNI is sensitive to
the polarization of the signal input. This polarization must be aligned at 45 degrees
relative to the birefringent axes of the polarization maintaining fiber at the input to
the UNI. However, since the signal inputs to the UNI devices in the receiver are all
generated locally, their polarization can be easily controlled within the receiver using
polarization maintaining fiber.

Finally, we note that the network architecture presented in this work is readily
scalable, both in number of users and data rate. The address-processing scheme
that we have demonstrated enables maximum efficiency in address coding, providing
2N possible addresses with N address bits. Moreover, the number of logic gates
required for address comparison scales efficiently as log, N. This sub-linear scaling is
especially well-suited for all-optical header processing since technology for integration
of multiple optical logic gates is only beginning to develop. Of course, scaling the
number of users on the network also requires increases in available network bandwidth
in order to satisfy peak demands. We have presented experimental demonstrations
at media rates as high as 112.5 Gbit/s. However, much higher rates are possible with
this network design. The optical front-end design that we have presented ensures
that required electronic serial data rates in the receiver are limited to 12.5 Gbit/s

for buffering of rate-converted data and several hundred Mbit/s for MAC protocol
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implementation. Thus, peak network media rates are only limited by the optical

switching technology. Using the UNI switching technology presented in this work,

we have experimentally observed switching windows with durations as short as 2.5

ps. This should enable network operation at aggregate rates as high as 200 Gbit/s.

Scaling to higher rates will require optical pulses shorter than than the 2-ps pulses

used here.
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Chapter 6

Conclusion

The primary goal of the work presented in this dissertation was to investigate the
utility of semiconductor-based all-optical switching for applications in future slotted
optical networks operating at data rates which exceed electronic processing speeds.
Our comprehensive study began with the development of a detailed model of the sat-
uration dynamics in a semiconductor optical amplifier (SOA) and progressed through
the demonstration of a fully functional optical front-end for a receiver in a slotted
optical time-division multiplexed (OTDM) network. In this chapter, we review the
primary contributions of this work. We conclude with a brief discussion of a few
of the possible applications for semiconductor-based all-optical switches in future

packet-switched optical networks.

6.1 Summary of Contributions

We have developed a detailed numerical model for the dynamic gain and index satura-
tion in an SOA for the purpose of evaluating the performance of SOA-based all-optical
switches. In order to assess the effects of counterpropagating pulses in an optical
switch, we carefully model the longitudinal saturation effects in the SOA. The model
includes an accurate description of the dynamics of the carrier distributions in the
conduction and valence bands in the semiconductor. In contrast to many of the dy-

namic SOA models which have been previously reported, the model developed in this
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work does not attempt to describe these dynamics in terms of statistical parameters,
such as the carrier temperatures in the bands. Rather, the dynamic state of the SOA
is represented using physical parameters such as the carrier density and the carrier
energy densities in the bands. We present a technique for inverting the Fermi-Dirac
integrals which describe the carrier density and the carrier energy density to obtain
the quasi-Fermi energies and carrier temperatures for the bands. These statistical
parameters can then be used to evaluate the SOA gain and refractive index. Such a
description provides an accurate model of the frequency-dependent effects of carrier
density saturation and carrier heating in the SOA. This is particularly important for
optical switching applications where the various optical signals in the switch may
have different carrier wavelengths. We have validated the qualitative accuracy of this
model by performing a high repetition rate pump-probe analysis on a commercial
SOA.

We have described various techniques for utilizing semiconductor optical ampli-
fiers to construct interferometric optical switches. Balanced interferometers may be
used to mitigate the effects of long-lived refractive index changes in the SOA, enabling
switching at rates which exceed the recovery rate for carrier density changes in the
SOA. We have presented three semiconductor-based balanced fiber interferometers
which are commonly used for ultrafast all-optical switching. These switches differ
primarily in the relative directions of propagation for the signal and control pulses.
We have used our SOA model to evaluate the switching dynamicé of these different
interferometer configurations. The fastest switching speeds are obtained using a co-
propagating geometry, such as the ultrafast nonlinear interferometer (UNI), where
the speed of the switching transients is determined primarily by the duration of the
control pulses. With the 2-ps optical pulses used in this work, switching windows
as short as 4.5 ps have been observed, enabling demultiplexing from aggregate data
rates as high as 200 Gbit/s. We have also investigated the performance of different
interferometer configurations for demultiplexing of 100-Gbit/s OTDM data streams.

The gain saturation dynamics of the semiconductor optical amplifier present the

greatest challenge to their wide application in optical networks. Changes in gain
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caused by fluctuations in the carrier density require several hundred picoseconds to
recover to their unsaturated state. This leads to pattern-dependent gain saturation for
intensity-modulated signals at data rates in excess of ~ 1 Gbit/s. We have developed
a statistical model based on Markov chains to evaluate the effect of pattern-dependent
gain saturation on the performance of an optical transmission system. The effects
of gain saturation are strongly dependent on signal characteristics such as data rate
and average power. In general, only small penalties are incurred if the transmitter
extinction ratio is infinite. A finite transmitter extinction ratio, however, leads to
significant power penalties when the signal bit period is comparable to the carrier
lifetime in the SOA.

We have proposed the use of pulse-position modulation (PPM) as a signal format
for high data rate OTDM networks. With PPM, the variation in the signal energy
over a time period comparable to the SOA lifetime is small. Thus, the effects of gain
saturation are greatly reduced with the PPM data format. The PPM data format
can also be time-division multiplexed to high data rates. We have demonstrated
straightforward techniques for creating binary PPM signals at OTDM data rates as
high as 112.5 Gbit/s. All-optical switching of PPM signals using intensity-dependent
nonlinearities in an SOA is also possible. We have demonstrated all-optical wave-
length conversion of PPM signals at 12.5 Gbit/s as well as all-optical demultiplexing
of PPM signals from aggregate data rates as high as 80 Gbit/s. While the use of
PPM reduces the bandwidth efficiency of an optical transmission system, this small
penalty may be outweighed by its potential benefits in terms of system performance
and its ability to enable the use of semiconductor optical amplifiers for a variety of
novel all-optical processing applications.

Finally, we have demonstrated the use of SOA-based switches in providing essen-
tial optical processing for a scalable slotted OTDM network based on the helical local
area network architecture. We have implemented reduced functionality head-end and
transmitter nodes and a fully functional receiver node operating at data rates as high
as 112.5 Gbit/s. The use of PPM as the network data format provides enhanced

functionality in the receiver node. In particular, we have demonstrated all-optical
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XOR functionality for address comparison using an ultrafast optical AND gate with
PPM data inputs. Moreover, we have demonstrated novel techniques techniques for
demultiplexing and format conversion of PPM data, including a multiple-wavelength
demultiplexing configuration which could be used for low-latency all-optical data rate

conversion in a receiver node.

6.2 Optical Packet Switching

The 100-Gbit/s HLAN networking technologies developed in this work are primarily
applicable to local area networks which have a small to moderate number of closely
located users. HLAN is a broadcast-and-select network where all of the transceivers
are interconnected via a single fiber bus. This type of network does not scale well
to large user populations, since all of the traffic must processed by all of the nodes.
Moreover, the helical bus may be impractical to implement for user populations which
are spread over large geographic areas. Networks which serve these types of popula-
tions are usually “switched” networks where all of the nodes are not simultaneously
connected. In a switched network, connections between particular nodes are only con-
structed as they become needed, leading to more efficient utilization of the network
resources.

Modern networks are primarily constructed of point-to-point optical transmission
links. Switching services are provided in electronics, before and after optical trans-
mission. New systems being deployed utilize circuit switching of wavelengths for
bandwidth provisioning in a WDM network. These systems provide many improve-
ments over static point-to-point links. However, the granularity of the bandwidth
provisioning in these networks is limited to the capacity of a single wavelength chan-
nel (e.g. 10-40 Gbit/s). Additionally, the time required for bandwidth provisioning in
these networks (i.e. the time required to establish a new connection between nodes) is
long compared to typical packet durations on the channels. Thus, packet-routing data
services are still provided in electronics. Electronic routers do not scale in capacity

as readily as WDM transmission systems. Consequently, in future optical networks,
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Figure 6-1: Schematic of a generalized optical packet switch.

packet-routing services may be provided in the optical domain [6.1]. Many of the
switching techniques studied in this work may be useful in enabling optical packet
routing.

Figure 6-1 shows a schematic of a generalized optical packet switch for a wave-
length division multiplexed network. N fibers, each of which carries K wavelengths,
enter and exit the switch. The switch consists of four primary functional blocks: the
input interface, the control unit, the switching matrix, and the output interface. The
input interface provides sychronization and buffering of the incoming data packets.
The control unit processes the headers of the incoming packets in order to provide
control signals to the switch matrix. The switch matrix forwards the packets to the
desired destination port. The output interface prepares the packets for transmission
to the next node, possibly replacing the optical header and/or providing optical signal
regeneration.

Many different architectures have been proposed for the implementation of an
all-optical packet switch (e.g. [6.1-6.3]). These architectures, while often providing
transparent routing of packet payloads, are typically designed to operate at WDM
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channel rates which are limited to electronic processing speeds. The immediate benefit
of using a slotted OTDM network architecture capable of operating at data rates
which exceed electronic processing speeds becomes clear when the scalability of such
a packet switch is considered. For example, in the packet switch shown in Figure
6-1, the switching matrix must be able to route packets from the N - K inputs to
any permutation of the N - K outputs (assuming that the switching matrix is non-
blocking). Thus, the switching matrix must have at least (IV - K)! states. If the
switching matrix is constructed using 2x2 unit cells, each switching cell has 2 possible
states. Thus, the minimum number of unit cells required to construct a matrix with

(N - K)! states is

Naxa = logy(N - K)!

N . K (6;1)
(V- K logy (V- K) - K

where the approximation is obtained using Stirling’s approximation and is valid for
large (IV - K). For a fixed transmission capacity per fiber, the number of wavelengths
on each fiber, K, is inversely proportional to the channel data rate. Considering the
first term on the right hand side of equation 6.1, we find that increasing the data rate
by a factor of M reduces the number of required switching elements by a factor of
M/(1—1log, M/logy(N-K)). For example, in a switch with 8 input and output fibers,
if the electronics data rate is 10 Gbit/s and the total transmission capacity on each
fiber is 1 Thit/s (100 channels), operating at an optical data rate of 100 Gbit/s reduces
the number of required switching elements by a factor of 20 compared to operating
the switch with electronic-rate channels. Note that the number of unit cells required
by Equation 6.1 is a necessary condition for constructing such the switching matrix.
It is not necessarily sufficient. In fact, the scaling of non-blocking switch matrix
architectures is often much worse than what is predicted by Equation 6.1, making
the necessity of operating at high channel rates even more apparent.

The optical processing technologies we have developed in this work have many

possible applications in an optical packet switch operating with channel data rates
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in excess of 100 Gbit/s [6.4]. For example, the optical address processing techniques
using the UNI which were described in Chapter 5 may be utilized to process op-
tical addresses at the aggregate channel data rate. Some justification for encoding
addresses at the aggregate data rate is required. Since the amount of information
contained in the optical header is small compared to the payload, this information
can potentially be encoded at a lower data rate (e.g. [6.1, 6.5]), enabling cost-effective
electronic processing of the headers. However, there are several drawbacks to imple-
menting the optical headers in this manner. There is a higher latency associated with
reading the header at the slower data rate. This can slow header processing times,
requiring optical buffering of the packets. If the slower data rate header is imple-
mented serially, the system efficiency is reduced due to the overhead associated with
the header transmission time. Encoding the headers serially at the line rate reduces
the latency in reading the headers, leading to potentially faster switching and better
utilization of network resources. For channel rates of 100 Gbit/s, optical process-
ing of the header is required. For the HLAN receiver implementation described in
Chapter 5, optical logic was used to compare an optical address on an incoming slot
with a local address. Similar optical processing techniques may be used to determine
control signals for forwarding slots through an optical switch matrix with a Banyan
configuration [6.4].

SOA-based optical switching may also be useful in implemententing the switch
matrix in an optical packet switch. In Chapter 3, we described how the UNI may
be used as a cross-bar switch. Cross-bar switches using an alternate configuration of
the UNI have recently been demonstrated [6.6]. These switches can switch between
the cross and bar states on a bit-by-bit basis at data rates in excess of 100 Gbit/s.
Typically, a unit-cell in a packet switching matrix is only required to switch between
states on time-scales comparable to the packet durations in the network. However,
the ability to switch between states at the bit rate enables new switching functional-
ity. For example, an ultrafast cross-bar switch can be operated in 4 possible states,
providing a “speed-up” in the switch matrix, as shown in Figure 6-2. This speed-up

may be used to resolve contention and reduce complexity in the switch matrix, po-
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Figure 6-2: Four operational states of an ultrafast cross-bar switch.

tentially increasing scalability and reducing optical buffer requirements in the switch.

The input interface is, perhaps, the most technically challenging component to
implement in an optical packet switch. The input interface must synchronize the
incoming packets to the local clock and, possibly, buffer incoming packets to prevent
packet loss due to contention at the output ports. Both of these tasks are difficult due
to the lack of an optical equivalent to electronic random access memory. Most often,
buffering and synchronization of optical packets are accomplished using an optical
delay line, such as a length of fiber. Variable delays with durations on the order of
the packet length can be achieved using a cascade of optical switches connected via
logarithmically decreasing fiber delays [6.7, 6.8]. Variable delays on the order of a
bit-period can be achieved using mechanical delays [6.9, 6.10], wavelength-dependent
propagation delays in a dispersive medium [6.11], or optical modulators [6.12]. A
technique for utilizing phase delays in an optical carrier to produce envelope delays
in a modulated signal has also been recently demonstrated [6.13].

In Chapter 5, we demonstrated the use of the UNI as an all-optical phase detector
which can be used in an electro-optic feedback loop to synchronize a local optical
clock to the clock for an incoming packet. This synchronization technique is useful
in broadcast-and-select networks where all packets are transmitted on a common
bus and transceiver nodes need only synchronize to a single incoming clock. By

contrast, an optical packet switch must simultaneously synchronize packets on many

217



Local clock pulse

Synchronized data pulse

Signal
UNI

Control

Figure 6-3: All-optical synchronization with an ultrafast nonlinear interferometer.

incoming channels. Optical gates, such as the UNI, may be used to provide bit-
level synchronization for an incoming packet. One method for accomplishing this
synchronization is shown in Figure 6-3. In this configuration, the optical gate is used
to retime the incoming data pulses relative to the locally-generated clock pulses. The
local clock pulse is chirped in a positive dispersion medium and input to the signal
port of the UNI. This chirped pulse is gated by the incoming data pulse which is
input to the UNI control port. Thus, the portion of the local clock pulse spectrum
which propagates to the UNI output is determined by the relative timing between
the local clock pulse and the incoming data pulse. At the output of UNI the gated
pulse is retimed to the center of the local clock pulse period via propagation in a
negative dispersion medium. In this manner, incoming data pulses are all-optically
synchronized to a locally generated clock.

These examples are but a few of the many possible applications of semiconductor-

based all-optical switching technologies in future packet-switched optical networks.
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Appendix A

Pulse Propagation in an Active

Semiconductor Waveguide

In this section, we develop a traveling wave equation which can be used to describe
the propagation of a short optical pulse in a semiconductor waveguide. Optical fields

propagating in a semiconductor are described classically by Maxwell’s equations:

Y x B(7 1) = ~ch,§§’ t) (A1)
V x H(7t) = ?9% + J(71) (A.2)
V- D(7t) = p(7 1) (A.3)
V-B(Ft) =0 (A.4)

Here, E is the electric field and H is the magnetic field. The displacement field, ]_3,
and the magnetic flux, E, are related to the electric field, the material polarization,
13, and the magnetic field via the constitutive relations:

-

= pold (A.6)

oo}
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where ¢; is the permittivity of free space and (g is the permeability of free space. In
obtaining equation (A.6), we have assumed a non-magnetic medium.

In a source free region (J = 0 and p = 0), the wave equation describing the
propagation of the electric field in the medium is obtained using Equations (A.1),
(A.2), (A.5), and (A.6):

_1E(F)  PP(F
@ o Mo

V2E(7, 1) (A7)

where ¢ = 1/,/fig€o is the speed of light in a vacuum. In obtaining (A.7), we have
assumed that the electric field is divergence-free (V - E = 0). Transforming Equation

A.8 into the frequency domain, we obtain

2

V2E(7,w) + %E(F’, w) = pow? P(7,w), (A.8)

where E(7,w) is related to E(F,t) via the Fourier transfrom

E(f,w) = / " E(7,t)e™tdt. (A.9)

-0

The polarization induced in the semiconductor is related to the electric field via
the complex electrical susceptibility tensor, x. Assuming a that the material response

is linearly related to the electric field, we have in the time domain

P(7t) = € / %7t — T)E(F, T)dr. (A.10)

-0
In the frequency domain, we obtain

P(Fw) = eox(F,w)E’(F,w), (A.11)

where x(7,w) is the Fourier transform of Xx(7,t). The susceptibility tensor may be

expressed as a sum of the background susceptibility and the susceptibility arising
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from the field interaction with the free carriers in the semiconductor

xX(7,w) = xo(7, w) + X e, T, w). (A.12)

The background susceptibility is a function of the material composition of the semi-
conductor waveguide. It is assumed to be a function of the transverse coordinates,
and y, only.

There are many parameters which may affect the free carrier susceptibility tensor.
Examples of these parameters include the density of free carriers in the semiconductor
and the energy distribution of these carriers within the conduction and valence bands
of the semiconductor. In general, these parameters may vary with time and depend
on the intensity of the electric field in the medium. For example, a short optical
pulse propagating in a semiconductor may temporarily increase the carrier density
in the semiconductor via stimulated absorption. The increased carrier density then
recovers to the equilibrium density over time via various recombination processes. In
Equation A.12, we indicate the dependence of x. on these and other parameters via
the x argument. The explicit functional dependence of x;, on these parameters is
described in more detail in Chapter 2.

Because of the time-dependence of these parameters, some caution must be em-
ployed in determining xs.(*, 7, w) from Xys.(%,7,t). We define xs.(*,,w) to be the
frequency-dependent susceptibility for a specific value of the time-dependent parame-
ters, . Thus, it is obtained by taking the Fourier transform with respect to the third
argument of Xj.(*,,t) while keeping the first two arguments constant. The time-
dependence of parameters such as the carrier density then leads to a time-dependent
susceptibility in the frequency domain. This approach is valid as long as the time-
dependent quantities which affect the susceptibility vary slowly in comparison to the
duration of the induced polarization response of the medium. In a semiconductor this
duration is governed by the free carrier scattering times which lead to dephasing and
relaxation of the induced polarization. This typically occurs on a time scale of less

than 100 fs. Since the time-dependent parameters such as the carrier density vary
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with the optical pulse envelope, the theory developed here accurately describes the
propagation of pulses of duration greater than a few hundred femtoseconds.

In a manner similar to [A.1], we express the field traveling in the +z direction in
the amplifier as a product of the transverse mode profile, F', and a slowly varying

envelope, A

E(Fw) = g{F(x, Y)A(z,w — wp) exp(ifpz) +

) (A.13)
F*(z,y)A*(z, —w — wy) exp(——z’ﬁoz)},

where é is a unit vector expressing the field polarization, and wy is the angular fre-
quency of the optical carrier. In Equation A.13, the field envelope, A, has units
of W'/2, The propagation constant in the semiconductor, 8y, is related to wy as
Bo = Awg/c, where 7 is the effective index, to be determined below. We assume that

the transverse mode profile is normalized so that

[ Z [ Z Pz, v)[2dzdy = 1. (A.14)

Substituting this solution into Equation A.8, we obtain two equations describing the

transverse mode profile and the slowly varying envelope

PF  0*F  W? .
o T T aF = w)F (A-15)
dA . -
2i50&‘ - /6314 = *52/4, (A.16)

where € = 1 4+ xp + Xe-
Equation A.15 can be solved to determine the transverse mode profile, F', and the

eigen value B . This can be done using a perturbational approach [A.2]. We write
€ =€, + e (A17)

where ¢;, = 1+Re {xs} is the background dielectric constant. The background loss and

field interaction with the free carriers are treated as a perturbation de = iIm {x3 } +X se-
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The zero-order solution is first obtained by solving the eigen equation with only the

background dielectric response

2F(0) 2F(0) 2

To first order in the perturbation, the eigenvalue 52(w) is given by f*(w) = B2 (w) +
8%, where

wz/_ / Se(z, y, w)|F(z,y)dzdy

= e / / F(z,y)|*dxdy

Assuming that x . is uniform over the dimensions of the waveguide, the perturbation

(A.19)

may be written as
2 w’ .
6% (w) = — (Dxge(w) + t0um), (A.20)

where «;, is the internal loss arising from the imaginary part of x; and the mode

confinement fact, I, is defined as
d/2 w/2
/ / F(z,y)|*dzdy
d/2 J —w/2
/ / F(z,y)| ) Pdzdy

and w and d are the transverse dimensions of the waveguide.

(A.21)

Substituting this perturbed eigenvalue into the equation for the slowly varying

envelope, we find

8A

== =i(8® — 50)A+—-6ﬁ2( VA (A.22)

200

Next, we expand the zero-order propagation constant as a Taylor series around wy

+ 1(w —w)fz ... (A.23)

B = fo + (w —wo) B + 5
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Substituting this expression into Equation A.22, taking the inverse Fourier transform,

and neglecting second-order and higher derivatives of the envelope, A, we obtain

04, 104 _iwT
Jz vy Ot T 27ic

1
XfC(Z7taw0)A - iaintA- (A24)

Changing the coordinates to a reference frame traveling with the optical field (t —
t — z/v,, z — z), we obtain the traveling wave equation for the slowly varying field

envelope

—5-2:— = *z"ﬁ‘ngc(WQ)A — é'aintA- (A25)

We can write A in terms of the photon density S, and the carrier phase ¢ as

A=/ @%i@sexp(iqs). (A.26)

Substituting this definition into Equation A.25, and equating the real and imaginary

parts, we obtain traveling wave equations for the photon density,

oS
— = (Pg(z,t,wo) — qint)S (A.27)
0z
and the carrier phase,
0o 27
3_2 = Tn(za t7 (.U()), (A28)

where the gain, g, and index, n, are related to the free carrier susceptibility as

__Wo
g=——"Im {xsc} (A.29)
and
1
n= —Z—Re {xfe}- (A.30)
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These traveling wave equations are used in Chapters 2 and 3 to describe the propa-

gation of optical fields in a semiconductor optical amplifier.
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Appendix B

Chebyshev Approximation for the
Reduced Fermi Energy

As discussed in Section 2.6.1, the reduced Fermi energy is calculated as a function of

the dimensionless quantity, v, as

(1
§IHV+\/;gl(t1(\/;)), if0<l/§a,
p(v) & ga(t2(v)), ifa <v<b, (B.1)
1
| o= stV = V), b <V < Umay,

where @ = 0.4, b = 3 and vg. = 250/97. The functions ¢;(z) are linear transforma-
tions from the range of x to the interval [—1,1]. For example, t;(z) = 1 + 2z/+/a.

The functions g;(z) are truncated series of Chebyshev polynomials
1 N;—1
gi(x) = SesoTo(z) + > cinTu(z) (B.2)

n=1

The Chebyshev polynomial of degree n, T,,(z), can be expressed compactly as

T.(z) = cos(n arccos x) (B.3)
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2.62638273269644
1.13740738729839
—0.11394304775945
0.04360572632115
—0.01390575345885
0.00513791947224
—0.00195535095581
7.70990105474104-10~4
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—5.30300515102362-107°
2.22976306377011-1075
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4.04423381614260-107°
—1.73997066413688-10~°
7.52724355353191-1077

16.58884403091866
—2.30306759454136
—-0.23038727041104
—0.02596376173518
—0.00483346873209
—0.00148391398007
—6.31081618407591-107°
—7.94893421647202-107°

Table B.1: Coefficients used in Chebyshev expansion for pu(v).

The optimal coefficients in the Chebyshev expansion for g;(z), c;, are calculated

using an algorithm described in [B.1]. In order to obtain a maximum relative error

of 5 x 107 we use N; = 5, N; = 16, and N; = 8 terms in the expansions for gy, ¢a,

and g;. These coefficients are listed Table B.1. An algorithm utilizing Clenshaw’s

recurrence formula is utilized to efficienty calculate the truncated Chebyshev series

in Equation B.2 [B.1].
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