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requirements for the degree of Doctor of Philosophy in
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ABSTRACT

A theoretical investigation is carried out on the effects of the kinetic particle re-
sponse on global type shear-Alfv6n waves in tokamaks. Two kinds of wave-particle
interactions have been identified: (1) resonant interaction between energetic cir-
culating particles and high frequency Alfven waves (w WA), (2) nonresonant
interaction between trapped particles and low frequency modes (w = wi).

Among the high frequency global type shear-Alfven modes we focus on gap
modes which are discrete modes whose real frequency lies in gaps of the Alfven
continuum induced by geometrical effects. In particular it is discovered the existence
of a new gap mode, the Ellipticity Induced Alfven Eigenmode (EAE) which is
induced by the ellipticity of the plasma cross section that couples the mn and m + 2
poloidal harmonics. This mode is of the same general class as the Toroidicity
Induced Alfven Eigenmode (TAE). In configurations with finite ellipticity, the EAE
(n; m, m + 2) has a global structure centered about the q = (m + 1)/n surface. The
region of "localization" is of order c - 1 which is often much larger than E. Thus,
the EAE may be more global" than the TAE in such configurations.

In the presence of an energetic ion species any Alfven wave can be destabilized
via transit resonance with circulating particles. A sufficient stability criterion is de-
rived for energetic particle-Alfven mode. The criterion is valid for arbitrary aspect
ratio, arbitrary ,6, noncircular, axisymmetric tori. The plasma is modeled by a mrag-
netohydrodynamic (MHD) core plus a fully kinetic Vlasov species of hot particles.
Electron and bulk ion kinetic effects are neglected. In spite of the complexity asso-
ciated with the analysis of the Vlasov species, a simple but exact stability boundary
is derived. The criterion is very fluid-like in nature, suggesting that accurate evalu-
ation in realistic geometries can be accomplished with only minor modifications to
any one of the existing MHD stability codes.
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In order to include the stabilizing effects of the electron and ion Landau damp-
ing a more general treatment using a newly derived drift kinetic description of
each species is carried out. The analysis has been restricted on Alfven gap modes.
Three modes have been identified: the Toroidicity, Eiipticity and Triangularity
induced Alfv6n Eigenmodes (TAE,EAE and NAE). It is found that electron Lan-
dau damping in highly elongated plasmas has a strong stabilizing influence on the
n = 1,m = 1 EAE, while the ion Landau damping stabilizes the n = 1,m = 1
TAE in high density regimes. Furthermore, the NAE turns out to be stable for all
currently proposed ignition experiments. The stability analysis of a typical burning
plasma device (BPX) shows that n > 1 gap modes pose a serious threat to the
achievement of ignition conditions.

Low frequency modes (w - w) have also been investigated using the new drift
kinetic model. Focusing on the internal kink mode, the main kinetic contribution
arises from trapped particles (both ions and electrons) which precess in the toroidal
direction with angular velocity wDh(e, A) where e and A are the particle energy
and pitch angle. It is found that the trapped bulk ions can destabilize the high
frequency branch (w - wi) of the internal kink. The instability is driven by the
trapped bulk ions and requires a somewhat large value of w*i/wDh. The numerical
solution of the dispersion relation shows that a sharp threshold in j9p exists for
the instability to grow and that stabilizing effects come from the trapped electron
response. Although a more detailed analysis is needed, these preliminary studies
indicates that the trapped electrons are not able to bring the mode to a complete
stabilization.

Thesis Supervisor: Dr. B. Coppi

Title: Professor of Physics

Thesis Co-Supervisor: Dr. J.P. Freidberg

Title: Professor of Nuclear Engineering
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CHAPTER 1.

Introduction

1.1 Kinetic effects on MHD modes

The study of kinetic effects on the stability of magnetohydrodynamic modes

has received considerable attention in the last decade.

Due to the present efforts put forth to design an ignition experiment, in which

the plasma heating provided by the charged fusion reaction products can compen-

sate for all forms of energy loss, it has become necessary to investigate how plasma

instabilities can deteriorate alpha particle confinement. In particular, if one refers

to a deuterium-tritium plasma mixture, relevant questions concern whether or not

the 3.5 Mev alpha particles produced by the DT reactions can be confined within

the plasma column for the duration of their slowing down; and if confined, whether

or not they will affect the plasma stability and energy transport. The classical

aspects of the energetic particle confinement, namely "prompt" losses caused by

intersection of their orbits with the wall of the vessel, as well as classical diffusion

across the magnetic field, "ripple losses," etc., have been extensively investigated' 2 .

From the experimental side there has been convincing evidence that kinetic

effects, due to a high-energy particle population, can affect the stability of global

modes. In high power, nearly perpendicular neutral beam injection experiments3,

bursts of large amplitude poloidal magnetic field fluctuations with frequency in the

range of the ion diamagnetic frequency were correlated to reductions of neutron
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emissivity that corresponds to significant losses of energetic beam ions. The ob-

served mode reveals a dominant n = n = 1 structure (m is the poloidal mode

number and n is the toroidal mode number)

Since the magnetic field fluctuations associated with this instability showed

a characteristic skeletal signature on the soft X-ray imaging system, the name of

"fishbone oscillations" was suggested. A reduction of the mode rotational frequency

was also observed in combination with the particle bursts, showing a dependence

of the mode frequency on the energetic particle density. These bursts are usually

superimposed on the sawtooth oscillations; however, in a few cases they have also

been observed during sawtooth-free periods. Soft X-ray tomographic analyses of the

fishbone bursts shows the presence of a magnetic island about the q = 1 surface.

This can be considered as an indication that the fishbone mode is an m = n = 1

resistive internal kink. Significant amounts of beam power have been lost during

fishbone activity in PDX and Doublet III, while only minor losses have been observed

in JET. Theoretical investigations of fishbone oscillations 5 6, suggest that an n = 1,

m = 1 internal kink with a frequency of oscillation w , approximately equal to

the ion diamagnetic frequency wi , is destabilized by resonant interaction with

trapped hot particles precessing at their magnetic drift frequency. In an alternative

interpretation4 , the limit W*i/WDh = 0 was considered and a mode with w = wDh

was proposed as a relevant candidate.

High-frequency activity has also been observed in conjunction with fishbone

oscillations. In PBX, modes with poloidal mode numbers larger than one and with

frequencies in the range 140-220 kHz, have been detected 7. During these high

frequency bursts, the neutron emission dropped only two percent indicating beam

losses much smaller than the one reported during the low frequency activity (20

percent).

Very recently, MHD activity, with frequency in the range of the Alfven fre-

quency, has been observed in the TFTR 8 and DIII-D9 when quasi-tangential neutral

beams were injected with velocities close to the Alfven speed. The unstable mode
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had toroidal wave number n > 1 in both experiments. In TFTR, the mode excited

at 82kHz was identifed as having toroidal wavenumber n = 2 . The measured fre-

quency coincides with one of a n = 2, m = 2 TAE mode. A fundamental problem in

the TFTR experiment is that poloidal wavelengths were measured, corresponding

to poloidal mode number of m = 6 and m = 8 respectively. An n = 2, m = 6 TAE

mode would resonate at the q = 13/4 > 3 surface that is close to the plasma edge.

Since poloidal wavelength measurements are performed on the outer region of the

plasma column, it is likely that a wide variety of n = 2 TAE modes were excited,

but only the ones localized at the plasma edge were detected. Decrease in neutron

emission during bursts indicates that a significant amount of energetic particles are

ejected from the plasma core.

MHD activity in the frequency range w - A was later observed in DIII-

D. Several modes with frequency between 50-200kHz were associated with high

frequency bursts. These modes had a toroidal mode number of n > 2 , and a

large variety of poloidal harmonics were detected. A more detailed analysis of the

DIII-D experimental results will be given in Chapter 6. A review of the theory of

toroidicity-induced Alfven eigenmodes will be presented in the next section.

The most threatening aspect of MHD mode excitation via energetic particle

resonance is the hot particle losses during bursts. A realistic evaluation in an

ignition experiment scenario has been proposed by Sigmar et al l ° . Provided that

the fluctuation level of toroidicity-induced Alfven modes is Br/B > 10- 4 , Sigmar

et al. showed that the a particle loss rate can reach the value of Vlo,' 100s - I,

overwhelming the a production rate of vprod 60s-1. The TAEs mainly resonate

with high energy alphas and only stop when /, < ,,,crit is reached. Also, the

dependence of the loss rate on initial a energy shows a decrease with decreasing ca

energy. Thus, the TAE seems to remove very efficiently only high energy alphas,

leaving the Helium ash almost undisturbed.

Besides the resonant interaction destabilization of MHD modes, energetic par-

ticles may have beneficial effects on macroscopic plasma stability. During ICRF
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heating and perpendicular neutral beam injection, sawtooth-free operation has been

possible"l. In both cases, a large population of trapped hot ions has been created.

The proposed mechanism of the observed stabilization has been clearly presented

by F. Porcellil2. The hot, trapped particles precess very rapidly in the toroidal

direction generating a net current Jp,,,ec.. The flux enclosed by the correspondent

current ring is a constant of the trapped particle motion provided w << Dh (the

magnetic drift frequency of the hot particles). A magnetic perturbation, such as

an n = m = 1 kink mode that leads to an increase in the magnetic flux enclosed

by the torus, causes the contraction of the current rings and consequent positive

work is done against the fast particle pressure. The theory of sawtooth suppression

was first presented by Coppi et al. 13 in the case of anisotropic energetic particle

population. In this case, the sign of wDh is constant and the effect of the energetic

particles is always stabilizing. When isotropic alpha particles are considered, Dh

no longer has a unique sign and the overall effect can be destabilizing. An accurate

numerical analysis in a finite , finite aspect ratio configuration shows a stability

threshold for the m = 1, n = 1 internal kink, lower than ideal MHD1 6 .

Stabilization of high-n ballooning modes by energetic particles was also pro-

posed by Rosenbluth et al.' 4 (1983). The stabilizing effect is similar to the one

proposed for the m = n = 1 internal kink. Later, D. Spong et al.15 showed that the

high-frequency branch of the kinetic ballooning modes at w -W Dh a can be destabi-

lized by resonant interaction. From those results, it is clear that in a plasma, with

an energetic ion component, two kinds of effects can be identified: 1) Destabiliza-

tion of MHD modes via resonant interaction, and 2) Enhanced "rigidity" to E x B

displacement when a significant fraction of fast particles is trapped.

12



2.1 Outline of the thesis

The linear theory of kinetically modified magnetohydrodynamics will be dis-

cussed in the course of this thesis. Great effort has been devoted to develop a general

theory of low-n kinetic-MHD modes in tokamak plasmas. We shall be concerned

with the excitation of global modes, i.e. modes whose structure is dominated by

the Fourier components with low poloidal and toroidal wavenumbers (m, n).

In Chapter 2, we focus on real frequency Alfven waves, which are modes with

frequency in the range of the Alfv6n frequency and that are stable in the frame

of ideal MHD theory. In particular we study the effects of the noncircularity of

the plasma column on the ideal Alfvn modes and we show that the ellipticity

of the flux surfaces leads to frequency gaps in the Alfven continuum spectrum.

Within these gaps we discover the existence of discrete modes (Ellipticity Induced

Alfven Eigenmodes, EAE) having macroscopic structure and many common features

with toroidally induced Alfv6n eigenmodes (TAE). In particular both can be driven

unstable by a small population of high energy particles. Since the ellipticity is larger

than toroidicity in many tokamaks, the EAE is typically a more "global" mode than

the TAE. The EAE results from the poloidal coupling induced by the ellipticity of

the plasma cross section, and its eigenfuction is centered about the q = (m + 1)/n

surface, with m being the lowest poloidal harmonic.

In Chapter 3 a stability criterion is derived for energetic particle Alfven modes.

The criterion is valid for arbitrary aspect ratio, arbitrary 6, noncircular, axisym-

metric tori. The plasma is modeled by a magnetohydrodynamic core plus a fully

kinetic Vlasov species of hot particles. The stabilizing bulk electron and ion kinetic

effects are neglected. In spite of the complexity associated with the analysis of

the Vlasov species, a simple but exact stability boundary is derived. The criterion

is very fluidlike in nature, suggesting that accurate evaluation in realistic geome-

tries can be accomplished with perhaps only minor modifications to any one of the

existing ideal MHD stability codes.
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In Chapter 4 the stability analysis is carried out for energetic particle-Alfven

gap modes in the small gyroradius approximation. The growth rate for the EAE

and TAE is derived including the stabilizing effects of the ion and electron Landau

damping. A general solution of the perturbed Vlasov equation valid for low-(m, n)

numbers is also proposed. It is found that the electron Landau damping in highly

elongated plasmas has a strong stabilizing influence on the n = 1 EAE, while the

ion Landau damping on the sideband resonance stabilizes the n = 1 TAE in the

high density regimes.

In Chapter 5 the effects of the kinetic response of trapped particles on the

internal kink modes is examined. It is found that the main contribution arises from

trapped particles (both ions and electrons) which precess in the toroidal direction

with angular velocity WD (, A) where E and A are the particle energy and pitch

angle. For sufficiently high p, the high frequency branch of the internal kink

(w _~ w*,) can be destabilized by the nonresonant trapped bulk ion response. The

trapped electrons are found to have a stabilizing effect, but it is usually insufficient

to stabilize the mode.

In Chapter 6 we analyze the experimental data on high frequency MHD activity

during tangential neutral beam injection that are avalaible in the literature and we

compare it with the theoretical predictions derived in this thesis. We find that in

the DIII-D experiment there may be some evidence of the existence of the Ellipticity

Induced Alfven Eigenmodes.

14



CHAPTER 2:

Alfven waves in Tokamaks

2.1 Introduction

In this chapter we investigate the properties of shear Alfven waves in a tokamak

plasma. These oscillations are polarized so that the perturbed magnetic field B and

velocity are mainly perpendicular to the equilibrium field Bo and the wavevector

k; the wave is purely transverse causing the magnetic field lines to bend. The shear

Alfven wave describes a basic oscillation between plasma kinetic energy and mag-

netic field line tension. The plasma dynamics is almost perpendicular and produces

no density fluctuations (incompressible motion). The spectral properties of shear

Alfven modes in toroidal plasma are quite distinctive and have been investigated

by several authors" 2. Our analysis is carried out within the framework of the ideal

MHD theory and is focused on modes with a nonvanishing real frequency. It is

well known that such modes are always stable in ideal MHD. However, kinetic ef-

fects such as resonant interactions with energetic particles, can drive these modes

unstable 3 . Normally resonant effects are so small that they can be treated per-

turbatively, implying that the lowest order eigenfunction is still the one given by

the ideal MHD equations. A detailed analysis of shear Alfven waves in an ideal

tokamak plasma is therefore necessary.
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2.2 Model

The basic equation describing Alfv6n waves in a noncircular tokamak is derived

from the standard MHD Lagrangian £ - W - w2 K. In order to carry out the

analysis, we introduce the ohmic tokamak aspect ratio expansion which assumes

(1) the plasma minor radius a is small compared to the major radius R0, i.e. E =

a/Ro << 1, (2) the plasma pressure is small compared to the magnetic field pressure

p = 21 oP/B 2 E2 and (3) the poloidal magnetic field component is small compared

to the toroidal component B/BIB, - E. Furthermore, we assume that the current

distribution is such that the safety factor q(r) - rB,/RBo is of order unity for

r < a. In particular, for a low-fi plasma in which BO - constant over the plasma

column, the variation of q(r) is mainly related to the axial component of the current

density Jll,

I - s/2
q(r)/qo

where qo = q(O), s = rdlnq/dr and Jo = J11(O).

The derivation requires that £ be calculated to third order in e: = E2 £2 +

E3£C3 + .

The analysis begins with the following forms for the potential and kinetic en-

ergies,

W =1 f|1dr[Q±2 + B2 IV. * + 2 *1C2 + YpV 

-2( p)( ) - (( x B) q (1)

K = dr p e{2. (2)

The modes of interest are low n number shear Alfven waves characterized by w22

k v2. Since k Ela - , we are required to order V. I E l/a, or else the magnetic

compression term would dominate the behavior. This implies that ell E2 ± from

which it then follows that the plasma compressibility ypV . 12, and the parallel
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kinetic energy pl11 12 both give rise to contributions in of order 4 . Thus, both

terms can be neglected.

The first step in the derivation is to minimize the magnetic compressibility

term order by order. The value of V · I correct to the required accuracy is found

by noting that the curvature r = -eR/R + 0(E2)/a. This yieldsV-~, *~2eR-' (3)
R

Equation (3) can be solved by introducing a stream function as follows

4p = RVpX x e, (4)

where p = (R,0, ez) is the poloidal component of ~± and Vp is the poloidal

gradient. The toroidal component , is of order - p and never enters the

calculation, even when evaluating C to order e3 . The entire analysis is now expressed

in terms of the single scalar unknown X = X(R, Z) exp(-iwt - inq).

The remaining terms in 6W and K can be evaluated in a straightforward

manner. For the kinetic energy we obtain

Pie 12 = pR 2 IV Xl 2 . (5)

The evaluation of 6W requires the quantity Q±, which after a short calculation can

be written as

Qi _ (V x x B) = V[R2B · VX] x B (6)
Fo

where F(b) = RBR = Foil + O(E2)]; that is Fo = RoBo = const. The quantity

JII appearing in the kink term reduces to J 1 =1 J[1 + 0(E2)] in the aspect ratio

expansion. Similarly x , -eR/R is only needed to leading order in the curvature

term.

Upon combining these results we obtain the following form of £ correct up to

and including terms of order c3

£ =fdr[ I- 2 -JVpV VpX* x en+

ax*
2R2p'(Bp . VpX) - W2pR2 1VXi2]. (7)

17



Here, V = R2 B VX, p' = dp(b)/dIOI, Bp = (Vb x eo)/R, and is the equilibrium

flux function satisfying the Grad-Shafranov equation. From Eq. (7) it is straight-

forward to calculate the variation of C with respect to X. Setting 6£ = 0 leads to

an Euler-Lagrange equation that can be expressed as

B V [*(R 2B VX)] + IVp(RJ) x eo, V(R 2B VX)

(8)

- 2R2 a (p'Bp · VpX) + w2Vp (pR2VpX) = 0az

where A*V = R 2 V.(VV/R 2 ). Equation (8) is the desired form of the basic stability

equation for Alfven waves in a general noncircular geometry, consistent with the

ohmic tokamak aspect ratio expansion.

2.3 The straight circular Tokamak

In order to simulate an axisymmetric toroidal equilibrium haviig a relatively

large aspect ratio with minor radius a and major radius Ro, we take the length of

the cylinder to be 2irRo and an equilibrium magnetic field of the form

B = Bo(r)eo + B(r)e 5. (9)

The equilibrium of such a system is given by the basic radial pressure balance

relation
d Bo2 - B 2 B0

2
d B( )+ + B (10)

dz 2LO + Ao t0r

where p is the plasma pressure. In terms of the original Lagrangian formulation

£ - E2 £ 2 + E3£ 3 , we neglect £3 and the effect of toroidicity. The Euler-Lagrange

equation in the limit of a low-fi straight tokamak reduces to

B- V[V2(B . VX)] + toVpJ x e . Vp(B VX) + w2V . (pVpX) = 0. (12)

We consider perturbations about the equilibrium of the form

X(r,t) = X(r) exp[i(-kzz + me - wt)] (13)

18



where m is the poloidal wavenumber and k = n/Ro is the longitudinal component

of the wavevector. In the cylindrical geometry each poloidal harmonic is decoupled.

It is then straightforward to show that

B V = -iBokll

Vj V (13)

where kll is the component of the wavevector parallel to the equilibrium magnetic

field
1 m

k Ro (n-q(r)
and V2 is the cylindrical operator

V2 1 a 1 a 2

rr r r2 8O2 -

All the toroidal corrections of order E have been neglected. From the equilibrium

relations, it is easy to derive the following expression for the toroidal current

lo J = - d rBo. (14)r dr

Substituting in Eq. (12) yields the following equation for the mth harmonic

dr(w2p -kl2lm B2) dr r2 22-kllB) - -B02r] Xm = 0 (15)rdr [;72 Imo o dr

A simplified version of this equation is obtained by introducing the new variable

(m = Xm/r. Eq. (15) then reduces to the well-known Alfven wave equation in

cylindrical geometry (assuming for simplicity that p = const.)

d r(p - kBo) = g(r) m (16)r dr dr

where

g(r) (m2 1)[pw2 - kBo]. (17)_~ _ _ kll Bo ].~~~~~~~1

19



A more detailed minimization of the MHD Lagrangian up to order 4 can be easily

carried out in the cylindrical limit, leading to a more complete form4 of g

2 2 21orp'
g= -(m2 1)[pw2 -k B2] + pk2B [ B- + 3q + 1)(q - 1)] (18)

where the second term on the RHS of Eq. (18) is of order E4. In Sec. (2.5) we show

how the terms of order E4 are important in the theory of global type shear Alfven

waves. We start analyzing the lowest order solution, and therefore keep only terms

of order e2 . Focusing on Eq. (16), we note that for an arbitrary eigenvalue w, such

that w ,i < 2 < Ua2n~, one can find a corresponding eigenfuction , which

has a logarithmic singularity at the point ro where k (ro)v2 (ro) = w2 . Such modes

define the Alfvn continuum spectrum. The frequency spectrum is simply given by

02 = (n _m 2(vA ) (19)
(n q(r) (19)

and it is plotted in Fig.1 for n = 1 and different poloidal mode numbers m. It is

important to note that in cylindrical geometry two modes with different m's (mn' and

m) and equal n can be singular at the same location r0o where kllm(ro) = -kll,, (ro).

When coupling between different poloidal harmonics is introduced, this degeneracy

is removed and frequency gaps are generated.

2.4 The eigenfunction and the damping rate of the continuum spectrum

The solution of the eigenmode equation for shear Alfven waves in the contin-

uum demonstrates very interesting properties in the neighborhood of the magnetic

surface where the local Alfven frequency WA equals the wave frequency w. A clear

treatment of the eigenvalue problem can be found in Ref.[5] and Ref.[15] where the

propagation of Alfven waves in the heliosphere has been investigated. However,

the reader should be aware that the results presented here do not agree with those

derived in Ref.[5]. The discrepancy is resolved shortly.
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Let us focus on Alfven waves in cylindrical geometry. The eigenvalue equation,

derived in the previous section Eq. (16), is repeated here for convenience.

d3(p0,2 2 2 d 2 2 2 2]- d - klB) d = (m2 - 1)[pw2 - klBo] (20)r dr dr

The solution must satisfy appropriate boundary conditions such as E(0) = ((a) = 0

for m > 1 and (r _ O) = oIl + const.r2], ((a) = 0 for m = 1. Multiplying both

sides of Eq. (20) by * and integrating over the plasma volume, it is easily shown

that w2min <w 2 < W 2maz Therefore, a point r has to exist where w2 = wA (ro)

has to exist within the plasma column. At that point Eq. (20) becomes singular and

the ideal MHD model breaks down. As pointed out in Ref.[5], in the neighborhood

of r0, the dissipative processes become important. The properties of the Alfven

singularity are similar to those of shock waves where the jump of physical quantities

is independent of the magnitude of the viscous dissipation in the limit of small

viscosity. It is shown later that the damping rate of Alfven waves is independent of

the dissipation. A different conclusion holds for the case of an energy source located

in the singular layer. In this case, the growth rate is proportional to the instability

driving mechanism. The solution of Eq.(20) in the neighborhood of the singular

point is, therefore, of crucial importance. Before proceeding to the solution of the

eigenvalue problem, we invoke the validity of the causality condition and consider

modes that vanish for t - -oo, i.e. wi > 0. This is also the requirement for the

integrability of the Laplace transform.

For r --+ r Eq. (20) can be written in the following form

wdhe (21)
where

= 2wI/w, (22)

and

= sgn(wdlnw dln Wt
= sgn(w dr Ad ) I d r=ro(r - ro). (23)
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It is important to choose the appropriate normalized variables. In fact we note

that the choice of normalized variables has to lead to a solution which satisfies the

causality condition wi > 0. In order to clarify this point, we integrate Eq. (21), and

obtain

= A+B n(i± + ,) =

(24)

A + B[ln(&2 + i2)1/2 + iarctan( ) + irsgn(&)eO(-)]

where is the step function and the standard definiticn of the logarithm of a

complex quantity with the branch cut along the < 0 axis has been used. Notice

that this solution is identical to the one obtained in Ref.[5], except for the definition

of the normalized variables. The solution given in Eq. (24), which is valid in the

limit of - 0, is defined in the whole (, ) plane except the ( = 0, < 0)

semiaxis, which is in agreement with the causality condition that requires wi to be

positive. We conclude that a must be chosen with the condition that wi and 5y
have the same sign. Any other choice leads to a stable and non-physical unstable

root depending on the sign of '/wi. The solution given in Eq. (24) is a continuous

function for growing modes and presents a discountinuity at x = 0 for < 0. We

first focus our attention on growing modes; and starting from Eq(20), we construct

a quadratic form by multipying Eq. (20) by * and integrating over the plasma

volume. Since the eigenfunction is continuous, we integrate by parts and obtain the

following relation

Jdrp[w2w2(r)]r{Ji d 12r2 + (m2 112}=0 (25)

The imaginary part of Eq. (25) leads to wi = 0. We conclude that growing solutions

are not allowed for shear Alfven waves in the framework of ideal MHD.

A different picture emerges in the case of damped modes. A discrepancy arises

when < 0, because negative values of wi violate the causality condition. Note first

that taking the limit - 0 in Eq. (24) leads to the same solution

( 0+) = A + B In Ij + i2Bsgn(i). (26)
2
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The conclusion is that is continuous for w = 0, and we can thus "continue" the

singular solution to values of < 0. This procedure is equivalent to the analytic

continuation in the domain - < 0 of the Landau integral. In the present case,

the eigenfunction is discontinuous in and the integration by parts used in the

derivation of the quadratic form Eq. (25), must be performed separately in the

regions 0 < r < r and r + < r < a. The quadratic form for y < O can then be

written as

PjlP(w2 - w2A(r))r[I dI2r2 + (m2 - 1)lj]2]dr = pr3(w2 -w (r))e* dr° (27)

where P foa = fO ° + f,+ is the principal value of the integral. Eq. (27) reproduces

the result of Ref.[5] in the case of slab geometry. Observe that the function (w2 -

wA (r))de/dr is continuous across the singular point r and, therefore, the jump in

the RHS of Eq. (27) is due only to the term *. By considering the imaginary part

of Eq. (27), we obtain

wiP pr[ld 2r2 + (m2 - 1)lel]dr = -27rpoIB2rO|dA Ir (28)

This result was also obtained in Ref[5]. However according to our analysis another

step is necessary to find wi since the ratio of A to B is unknown. We decompose

the eigenfunction in a singular part () given by the logarithmic term in Eq. (24)

and a regular part

r = ~- E,. (29)

, has no singularity in the domain 0 < r < a. We then assume that the amplitude of

the singular solution is small compared to the regular part. Following the definition

of C given in Eq. (24), and assuming log(-j9) 1, we order I,/l 5 i1/2 << 1.

To justify this ordering, we recall that the energy dissipated in the singular layer

depends on the magnitude of the electric field. Furthermore, the assumption of

small damping requires the dissipation to be small. Since the poloidal electric field

in the layer is proportional to d,/dr, with a(a/ar) >> 1, a small dissipation

requires Il/lIrI << 1.
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Next, we substitute Eq. (29) into Eq. (28) and use the definition of (, to show

that the LHS of Eq. (28) evaluated in the region about r - r yields an important

contribution independent of wi

WiP] pr[ ~2r + ( 2 - 1)le12]dr

(30)

w . ~ ll; r| ddr1r+m~r- rpol1 dwA r

The damping rate of the mode easily follows

porIB1 2 dWA(31)
f -pr [d 2r2 + (m2 - ),2]dr dr 

Notice that the ordering previously assumed is indeed satisfied. The expression of wi

given in Eq. (31) differs from the one derived in Ref[5] by a factor 2. Eq. (31) gives

the damping rate as function of the regular part of the eigenfunction and the factor

B. In Appendix C, we derive an expression for B as a function of the regular part

of the eigenfunction and we suggest an easy way to compute it. It is important to

note that there is no small parameter in the problem and therefore the assumption

of small B can be derived only a posteriori. From Eq. (C.13) in Appendix C it

follows that for an Alfven wave of the continuum spectrum, the assumption is true

only when the following condition is satisfied

Io dro I

This condition requires equilibrium configurations with large density or magnetic

field gradients or steep q profiles.
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2.5 The Global Alfvn Eigenmode

In this section we show that when the function wA (r) has a minimum located

within the plasma column, a global mode exists whose frequency lies below the

minimum of the Alfven continuum spectrum. The properties of these global modes

(Global Alfvn Eigenmodes) have been exensively investigated in connection with

Alfven wave heating . During heating experiments in the Lausanne tokamak, a

large plasma impedance is observed at a specific frequency that has been identified

as the frequency of a GAE mode. In this section we focus our attention on the

n = 1, m = 1 cylindrical GAE, and we refer the reader to Ref.[6] for the treatment

of higher (n,m) modes. We emphasize that the GAE exists in a straight cylinder,

and thus does not require toroidicity.

We start with Eq. (16) which is valid for arbitrary m, and note that the function

g(r) vanishes to lowest order when m = 1. It follows that the correction of order 4

given in Eq. (18) must then be retained. We rewrite the Alfven wave equation for

m = 1 in the following way

-d ( o) = g(r) (32)r dr -k dr

where
2 2t2orp

91 = pkB[I B2P + (3q + 1)(q-1)] (33)

The appropriate boundary condition for e near the magnetic axis is

(r -- 0) = [1 + const r2] (34)

where C = J(O). We are interested in an "internal" disturbance that does not

displace the plasma boundary. Hence, we also require that (a) = 0. The derivation

of the eigensolution presented in this section is very similar to that of the ideal kink

mode. Focusing on modes with frequency w2 wAmin(ro), we consider first the

"outer" region away from r = ro, the radius where the Alfven frequency assumes
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its minimum value (see Fig.2). The solutions for and w2 are expanded in powers

of 2, = o + 1 + ..., w2 = w(ro) + +.... To leading order Co is given by

0 (r) -=O(r - r) (35)

where O is the step function. Eq. (35) is one of the two independent solutions of

Eq. (32) in the outer region. The other solution can be written as

Co(r < ro) = CO| pr3(w2 - w)

Co( > ro) = c + dr

where C and C+ are two integration constants. It is readely seen that C = 

for the regularity of the solution at r = 0 and that o (r > ) can never match the

solution in the inner layer [Eq. (43)] that is derived in the following of this section.

Thus, Co = C+ = 0.

To next order,

= r' fo (r"g1 (r"))dr"(ro - r")(36)
p(,), 3(w2 - W ((r'))

and, in the neighborhood of to, the solution exhibits the following behaviour

1 d EHro(37)
dr r(r - ro)2

where
r r 0 rg1(r)dr

H = d2w E2 (38)
p(ro)ro02 (dw

Notice that since r correspond to a minimum in W2, then d2 wA/dro2 > 0. It thus

follows that oC ) AH, where AH is the internal kink stability parameter.

In this section we consider an MHD stable plasma, and therefore positive EH,

i.e. AX < 0. In the region about the point of minimum, (r - ro)/ro E2 , even small

corrections to the eigenvalue play an important role. We define accordingly a new

eigenvalue 1 as follows

w2 = WA (ro) - (38)
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with fi/WA - E2. This leads to a normal mode equation in the inner region

(d2 + 24i= (39)

where we have introduced the normalized quantities

r-r o 2

rO

Q2 2 d2 W2 -1 4
(40)

r2 dr02
Eq. (39) must be supplemented by appropriate boundary conditions provided by

the outer solution in the limit r -- ro

(i- oo 00) -- + (o)t( -- O) (41)

where

ot (, -,' oo) I,,o = [e (-,) + E + ]
The inner layer equation can be easily solved, yielding

i, = Co + C1 arctan( ) (42)

where Co and C1 are two free integration constants. It is straightforward to show

that matching the inner and outer solution according to Eq. (41) leads to the eigen-

fuction

= [1 2 arctan( ) (43)

and the eigenvalue condition
h 2 = 2]H (44)

or alternatively

w2 2 x2 d2wA (45)
W WAmin - H'r dr2

Notice that for EH < 0, the profile of the radial displacement turns in the "wrong"

direction when approaching the singular layer from the outer region so that no

regular eigenfunction can be constructed for negative values of EH. We can refer to

EH > 0 as the condition for the existence of a global Alfven eigenmode with m = 1.

This leads to a mode frequency below the minimum of the continuum spectrum.

Since EH oc -AH, the condition ;H > 0 guarantees that the m = 1 GAE is indeed

a stable mode in the framework of the ideal MHD theory.
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2.6 The Ellipticity Induced Alfv6n Eigenmode

A The eigenvalue equation

The primary aim of this section is the investigation of global modes induced

by the noncircularity of the plasma cross section. In many tokamaks the elongation

is finite ( = 1.8) and thus represents a very strong source of poloidal symmetry

breaking. The main effect is the coupling of different poloidal harmonics that leads

to frequency gaps in the Alfvn continuum spectrum and to discrete global modes

whose frequency lies within each gap. The analysis of these modes, as described by

Eq. (8), is significantly simplified by introducing a subsidiary expansion in which

the ellipticity is assumed small, although not as small as toroidicity. Specifically,

we focus attention on elongation and order ec as follows

-- 1 El/ 2 . (46)

This ordering reduces Eq. (8) to its noncircular, infinite aspect ratio form where

all toroidal effects are ignored. (However, the toroidal expansion must be main-

tained when calculating resonant particle growth rates.) In terms of the original

Lagrangian formulation £C - 2 £2 + 3 £3, the subsidiary expansion neglects £3 and

assumes E2 £2 can be rewritten as E2 2 = E2(£20+E/2 £21 ... ). Equivalently, Eq. (8)

neglecting toroidicity but including the full £2, reduces to Eq. (12), rewritten here

for convinience

B . V[V2(B · VX)j + VpJ x e ,- Vp(B VX) + W2Vp . (pVpX) = 0. (47)

This equation is similar to that derived in Ref. [7] whose main concern is kink

instabilities in elliptical plasmas.

The subsidiary expansion can be conveniently substituted into Eq. (47) by in-

troducing a set of normalized flux coordinates as follows. The equilibrium flux func-

tion, satisfying the Grad-Shafranov equation, is written as = tko (r) + 0l (r) cos 28
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where tl/t0o E1/2 and (r, ) are the usual toroidal coordinates R = Ro +

r cos 0, Z = r sin 0. The flux coordinates (r', 0') are defined by

r =r-A(r) cos 2

(48)

8' = + (r) sin 20r

where A(r) - -¢1/+) ~ El/2a. It is important to recognize that in the new

coordinate system, b is a function only of r'. The elliptical distortion A can be

easily shown8 to satisfy the perturbed Grad-Shafranov equation given by

d- 2l° ° = 0
dr dr r

A(0) = 0, A(a) =-a(c - 1)/2. (49)

Here Boo(r) is the zeroth order poloidal magnetic field, which is assumed to be

specified as a free function. We shall assume that Eq. (49) has been solved either

analytically or numerically and thus A(r) is hereafter treated as a known quantity.

From Eq. (48), it is straightforward to show that

B*V=-iBokl -Bd A cos20 (50)7 cos 28' 0

where kll is the operator

k1l = (n + ) (51)

q(r') = r'Bo/RoBo is the safety factor and for convenience the zero subscript is

suppressed from Bo(r') --ib'(r')/Ro. Similarly, the V2 operator can be written

as
± 1' 1 a2 dA 02

V2 = + , a2 -d cos 20'2. (52)
Ti Or' Or' ri2 0612 dr' ar'2 (

The last terms in Eqs. (50) and (52) represent the 1/2 corrections. Actually, in

Eq. (52) there are additional E1/2 terms involving first and zeroth order derivatives

with respect to r'. In analogy with previous analysis of gap modes we anticipate that

the 1/2 corrections are only going to be important in a narrow region of physical
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space corresponding to the frequency gap. Thus, it suffices to maintain only the

highest derivative 02/ort2 terms in the corrections to V2. In contrast, the operator

B V has no radial derivative terms because of the introduction of flux coordinates.

The subsidiary expansion and the flux coordinates are now substituted into

Eq. (47). After a short calculation we obtain

(Lo + L)X = (53)

where the operators Lo and L 1 have the form

LoX w2 Vo (pVoX) iBo d (54)X
0·~3. 11· 0 r, .~ r dr k {I aO

L 1 X =-2w2pd= cos 20 -2 +2B 2 k cos28 kll a dr Or2 dr

d A a a2X / 2 2X
+iBoBo - os 20 0 Ok j r2 + kI cos 0 (55)

In these expressions the primes have been suppressed from (r', ') and

ldJ= rB
r dr

(56)

102 a 0 9 1 a 2

V =; -@ + 2 -02-

Equation (53) can be solved by Fourier analyzing X in the angle 0:

X(r, 0) = Xp (r)ei'. (57)

Here, p = m + 2, m is the fundamental mode number, and the different e harmonics

represent the coupling due to noncircularity. Substituting into Eq. (53) yields the

following equation for the p'th harmonic

DpXp + Dp+2Xp+2 + Dp-2Xp-2 = (58)
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where the D operators have the form

ld d 1 2dkp
!± r(w2p -k 2B) 2 [p2p-kP -rB d1 (59)r dr I r2 dr

Dp+2 - - p - kpk +2B2)- + (P + 2)rBoBo(kp + kp+2)+ d(2

2 -2dA 1 d/A\1 
Dp 2 - (W2 p- kpkp-2B0) -d + - 2)rBoBo(kp + kp_2) dr ( dr2

and kp = (1/Ro)(n - p/q).

Note that Dp- 2 ,Dp+2 are small by order 1/
2 compared to Dp. Thus, over

most of the cross section the Dp±2 terms can be neglected. However, if these terms

are neglected everywhere, then whenever w2 p = kB2 the coefficient of the highest

derivative in Dp vanishes and (Dp) -' does not exist; that is, there are no discrete

modes, only a continuum.

The regions where coupling is most important can be found by plotting curves of

kpRo vs q for various e as shown in Fig. 3 (dashed curves) for the case n = 1, m = 1.

Observe that the = 0 and = 2 curves intersect at the q = 2 surface where

kl(q = 2) = -k3(q = 2) = 1/2Ro. For arbitrary m,n strong coupling occurs when

qo = (m + 1)/n, km = -k+ 2 = l/qoRo, and wo = va(ro)/qoRo.

Consider now a mode with X,,X,+2 as the two dominant harmonics and

neglect all others. In the potentially singular region near q = q0, the terms with

the highest derivatives for the m and m + 2 harmonics are given by

(P 2 2)d2X2 dA d2 Xm+ 2
-- p-m B° dr2 dr dr2

(60)

(2p- k2 2 d2X+ 2 _ 22p d d2X + 0m+2Bo0 dr pdr dr2

If the determinant of these terms vanishes for any value of r, the equations

cannot be inverted and no discrete modes are possible. The frequencies for which

the determinant vanishes are given by

2

w2 (r) = 2(1 - 4'A2 ) + k [( - 2)2 + 16A 2kkm +2]1/ 2
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(61)

2o2 1 2 )2(1 _ )2 + , 2 }i q-q
where the second form is obtained by explicitly expanding about the q = qo surface.

Observe that as r varies between 0 < r < a, there is a narrow band of frequencies

centered about w = a/qRo,q = qo, for which the determinant does not vanish.

This is the frequency gap" shown as the solid curve in Fig. 3. Its boundaries are

determined by setting q -= qo, corresponding to the throat of the gap.

Va_,,<W<l (1- A) < <la). (62)q0qoRRoo
Within this range, the determinant does not vanish, and the differential oper-

ators in Eq. (60) can be inverted. Thus, if a discrete mode does exist, its frequency

must satisfy Eq. (62). To determine the actual existence of such a mode, it is neces-

sary to solve the full equations over the entire plasma 0 < r < a. In this connection,

note from Fig. 3 that for typical tokamaks satisfying 1 < q(r) < 3, the frequency

w0 does not intersect the m = 1, m = 3 or any m = 1 + 2 continuum at any value

of r < a. Thus continuum damping which has been shown to be important for the

TAE is not expected to be so for the EAE.

A simplified form of the full equations is obtained by assuming the mode con-

sists primarily of the Xm and Xm+2 harmonics, and evaluating the small operators

Dp+ 2 at ro corresponding to the q = qo surface. For simplicity the density p(r)

is assumed constant: p = Po. It is also convenient to introduce new variables m,

and Cm+2 defined by Xm = rem, Xm+2 = rm+2. Equation (58) for the (m, m + 2)

harmonics reduces to

Dm .C. + Fim+2 = 0 (63a)

Dm .+ 2m+ + F., = 0. (63b)

The operator Dp is given by

1Dd d 2 2
D drr3 ( w2 p o - - k2Bo2) (p2 _ 1)(W2po - ). (64)
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The operator F is slightly subtle. Straightforward substitution yields

F p = -2w2po A ' (ro)(r2 ep)'. (65)

However, under our previous assumption that the correction terms are only im-

portant in a narrow layer where the highest derivatives dominate, we maintain

consistency by writing

Fop -2w2 poA'(ro)ro . (66)

The errors made by this approximation are of the same order as those already

neglected in the derivation of the Dp±2 operators.

Equations (63)-(66) describe gap modes in weak noncircular geometries.

B Asymptotic Matching Solutions

The gap mode equations can be solved by a standard asymptotic matching

procedure. The analysis is similar but more general than that originally given by

the Princeton group.2

The first step is to simplify Eq. (63) in the layer region. We introduce normal-

ized quantities

r - r0x =
ro

w=wo2(1 + 2) (67)

where r is the layer radius and f1 is the new eigenvalue. Under our previous

ordering assumptions fl < 1 and x < 1. It then follows that in the vicinity of the

layer

1 1

q qo

k2 5 1 (1 + 2msx) (68)

1
kgm+2 1 [1 - 2(m + 2)sx].m+2 ..
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Here, = roq'(ro)/q(ro) is the shear at the layer. Equation (63) reduces to

d (n - msx) dm

d dx( + psx) dd5c d

- A d2 = o

-v d m = 0.
0 d 2

(69)

(70)

In these equations p = m + 2 and A' dA(ro)/dro is dimensionless.

Equation (69) can be easily solved, yielding

1 c,+,cmm m1/2 [ A (1-2)1/2 aCmC A]

= p1/2 ( 1-X2)1/2 + C n Cl + A

where Am, Ap, Cm, Cp are four free integration constants,

A m+l n
(mp)'/ 2 l

is a new form of the normalized eigenvalue fl, and

s(mp) 1/2 [ (1 _ 2)1/2t
1~ + tan M + 1~~~~

(71)

(72)

defines the new independent variable a. Equation (70) represents the desired solu-

tion in the layer region.

The second step in the analysis is to solve for the solutions in the exterior

regions, which satisfy

1da dfm
rr m dr

1 d 3 dp
rd r dr

- (m2 - )fm m = 0

(73)

_ (p2 _- 1)fpp = O
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where fm = w po - k2 f, = wpo - k2 B o and the a denotes exterior region. Near

the layer, these equations reduce to

d dg,,,
dX dx

(74)

d dip-- =0.
dx dx

The solutions to Eq. (74) are given by

i+-K [ 2 In Km 2 In: + b]

(75)

+ K+ [ Inx2 + ] =K- [lnx2+bJ.-

The superscripts (+) and (-) refer to the regions between the layer and r = a, and

the layer and the origin respectively. The constants Km and Kp are free integration

constants. The coefficients bm and bp represent the fraction of "constant solution"

to "logarithmic solution" near the layer. These coefficients are in principle known.

For instance b can be obtained by integrating the exact exterior equation Eq. (73)]

from the origin towards the singular layer r = r, using the regularity boundary

condition at r = 0. The coefficient b is found numerically by computing

b L. 21 InxJ (76)

A similar calculation yields b. The only difference is that in this case Eq. (73)

must be integrated inward from the boundary r = a, using m+ (a) = O. In this case

bm .o = [L 4 2x (77)

Equations (69) and (77) also yield bp and b+ by replacing m by p.

Another approach to calculate b, and bp is by variational techniques, as demon-

strated in Appendix A. The result is a set of explicit integral expressions for these

coefficients that can be easily evaluated for any given q profile.
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Based on the above discussion we shall hereafter assume that b, b,b+, b+

are known quantities, and that the desired exterior solutions in the vicinity of the

layer are given by Eq. (75).

C The Dispersion Relation

The eigenfrequency of the gap mode is obtained by asymptotically matching

the solutions across the layer as follows,

Q~r( -00)iuro = m(x -- -00) m(= - (X ) - ) O)lrr o

(78)

~ -( - ---OO)lrr = p( ' -- 0O) op( o ' 00) _ ( ' 00)lrro.

It is straightforward to show that in the limit x - :oo the layer solutions given by

Eq. (70) have the same functional form (i.e. cl + c2 In x2 ) as the exterior solutions.

This is a direct consequence of Eq. (72): that is, as - ±oo then a - ±7r/2 and

cosa -+ ±,/x where 17 = Al (1 - 2)/2/s(mp)'/2.

The first step in the matching is to equate the coefficients of the logarithmic

terms. This yields

CmK+ = K- = Cm

(79)

K+ K = 
p1/2'

The second step in the matching is to equate the coefficients of the constant terms.

After eliminating Am and Ap from this set of relations we are left with two coupled

equations for the coefficients Cm and Cp given by

cP+ AC,
"(1 X2)1/2 = CmAbm

(80)

cm + Ac -CpAbp
(1- X2) 1/2 
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where Ab,=b b, Abp = b+ - b.

The dispersion relation for A is obtained by setting the determinant to zero. A

short calculation yields

w 1 + ml/ 2 (m + 2)1/2 6 (81)
wg , + 2 )/ 2

with
2= + Abm+ 2 Abm (82)

r(Ab,+2- Ab8)'

Note that can in general have either sign indicating that the frequency may be

shifted in either direction with respect to wo. Also, note that for the special case

of m = 1, Eq. (73) can be solved exactly, leading to the result that b = oo. Thus,

for m = 1, Eq. (82) simplifies to

6= Ab+2 (83)

The calculation of the asymptotically matched eigenfunctions and the corresponding

eigenvalue oves that an ellipticity induced gap mode does indeed exist.

2.7 The Toroidicity Induced Alfv6n Eigenmode

Toroidicity, as well as noncircularity, leads to symmetry breaking and poloidal

coupling. Unlike ellipticity, toroidicity couples neighboring poloidal harmonics. Fol-

lowing the work in Ref. [21, we show in this section that toroidal coupling induces

gaps in the Alfven spectrum. Within this gap a discrete mode (the Toroidicty

Induced Alfven Eigenmode) exists.

In order to simplify the problem, we consider a toroidal plasma with circular

cross section satisfying the ohmic tokamak expansion, and order e = a/Ro << 1.

In an analogy with the previous analysis of the EAE, we anticipate that the 

corrections are only going to be important in a narrow layer corresponding to the

frequency gap. It is sufficient to maintain the highest derivative terms a2 /ar 2
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originating from the "weak" poloidal coupling ( << 1). It is readily shown that

such a coupling effect comes from the inertia term in Eq (8), which can be rewritten

in the simplified form

B V [A*(R2B VX)] + w2Vp . (pR2VPX) = 0. (84)

We Fourier analyze X in the poloidal angle and substitute the usual toroidal coor-

dinates R = Ro + rcose, Z = rsine. Introducing the new variable m = Xm/r,

we find the following eigenvalue equation in toroidal geometry in the limit of large

aspect ratio

Dmem + F(Cm+i + (m-1) = 0 (85a)

Dm+,lm+l + F(Cm+2 + (m) = 0. (85b)

The operator D is given by

1 d 3 2 -2) d 2 2 2 )
r p0 - kB 0) (p2 1)(w2 po - k (86)o

The operator F is important only in a narrow layer where the highest derivatives

dominate and can be written as

FE p-w 2 O )rf 2 (87)0 Po (.),o'.

The errors made by this approximation are of the same order as those already

neglected in the derivation of the Dpl 1 operators.

The degeneracy present in cylindrical geometry is now removed by the toroidal

coupling. The regions where coupling is most important can be found by plotting

curves of kpRo vs q for m and m + 1 as shown in Fig. 4 (dashed curves) for the

case n = 1,m = 1. Observe that the m = 1 and m = 2 curves intersect at the

q = 1.5 surface where kl(q = 1.5) = -k 2(q = 1.5) = 1/3Ro. For arbitrary m,n

strong coupling occurs when qo = (2m + 1)/2n,km = -km+l = 1/2qoRo, and

Wo = va(ro)/2qoRo. In the region about r r only the m and m + 1 harmonics
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are important and the set of infinite equations reduces to the following two coupled

equations for ,m and m+,+l

(w2 p-k2 2d (m + =W 2 p d2-Wkto - k +n Bo dr2 WP 2

(88)
(,2p k2 o2) +'- + -
(Wp-km+B l dr2 +W 2 C dr2 +..

If the determinant of these term vanishes for any value of r, the equations cannot

be inverted and no discrete modes are possible. The frequencies for which the

determinant vanishes belong to the continuum spectrum and they are given by

2( 2 k2 + k21 ± [(k2 -k2 +l)2 + 4E2k2 k2 +] 1/ 2 (89)

For (r - r)/ro the small coupling term of order under the square root sign

can be neglected and the cylindrical continuum frequencies of the m and m + 1

harmonics are recovered. In the limit of (r - ro)/ro ~ the coupling term must

be retained and a frequecy gap is generated. The gap is centered about the Alfven

frequency at r (w2 = k(ro)v2 (rO)) and its width of order is given by

(1- ) <w < Va (1 -). (90)2qoRo 2 2qRo 2

Within this range the determinant does not vanish and the differential operators

in Eq (88) can be inverted. Thus, if a discrete mode does exist, its frequency must

satisfy Eq (90). Since the structure of Eq. (88) is identical to that of Eq. (63), a

discrete mode can be found by following the same procedure used in Sec. 2.6 to

derive the EAE. We first define a new eigenvalue

o2

2)o- (91)

and we rewrite Eq. (88) in the layer region (x = (r - ro)/ro - ) in the following

way

d de d2P 0d(f + 4mssx) Ed =0
(92)

d dp d2~,d (l] - 4psx) Ep --- 0.d39d 2
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where p = m + 1, x = (r - ro)/ro and = ro/Ro. Since Eq. (92) is identical to

Eq. (69) for the EAE, we readily derive the eigenvalue condition

= I - ml/ 2 (m + 1)1/2 6 (93)
WO 2m+ 1 (1 + 62)'/2

with
7r2 + Abm+ Abm (4)
= r(Ab,,, - Abm+l) (94)

and where the simbol Abm has the same meaning as in Eq. (82). Also for the TAE

, 6 can, in general, have either sign indicating that the frequency may be shifted in

either direction with respect to wo.

2.8 Conclusions

Several discrete macroscopic shear Alfven waves have been shown to exist in

an axisymmetric torus with noncircular cross section. In particular we have demon-

strated the existence of a new mode, the elliptically induced Alfven eigenmode 9 .

This mode is of the same general class as the toroidally induced Alfven eigenmode.

In configurations with finite ellipticity, the EAE has a global structure centered

about the q = (m + 1)/n surface. The region of "localization" is of order c - 1

which is often much larger than E. Thus, the EAE may be more "global" than the

TAE in such configurations.

The most macroscopic EAE in a tokamak couples the m = 1,n = 1 and

m = 3, n = 1 "cylindrical" eigenmodes. The region of strong coupling (i.e. the gap)

occurs at the radius r corresponding to q(ro) E 2 and the real frequency of the

mode is approximately w = vA(ro)/Roq(ro). The actual eigenfriquency is shifted

from wo. The shift is proportional to the ellipticity and can in principle be positive

or negative.

Within framework of ideal MHD, these waves are always stable. However when

kinetic effects are considered, resonant particle effects can cause a destabilization of

the mode. The EAE as well as the TAE and the GAE can be excited by resonance
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with circulating alpha particlesl'0.l ' . 2. The details of the mode excitation for the

TAE and the EAE have been investigated and are presented in Chapter 3 and 4.

The GAE has been previously found to be stable in toroidal plasmasl0. Thus it is

not analyzed here.

The TAE and EAE studies indicate that growth or damping depends upon

a competition between the alpha particle driver, electron Landau damping, ion

Landau damping and continuum damping3 . 14 (as first pointed out for the TAE

mode). For typical tokamak profiles satisfying 1 < q(r) < 3, the eigenfrequency wo

does not intersect the continua of m = 1, m = 3 or any other ellipticity induced

m number, over the entire radius 0 < r < a. Thus, the continuum damping does

not directly affect the m = 1,3 EAE. There is , however, a continuum damping

when toroidicity is included, as this couples to the m = 2 continuum at the q = 4/3

surface. Even so, since the m = 2 coupling takes place near the center of the

plasma (where electron Landau damping is small), this should not be a big effect.

Our stability studies also show that perhaps unexpectedly, ion Landau damping may

have a substantial stabilizing effect on the TAE and the electron Landau damping

on the EAE.

Both the TAE and EAE need further investigation to determine how detrimen-

tal their effect may be on alpha particle confinement in ignited tokamaks.
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CHAPTER 3.

A stability criterion for energetic particle-Alfv n modes:
the Vlasov fluid model.

3.1 Introduction

In this chapter we show how an isotropic energetic particle population can

destabilize fluid like MHD modes. We derive a general stability criterion for those

modes that exist in the stable part of the ideal MHD spectrum, in particular Alfven

waves. We, therefore, consider a model in which the core plasma is treated as a

single MHD fluid and the hot particles as a fully kinetic Vlasov species (Vlasov-fluid

model) . By treating the core as a single fluid the effects of the electron Landau

damping are ignored. Since this is usually a stabilizing influence for the modes

under consideration, we obtain a conservative estimate for the stability threshold.

However, a more complete treatment including the ion and the electron Landau

damping in the limit of small gyroradius, small P in simple equilibrium configura-

tions is carried out in the next chapter. The main new result derived here is an

exact stability criterion valid for a general finite aspect ratio, finite /i, noncircular

axisymmetric torus. The simple form of the criterion suggests a powerful means for

testing stability against resonant energetic particle driven Alfven modes in realistic

tokamak geometries using existing ideal MHD stability codes.
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3.2 Model

Consider a plasma consisting of bulk ions, bulk electrons, and a hot kinetic

species such as alpha particles, or neutral beam ions. The electrons are assumed

massless and satisfy the following fluid equations

aneeV +V-neve =0at

ene(E + v, x B) + Vpe = 0 (1)

Pe /ne = const.

At stated, electron Landau damping is not included in the model. To the extent

that the electron-electron collision time is short compared to the characteristic

growth time, the neglect of electron Landau damping is justified. In many realistic

situations, however, this is not the case. The use of fluid equations for electrons is

thus primarily for simplicity, and leads to a conservative stability boundary, since

electron Landau damping is usually a stabilizing effect for the class of modes under

consideration.

The bulk ions are also modeled by fluid equations as follows

ani + V nivi = 0
at

nimi + vi Vv =eni (E+v xB) - Vpi (2)

pi/n7 = const.

The ion model neglects Landau damping and finite Larmor radius effects. These

are good approximations for many situations of interest satisfying w/kllvti > 1

and pi/a _< 1. In an additional calculation not presented here, finite Larmor

radius effects have been included, and are shown to have virtually no effect on

the conclusions deduced from the basic energy relation derived in Section V. Hence

for simplicity they are not included in the analysis.
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The hot particles are treated as a fully kinetic, collision free species satisfying

the Vlasov equation

Ze-af + uVfa +- (E + u x B) Vuf = O . (3)
at mf

This description is Umore exact" (and more complicated) than the usual drift kinetic

model. Even so, the details of the kinetic theory will not be required to deduce the

basic stability criterion.

The model is completed by the addition of the low frequency Maxwell equations

aB
at

V x B = oJ = Atoe [nivi -nee + Z ufdu] (4)

n = n + Zn,

V B=O

The overall model can be slightly simplified by introducing the MHD ordering

at the outset of the analysis. By assuming w - kva and pi/a n,l/ne < 1, the

model reduces to

a+ +V-pv = (5)at

t =JxB-Vp-Ze (E+u xB) fadu (6)

p/p = const. (7)

E + v x B = (8)

d=O (9)dt

Vx E --at (10)

V x B = 0J (11)

V B=O (12)
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where p = mini, v = vi and p = Pe + pi are the mass density, flow velocity, and

particle pressure of the bulk plasma respectively. Note that the momentum equation

is an exact consequence of the starting equations. Most of the simplifications arising

from the MHD ordering occur in the Ohm's law which reduces to the well known

perfect conductivity relationl8. Also, while n, is assumed small, the hot species

pressure n1,Ta is assumed comparable to the bulk pressure p.

The equilibrium and stability analysis that follows is based on the model given

by Eqs. (5-12).

3.3 EquiJibrium

The analysis begins with a description of the equilibrium. We consider a general

finite aspect ratio, finite A, noncircular axisymmetric torus. The bulk plasma is

assumed at rest (i.e. v = 0) and most of the current is carried by electrons. The

bulk pressure is confined primarily by the J x B force. This is the usual MHD

regime.

Focusing on the hot species, we observe that there are several equilibrium forces:

electric, magnetic, centrifugal, and thermal. While the Vlasov equation treats them

all exactly, in most situations of practical interest the centrifugal and electric field

forces are quite small. The hot species is confined by that portion of the J x B

force arising from the single fluid v, x B force. In a purely collisionless plasma

it is not possible to determine how this force is divided between vu x Bp and

vp x Bi, (where 4 and p denote toroidal and poloidal respectively). A transport

theory is needed to determine the apportionment. Neoclassical transport theory

suggests that poloidal flow is strongly damped by viscosity while toroidal flow can

persist for very long times in an axisymmetric geometry.l'

These arguments indicate that a reasonable choice for the hot species equilib-

rium distribution function is

f = Pa (C PO)
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mu 2
_=-a2 + Zet(R, Z) (13)

2

P, = maRuo + Ze i(R, Z).

Here the flux is related to the poloidal field by the usual relation Bp = Va' x eO/R.

Similarly, E = -V. In the MHD limit E = 0 for static equilibria (from Ohm's

law). Thus ti = 0. Since and P are exact constants of the motion, Eq. (13)

represents an exact solution to the Vlasov equation.

As a further simplification, it is assumed that f, has the form of a rigid rotor

fa = fa(e + QP4) (14)

where -fl = const is the toroidal angular velocity of the hot species. (Note, with

this sign convenction f > 0.) This is an important assumption, critical in the

derivation of the basic energy relation. The main justifications for rigid rotation

are that (1) it produces plausible profiles and (2) it is probably the most stable form

of distribution function. Any significant shear in the toroidal flow velocity represents

an additional source of free energy, capable of driving new Kelvin-Helmholtz type

instabilities and complicating the behavior of existing instabilities. The rigid rotor

reduces hot particle plasma instabilities to their most basic form. Note that f is

a general function of e + fZP4 , and not necessarily a Maxwellian.

From Eq. (14) it is straightforward to show that the hot species number density

and current density can be written as

1n,,| du =-1n dp4, ,(15)
Zefl dX

J, _ Ze ufadu = R dpe . (16)

Here,

Pa() fm (u + flRe4)2 f.du (17)

is the hot species particle pressure and

x(R,z) 2 · zR 2 . (18)
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Hereafter, we shall consider Pa (X), or equivalently f, ( + P) to be a free function.

These relations are substituted into Maxwell's equation. After some simple

manipulations we obtain an MHD-like set of equilibrium equations given by

J x B - V(p + pa,) + mnn 2RVR = 0

V x B= oJ (19)

V.7 B=O.

As expected, the hot species enters the momentum balance through an addi-

tional pressure gradient force and a centrifugal force. For many practical applica-

tions both of these contributions are small compared to the Vp term of the bulk

plasma.

Following standard procedures, it is possible to reduce Eq. (19) to a single

Grad-Shafranov equation for the flux i. This equation has the form

d F R ( dp + dpa 

B=F e + V xe (20)
R ~R

In Eq. (20) F(1), p(%i) and Pa,(X) are free functions.

This completes the specification of the equilibrium problem. For the stability

analysis we shall assume that a solution has been found to Eq. (19) or equivalently

Eq. (20).

3.4 Stability

The stability analysis proceeds in a straightforward manner. In an axisymmet-

ric torus all perturbed quantities can be written as Q(R, Z) exp(-iwt - inq). For

convenience the analysis is separated into two parts, one involving the bulk plasma

and the other the hot species.
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A. Bulk plasma analysis. The stability of the bulk plasma is very MHD-

like. We introduce the fluid displacement for the bulk plasma

--- iwf. (21)

From Eqs. (5)-(11), E,,J,j, and p can be easily expressed in terms of (

E = iw x B Ohm's Law

B = V x ( x B) Faraday's Law

J = (I//o)V x V x ( x B) Ampere's Law (22)

P = -V (PC) Mass Conservation

1 = -~- Vp - -ypV. e Energy Equation

With these substitutions, the momentum equation reduces to

-w2pe = J x B + J x - V +F (23)

where

Fa = -Ze(E + u x )fdu- Ze ux Bfadu. (24)

The close relationship to ideal MHD is apparent.

B. Hot species analysis. The one remaining quantity to be expressed in

terms of e is the perturbed distribution function fa. Using the well known procedure

of integrating back along the unperturbed particle orbits assuming Im(w) > 0, we

find

=--Ze t( + u x B) .Vu dt . (25)

For the rigid rotor distribution function

Vaf (mau + m..Re) . (26)

After a short calculation the integrand in Eq. (25) can be written as

b(E + u x B) V,, ra [ d(e± ' ( V) - i(w - nl)L u x B . (27)
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This leads to the following expression for the perturbed distribution function

= [Zen(. V) -i(w - nfl)S] (28)

where

= ze . (u x B)dt'. (29)

The first term in Eq. (28) is a simple fluid-like contribution. The second term is

quite complicated, requiring an explicit integration along the complex unperturbed

orbits.

The final form of the momentum equation is obtained by integrating the fluid-

like contributions arising from the hot species. Substituting the first term in Eq. (28)

into Eq. (24) yields

Z2e2f( . v) u x B du= d - (2 VI)V . (30)

Similarly, the first term in Eq. (24) is evaluated as follows

-Ze (E + u x )fd = i(w - nfl)Zena x B + dp-V(i V). (31)

Substituting into the momentum equation [Eq. (23)] gives

-W2P = FM(C) + FK(e) · (32)

Here

FM(e) = J X B + J X - V( + ) + ,fI2RVR (33)

with
dPa(. Vi)
dX

Pa = -mdna V*)(34)

The quantity FM () is the analog of the MHD force operator modified by fluid-like

contributions to the pressure and centrifugal force arising from the hot species. The

quantity FK(EC) is a hot species kinetic addition to the force given by

FK() = -i(w - nfl)Ze [nul x B + u x B f du] (35)
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The kinetic complications are contained within the trajectory integral S.

Equation (32) is the desired form of the momentum equation, expressed entirely

in terms of .

3.5 The General Energy Relation

Because of the rigid rotor form of the equilibrium distribution function, it is

possible to derive a simple and useful energy relation from the basic stability equa-

tion [Eq. (32)] by multiplying by -*/2 and integrating over the plasma volume.

The left hand side becomes 2 KM where

Km(*, ) = 1 /PI12dr (36)

KM is the familiar MHD kinetic energy normalization.

The first term on the right hand side can be written as

6W(*, e = -1 / (, FM(e)dr . (37)

6W is the MHD potential energy contribution modified by the fluid-like hot species

contributions. Following well known procedures for mindless MHD algebra, it can

be shown that the force operator FM(e) is self-adjoint. One specific self-adjoint

form is given bye IV _fJ , B 12B; _ _6W = - dr pV- [2IV _L +2L 2- I e K1vvvJarrP ,v. + {V. · + 2 ±.ic2 4B2-{-I [2

(38)

man22 dPV eIe( VR2+2 + VV p + VVR
4Z2e 2 dX 2 2~) n R

where r = (B/B). V (B/B) is the field line curvature. The self-adjointness property

is important because it implies that 6W(*, C) is real even when I is complex. A

more intuitive form of the potential energy can be obtained by a different sequence

of algebra

W = Q±12 + -IV ,_ + 2±_L .12 + -yplV 12 _ -x B. Q
2 /o(± BO
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+ dp, 
dX jC

(39)

where Q = [V x ( xB)]. In order, these terms represent line bending, magnetic

compression, plasma compression, kink destabilization, curvature destabilization,

and centrifugal destabilization.

The last term to evaluate for the energy relation is the kinetic modification

denoted by TK

1T -21 *. FK ()dr (40)

where FK (e) is given by Eq. (35). The first part of TK can be written as

(41)

with

R1 = iZe n C (eL x B)dr.

R1 is clearly a real quantity. The second part of TK has the form

(42)

T(2) i(w - nfl)ZeTK =
A 2 J EI.(uxB) 7af.S du dr. (43)

This expression can be simplified by noting that from the definition of S

Ze* . (u x B)
dS*
dt

where

DS* ( V + u
fn

= iw*S* + DS*

x B ) .

(44)

(45)

T(2) becomes

T(2)
(w - n)

2
af",

J fa

[* 2 - iD*] du dr. (46)

The last term in Eq. (46) can be further simplified by writing the complex quantity

as = A + i. Then,

iSDS = D(A2 + C2)- (CDA - ADC) 
2

(47)
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Since D(fa/aE3) = 0 from the equilibrium relations, the contribution to T(2) from

the first term on the right hand side of Eq. (47) is an exact differential which

integrates to zero over the phase space volume. Thus, the integration of iSDS*

yields a real quantity. T2) can now be written as

T = (W - n) [R -/ a/f,,,12du d] (48)

where

R2 21 af (&DA -ADC)du dr. (49)

Combining the contributions from Eqs. (36), (37), (41) and (48), we obtain the

following energy relation

2Km=W+ (w -nl-) -- afll2du dr] (50)

and R = R1 + R2 is a real quantity. The final form of the energy relation is obtained

by writing w = w, + iwi with wi > 0, and setting the real and imaginary parts of

Eq. (50) to zero.

wi [2wKM -R+ af S2du dr =0 (51)

(W,r -W )Km W - W - w (~ n) + [(w -, )w+ W] af - IS2dU dr=O.

Eliminating R yields

Iw - nfl12 = K K (n2 (52)

where

K J =-2 1afIS 2du dr. (53)

Equation (52) is the desired form of the general energy relation.
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3.6 Discussion

A. General comments. Several interesting conclusions can be extracted

from Eq. (52). For simplicity, consider first the case with no hot kinetic species;

that is, an ideal MHD plasma. Equation (52) reduces to

bw2 = w(54)
KM

If 6W > 0 for all allowable perturbations, then Eq. (54) exhibits an obvious con-

tradiction that is only resolved by recognizing that the original assumption wi > 0

must be violated. In other words, when W > 0, the plasma is stable, consistent

with standard MHD analysis.

The next point to note is that if a trial function is found that produces a

minimum in W/KM whose value (W/K)M),, = 0, then the self-adjointness of

FM(() implies that this trial function is an actual eigenfunction of the system with

eigenvalue w, = wi = 0. This too is consistent with the well established stability

analysis of ideal MHD.

Based on the above information it is tempting to conclude that w = 0 represents

the true stability transition. While this is a consequence of the standard analysis,

it does not follow from Eq. (54) alone. Specifically, if a trial function is found which

makes 6W < 0, there is no guarantee that Eq. (54) cannot be satisfied by wr 0,

wi < 0. Some additional physics is required to establish this conclusion. In ideal

MHD this physics is related to the conservation of energy and the Energy Principle.

In the case of a hot kinetic species, the additional physics is related to the presence

of resonant particles.

The conclusions for the general case including a hot kinetic species follow in

an analogous manner. We consider equilibrium distribution functions satisfying

- < (55)

so that Ka > 0. If 6W (including the hot species fluid-like contributions) is greater
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than n2fl 2 KM for all allowable trial functions, then Eq. (52) exhibits a contradic-

tion, implying that the assumption wi > 0 is violated; that is

W
W > n2n (56)

is a sufficient condition for stability. Note that Eq. (56) implies that there are no
unstable modes in the equivalent ideal MHD model without hot particles.

Continuing, for a trial function that minimizes W/KM with (6W/KM)mmn =
n 2 fl 2 , then the self-adjointness of FM M() again guarantees that this is a true eigen-

function of the system with eigenvalue wr = nl, w = 0.

Therefore

(6W) n 2 n 2 (57)
Km rin

is a marginal stability point. In a system with resonant particles, the eigenvalues are
in general complex, wr 0, wi 0. When (W/KM)min > n2 r12 , the contradiction

in Eq. (52) implies that wi < O0. When (6W/KM),,r, = n21 2 , we have determined
that wi = 0; the eigenvalue is purely real. It is then plausible that when resonant
particle effects are included, a trial function which makes (W/KM)min < n2Q2

will lead to wi > 0. We conjecture that modes stable in ideal MHD (e.g. Alfven

waves) become unstable in the presence of a kinetic species when (W/KM)mi, <

n2Q 2 . This conjecture has been explicitly proven for a related, but slightly simpler

system consisting of fluid electrons and fully kinetic ions.20 In terms of the standard

terminology, the unstable mode has w, > wi with w2 6W/KM corresponding to a
positive energy MHD wave. The stability boundary w, = nfl, represents a transition

from positive ( > n) to negative (w, < n) dissipation, the latter giving rise to
instability.

Assuming the validity of this conjecture, then the condition

W > in2o (58)

is sufficient for stability in general and also necessary for Alfven wave stability.
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It is important to recognize that our criterion does not obviously apply to modes

which lie in the unstable part of the ideal MHD spectrum, (W/KM),i, < 0, such

as the m = 1 internal kink mode with q(O) < 1. In many cases these modes exist

only in the unstable part of the spectrum, never exhibiting a discrete eigenmode

with w2 > 0 for any set of plasma parameters. Thus our description of the transition

from a stable to unstable phase through the critical point (W/KM),in =n22 2 > 

is not applicable. For this reason one cannot recover the energetic-particle kink

stability window at high p21,22 from the basic energy relation.

Observe that W appearing in Eq. (58) can be larger or smaller than W for

pure MHD because of the inclusion of the fluid-like hot particle contributions. In

the interesting limit where the hot species Aa is small compared the bulk ]3, these

terms are negligible and both forms of W coincide. In this regime, Eq. (58) im-

plies that a hot kinetic species is always destabilizing. An ideal plasma requires

6W > 0, whereas the addition of a hot kinetic species, raises the lower limit on 5W

to W > n2 R2KM. This result is in qualitative agreement with a related calcu-

lation by J. F. Krall23 who performed a stability analysis of interchange modes in

an axisymmetric mirror with an energetic ion component. In that work, the back-

ground plasma is described by MHD equations and the energetic ions by the Vlasov

equation. By using a rigid rotor equilibrium distribution function and numerically

solving for the dispersion relation, Krall found that the already unstable mirror

equilibria was significantly further destabilized by the energetic ions.

If finite Larmor radius effects of the bulk ions are introduced, the conclusions

remain unchanged. This can be seen heuristically by replacing w2 with w(w +w.*) in

Eq. (32). Here w.i = k VDi is the ion diamagnetic drift frequency. If w.j is constant

in space, the general stability criterion can be rewritten as 6W/KM > n2 n 2 +nnflwi.

Since nfl W a > wi the additional term has -virtually no effect on the threshold

condition.

There is an important practical consequence that follows from Eq. (58). If one

is primarily interested in accurate threshold conditions rather than growth rates,
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then Eq. (58) implies that these conditions can be determined in realistic geometries

using pure fluid codes. The complicated particle orbits do not explicitly enter the

threshold conditions. For example, in the regime P, << P, one can run, with perhaps

some modifications, one of the well established ideal MHD stability codes such as

PEST, ERATO, or GATO. The lowest eigenvalue w2 can be calculated (and may

be positive or negative) and then compared to the value of n12 2 . The threshold

condition occurs when W2 - n2 fl 2 .

B. Applications. The stability criterion given by Eq. (58) can be applied

to the problems of the GAE and the gap modes (see Sec. 2.5,2.6 and 2.7). To

make comparisons with the existing literature, we must determine the relationship

between 1f and w,, (the perpendicular diamagnetic drift frequency). We define

WO*, -k -VD where

1 B x V dp,~
VD B x (Vp, - manaRVR) = Z eB dpxZen, B2 ZenB 2 dx

k = nV d[-' j (59)

F(TP) = RB,, and is an orthogonal poloidal angle. The Jacobian J is related

to BP and by the usual relation J = 1/(Bp . V). Note that k is defined for

any value of n but can only be unambiguously intepreted as the wavenumber for

localized modes. A short calculation yields

w*a = n . (60)

Perhaps unexpectly, we see that w*,, which is proportional to the perpendicular

diamagnetic drift velocity, is related to the macroscopic angular velocity f1 which

is predominantly in the parallel (i.e. toroidal) direction. This result is reconciled

by observing that the momentum equation for the hot particles implies that the

macroscopic fluid velocity and diamagnetic drift velocity are related by V = VD +

(vll/B)B where v is a free function. For the rigid rotor distribution function it can

be shown that v = -F(%)/B. This leads to vp = 0 and v = -fR.
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According to Eq. (60) the instability condition for energetic particle Alfvn

waves has the folllowing form

IWr < wa. (61)

In the absence of electron Landau damping, (which is often not the dominant stabi-

lizing effect), Van Dam et a120 have derived a similar instability threshold in a finite

aspect ratio circular tokamak: ,,a > KWA where WA = kll(ro)va(ro) and ro is the

radius corresponding to the gap. The constant K is of order unity and depends upon

the choice of the equilibrium alpha distribution function. For a Maxwellian and a

slowing down distribution K = 1 and K = 1/2 respectively. This threshold is in

general agreement with our basic stability criterion if we note that w2 = 6W/KM for

the gap mode. However, our criterion predicts K = 1 for all distribution functions.

The discrepancy is due to different definitions of w.,. In our criterion the critical

w.p is always given by w,2a - W/KM. However, the value of nf] = w*, varies as

the alpha particle distribution function changes while holding certain macroscopic

quantities fixed (e.g. total number of alphas, total alpha energy, width of the alpha

profile, etc.).

Van Dam et al show that the TAE mode may be of serious concern to the

ITER project. Their initial calculations predict that ITER will be stable for a slow-

ing down distribution. However, the safety margin is quite small. Other distribution

functions, as well as finite aspect ratio, finite fi, and noncircularity could quantita-

tively change the threshold. This suggests that an accurate threshold calculation,

based on Eq. (58) and the procedure described immediately thereafter would indeed

be a worthwhile endeavor.
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CHAPTER 4

Stability of Alfven gap modes in burning plasmas:

The drift kinetic model

4.1 Introduction

In the previous chapter it has been shown2 that MHD Alfven waves whose

frequency A is lower than the alpha diamagnetic frequency w, can be driven

unstable via transit resonance with alpha particles. The conventional wisdom is

that Toroidal Alfven Eigenmodes (TAE)4- 7 pose the most serious threat to alpha

confinement. In this chapter we show that two other global Alfven modes, the

Ellipticity Induced Alfven Eigenmode (EAE)8 and the Noncircular Triangularity

Induced Alfven Eigenmode (NAE) can be excited via resonant interaction with

alpha particles and that their stabilty threshold can be lower than that of the TAE

in high density regimes and for toroidal wavenumber n > 1.

Recall that the TAE4 results from toroidicity which couples neighboring poloidal

harmonics. Its frequency lies in gaps in the Alfven contiuum generated by the

toroidal coupling. In the limit of large aspect ratio (calculated at the gap position,

eap < 1), the mode is localized in a narrow region of thickness egapa about the

q = (2m + 1)/2n surface.

The EAE8 is a global mode resulting from two elliptically coupled harmonics.

Its frequency lies in the Alfven continuum gaps generated by elliptical coupling. In

the limit of small ellipticity ( - 1 < 1) the mode is localized in a narrow region of

thickness ( - 1)a/2 about the q = (m + 1)/n surface.
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The NAE results from the coupling induced by the triangularity of the plasma

cross section. The mode consists primarily of two triangularly coupled harmonics,

localized in a region of thickness 6a/4 about the q = (2m -f 3)/2n surface, and

its real frequency lies in the Alfven continuum gaps generated by the triangular

coupling.

In particular since many tokamaks have finite ellipticity ( - 1)/2 L- 0.5, as

compared to small toroidicity and triangularity (Egap < 1, 6/4 « 1) the EAE may

be a potentially more dangerous mode than either the TAE or NAE.

In this section we derive the growth rates of the three gap modes in the presence

of circulating alpha particles, taking into account the stabilizing effects of the ion

and electron Landau damping. Unlike the energy relation derived in the previuos

chapter, the evaluation of the growth rates requires the perturbed Vlasov equation

to be solved. A small Larmor radius assumption (p/a << 1) and an gyrophase

average technique will be used to calculate f for low-(m, n) numbers. The procedure

is extremely simple compared to the high-n derivation available in the literature.

4.2 The Model

A The basic moment equations

Consider a plasma consisting of bulk electrons and ions and a species of ener-

getic particles, each described by the Vlasov equation

aaf +v. Vfy+ L(E+v xB) Vf = 0. (1)
9t my

Here, j denotes particle species. Taking the zeroth order moment leads to the well

known conservation of mass relation

at + V nju = 0. (2)

Similarly, the first order moment yields the momentum equation

m; t (njuj) + V. I = qn(E + u x B) (3)
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where
-
Ii - mj vvf.dv. (4)

Note that l i contains both thermal and inertial effects.

The desired form of the momentum equation is obtained by summing Eq. (3)

over species and using the quasineutral condition. This gives

J x B-E (V * I + tnju).(5

Our approach is to solve the Vlasov equation and evaluate nj, uj and i3 in terms

of the electric and magnetic fields. The model is closed by the addition of the low

frequency Maxwell equations

VxE= at

V x B = oJ (6)

V-B =0.

Equations (2), (5) and (6) represent the basic moment description of the problem.

B Equilibrium

The equilibrium distribution function for a finite , finite aspect ratio, non-

circular axisymmetric Vlasov plasma is assumed to be an arbitrary function of the

constants of motion e and p; that is

fo = Fj(,,po) (7)

where

2
e = 2 + qt

(8)

pi = mjRv. + qIF
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and (R, Z), I(R, Z) are the equilibrium electric potential and poloidal flux func-
tion respectively. For low frequency phenomena fo could also be a function of the
adiabatic invariants it and a = v/fvjii.

We now make a number of simplifying assumptions that minimizes the volume
of algebra required while maintaining the essential physics. First we assume that
the ions and energetic species can carry only a toroidal current, so that Eq. (7)
is the exact form of equilibrium distribution function. The electrons are allowed
to carry both toroidal and poloidal current. Their distribution function is of the
form foe = Fe(,p,) + P.(Ep, ) where Fe/Fe - r/ela. The quantity Fe, which
generates poloidal current, does not explicitly enter the evaluation of ie in the small
gyroradius limit and makes inertial contributions of order me/mi smaller than for
the ions. Thus, Fe never explicitly enters the calculation and is hereafter suppressed
from the analysis.

Second, observe that in the small gyroradius limit

Fj(Epi) t ,( %,) + mjRv (9)
The dominant contribution to nj arises from the first term whose form implies that
the equilibrium pressure is isotropic. This is a good assumption for most tokamaks.
Anisotropic pressure would require finite it dependence in Fy.

The third simplification arises from the assumption that the equilibrium electric
field is zero: (R, Z) = 0. In practice small electric fields do exist, but as is shown
in Appendix B, they do not alter the dispersion relation in any substantial manner.

Under these assumptions the equilibrium momentum balance equation reduces
to

J x B = Vp (10)

where II = p I,

() = i( (11)
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and

m V2 (12)Pi(2) = 3 i- Fj(, )dv. (12)

Equation (10) implies that any ideal MHD equilibrium solution is also a solution

to the more general model considered here. Using Ampere's law and following

standard procedures, it is possible to reduce Eq. (10) to a single Grad-Shafranov

equation for Ti given by

A*g = -LoR 2 d F dF (13)

F 1
B = Red + VW x e,R R

where p(T) and F(T) are free functions.

Finally, note that the assumption · = 0 implies that the ions and energetic

species are held in macroscopic equilibrium primarily by the ui x B force. In the

small gyroradius limit the toroidal fluid velocity for these species can be written as

R dpj (14)qjn dh'a
This completes the specification of the equilibrium problem. For the stability analy-

sis it is assumed that a solution has been found to Eq. (10) or equivalently Eq. (13).

C Stability

The stability analysis proceeds in the standard manner. All perturbed quanti-

ties are written as

Q1 = Qi(R, Z) exp(-iwt - inO). (15)

The perturbed distribution function is found by the method of characteristics

fli= --- (El+v x B)-VFidt'. (16)
ni oo
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Using the equilibrium relation Fi = Fi(E, p), it can easily be shown that fly has

the form r) /f= i RE ,+ wF ai -naF)J El- vdt' (17)

Equation (17) can be further simplified by making the assumption E111 = 0. This

is a good approximation for MHD Alfven waves although a small portion of the

overall electron Landau damping is neglected. The condition Elll = 0 allows us to

define

El, iwel x B (18)

where ti represents the perturbed E x B displacement. Using Eq. (18) we can

rewrite the quantity E1 v (evaluated along the unperturbed orbit) as follows

El ·v = -iwel (v x B) = -iw -=
qj dt

qi Ldt(lv)v dt 

The desired form of the perturbed distribution function becomes

fi -qjJ0 ( ieV)+im ( iF _niaple wev - wv. de dt' i (20)

Equation (20) is exact. In principle we want to utilize this equation to calculate the

perturbed n, uj, and IIj in terms of f_ by taking appropriate moments. Observe

that most of the terms represent simple fluid-like contributions whose moments can

be easily evaluated. The difficulty of course lies with the last term which involves a

complicated integral along the unperturbed orbits. It is here that the substitution

given by Eq. (19) proves useful. The form of the integral in Eq. (20) is smaller

by rLj/a than that appearing in Eq. (17). It can be easily evaluated in the small

gyroradius limit using only the zeroth order guiding center orbits. This calculation

is carried out in the next section in the interesting regime corresponding to finite

wavelength, macroscopic modes.
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D The drift kinetic expansion

The last step in the simplification of fIj is the substitution of the small gyro-

radius, drift kinetic expansion into Eq. (20). The explicit transformation is given

by

v = vlb(R) + vl [n(R) cos - r(R) sin g]

(21)

x = R + n(R [n(R) sin + r(R) cos ]

where fi = qjB/mi, b = B/B, R is the guiding center of the particle, and (n, r, b)

are a right-handed set of locally orthogonal unit vectors in physical space. The

quantity is the gyrophase angle of the particle while vl[ and v are the parallel

and perpendicular particle velocities. The variables vil and vL actually represent

an intermediate step in the transformation. In the final step v and v are related

to the energy and magnetic moment by the usual relations

= (V2 + \

(22)
mjv 2

2B(R)

Along the unperturbed orbits, the guiding center variables satisfy the following

equations of motion

dE

dt

dt
dt i (23)

dR
dt ;zvlb + vDdt
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where

VD = VVB + Vr
2

VVB = I b x Vln B (24)
2n3

2

VC =- b x 

and = b Vb. The equations for , e, and R are correct to leading order in

6i rLy/a. The higher order corrections are not explicitly needed. Note also that
the E x B drift velocity vanishes in the expression for VD since Eo = 0.

The next step is to substitute the drift kinetic expansion into the expression for

v - (dC/dt) in Eq. (20). A simple calculation shows that v (de/dt) has the form

dtv d- =ao + ale' + ae 2i4 (25)

with a = a(,/,R,t'). The last two terms are rapidly oscillating and nearly

average to zero. It can be easily shown that their contributions to fij are smaller

by 6i than those already appearing. The quantity ao represents the resonant particle

effects. It produces a larger contribution competitive with the fluid contribution

and is dissipative in nature. This is the only term that need be maintained. A short

calculation shows that

ao(E,,R,t') = V1 V .t+(2 -vi) e±.i (26)

The final form for fij is obtained by substituting Eq. (26) into Eq. (20) and

introducing the drift kinetic expansion into the fluid-like terms. The result is

fij _ (I VFI) + im (w - W* Fi [ ad * (27) 

In this expression F = F(E, 'li) and

IF) n Fia(-- 3./ I (28)QiaylO 
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It is important to notice that a0 is a function of the invariants of motion , ,

the time t and the guiding center position R. Since the guiding center trajectories

are much simpler than the full particle orbits, an analytic approximation can be

used to obtain explicit evaluations.

4.3 Application to Energetic Particle-Alfvdn Waves

A The moment equations

By focussing attention on energetic particle-Alfven waves, the basic stability

equation is obtained by linearizing the moment equation [Eq. (5)] and Maxwell's

equations [Eq. (6)], and then substituting the expression for flj [Eq. (27)] to eval-

uate the perturbed HI and njuj. From the definition E1 = iwf x B, Maxwell's

equations yield

B1= V x (iL xB)

(29)

zoJl = V x V x (L x B).

The linearized form of the momentum equation is given by

J1 x B + J x B1 E [V - im(njuj + nu 1j)] (30)

For simplicity, zero subscripts have been omitted from equilibrium quantities. Recall

that at this point we have introduced the small gyroradius approximation in deriving

the perturbed distribution function, but have made no assumptions regarding the

size of or . For Alfvn waves this is formally equivalent to introducing the

gyroradius parameter 6 = ri/a and assuming that

w ~ w~
kllva Qi

n, T, 1 (31)
ni Ti 6

W*i we ~Wa
J 0- 3 6 o 1

w w W
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where the subscripts e, i, a denote electrons, ions, and alphas, respectively.

On the basis of Eq. (31) it follows that the ion contribution dominates the

inertial effects:

Z m(niu, + niul) = mvn rflidv ; w2pfl. (32)

For simplicity the subscript i has been omitted from p, the ion mass density.

Similarly, a straightforward calculation shows that the ll tensor has the form

Il Jn mivv fidv

Pij 0 °
0 PtLj 0 (33)

O ° PllJ

The elements Pllj and Plllj are given by

Pij =- ' Vp - i(w-) i2 sjd
(34)

P'Ii = 1*Vp, - j(w j- w*)mivl ac sidv

where

si = 2 V(+ ( 2 -V I) 1 dt'* (35)

Combining these results leads to a single vector equation for the unknown Il

-pw2±L = F±(±) + 'zD±(l±). (36)

Here

F±(±) = J1 xB+ BB + V(I Vp) (37)

is the ideal MHD force operator for incompressible displacements (and as implied,

F 1 -b can be easily shown to vanish). The operator D 1 contains the dissipative

effects associated with resonant particles and can be written as

L(L)= mi f[2 +(v - (- w*j) E Si d. (38)
i ; Il(~ 
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Equations (36)-(38) describe the low frequency, finite wavenumber stability of

energetic particle-Alfv'n waves in an axisymmetric torus.

It is now convenient to introduce a subsidiary expansion in P3. We assume

< P 1, but note that no ordering is required for the inverse aspect ratio, the

deviation from circularity, or the safety factor: E - r - 1 q 1.

The low P assumption is useful because the dissipation operator becomes small

compared to the inertial effects. This can be seen by recognizing that the orbit

integral s scales as

r7 N jv(3 C9±
R(w - klv (39)

Equation (38) implies that

Di P l xjZ(xj) (40)

where Dy is the j'th particle contribution to ID±I, xj = w/kllvTj , and Z(x) is

the plasma dispersion function. The function zZ(x) is in general complex, but

JxZ(x)l < 1 for all x assuming w > O. By noting that F1 - kB 2 ±/to and

kll R n/q 1 for Alfven waves it follows that

ID±/F I~ f. (41)

This scaling result is important because in the low P limit it implies that the

kinetic effects make only a small modification to the ideal MHD wave. In particular,

the real part of sD 1 leads to a small correction in the basic dispersion relation

w k. kllva. The imaginary part of )D1 produces the kinetic dissipation effects that

determine the growth rate and stability boundaries. Since Im(iD±) is also small,

it can be calculated perturbatively.
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B General expression for the growth rate

In this section we make use of the low ordering to derive a general expression

for the growth rate of energetic particle Alfven waves. The derivation is based on

an energy relation obtained by multiplying Eq. (36) by (/2 and integrating over

the plasma volume. We assume < 1 but temporarily treat 3 ~ 1. Using Eq. (32)

we obtain

W2 KM = 6 WM + 6WK (42)

where

KM = fPel 2dr (43)

is the plasma kinetic energy normalization,

6WM = -f . F±(fl)dr (44)

is the ideal MHD perpendicular potential energy and

6WK -= -2 | . D (L)dr (45)

is the kinetic contribution to the energy. After a simple integration by parts, WK

can be rewritten as

(WK J w *j) Ls-j 3idvdr. (46)

The next step is to recognize that s is an integral along the unperturbed

particle orbits as a function of the guiding center coordinates. Therefore,

dt = iw*s3 + Ds. (47)
dt

where

D-v V+ vx Bo V (48)

If we write the complex quantity sj as s = a + icy and make use of Eq. (47), we

obtain
ds* 1

s dt = iw*Isj12 + i(cjDay - aDc,) + ID (a + c) (49)(42)
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Since F and w'. are functions of the constants of motion E and p'o, the contribution

to 6WK from the last term in Eq. (49) is an exact differential that integrates to zero

over the phase space volume. The quantity 6WK can thus be rewritten as

6WK = ( - ) (w - (Ry + i lsj2)dvdr (50)

where Ri is a real quantity given by

Ri = cDaj -adci -wril 2. (51)

Consider now the limit w < w, corresponding to either marginal stability or

the low 3 assumption. A straightforward dimensional analysis using Eq. (39) shows

that

kf1 T~w~ _ (52)aFj ISj12dV dr < EPjj ~2 1 (52)kllVTi Wi (oi

Thus, the term iwilsjl 2 in Eq. (50) leads to a finite contribution in WK as wi - 0.

More subtlely, the Ri term in Eq. (50) also leads to a finite contribution of order

IjSWM. This is a direct consequence of Eq. (41) and the discussion therein. The

subtlety is that each of the separate terms in Rj diverge as 1/wi, but because of the

general scaling argument associated with Eq. (41), these singularities must cancel

identically.

The desired expression for the growth rate is obtained by setting the real and

imaginary parts of Eq. (42) to zero and introducing the low 8 expansion. The real

part yields

2 = WM + O(p). (53)
' KM

The real frequency and eigenfunction correspond to the ideal MHD Alfven wave.

In the limit wi < wr consistent with low , the imaginary part of Eq. (42)

yields

Wi k= M+K (54a)

WK
(54b)

KM
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where

WK =-Li~O 4 LI (S*.j-fr) -w)2 iw Isj 1i dvdr

(55)

KK = - 4' aj Rjdvdr.
_ 1 aF d

Note that KK is neglected in the second expression for wi since KK ~ 3KM. Also,

for rigid rotor distribution functions w*,i = w* = const.

Equation (54b) is a general expression for the growth rate. It is valid for

arbitrary aspect ratio and noncircularity but requires 6 < / < 1. Its evaluation

requires a knowledge of the trajectory integral si along the unperturbed guiding

center orbits. This can be carried out "exactly" numerically for realistic tokamak

geometries, or evaluated approximately analytically using the additional assumption

of large aspect ratio. For the usual case of aFj/a9 < O, we see that a given species

produces a stabilizing contribution to the dispersion relation when its diamagnetic

frequency is less that the real frequency of the mode: Cw* < w,. The converse

situation applies when v,*j > wr. The point of equality w*j = wr represents the

transition from the positive to negative dissipation for the j'th species.

C The TAE growth rate

The general expression for the growth rate given by Eq. (54b) is now applied

to the TAE instability. To proceed analytically we assume large aspect ratio as well

as low 3. Specifically, we assume a circular cross section tokamak satisfying the

ohmic scaling expansion ~ - 2 , q 1.

The analysis begins with the evaluation of the unperturbed particle orbits and

the trajectory integral s. Consistent with the ohmic expansion, the leading order

guiding center orbits are given by

r(t') = r(t)
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rB) (t'- t) (56)

(t') = L (t' - t).
Ro

The particles lie on circular flux surfaces and move parallel to B.

Next, note that within the tokamak expansion V. + 21 · c 0(e2) and

= eR/Ro + O(e2/a) for Alfven waves. Thus, to leading order , sj reduces to

S =-M f 2i + ) odt'. (57)

Also note that both vill and vl are constant to leading order in .

The integral si is evaluated by expanding the eigenfunction &r - as a general

Fourier series

= t ~m(r)e' mo
m

(58)

0 = i (rem) imo

where the second expression follows from the relation V * O(e). Substituting

into Eq. (58) and focussing on circulating particles we obtain

i R (V 2 2 ) E [ m-l + Em+-

(]~m...i) (f~ m + ___(5 )m- 1 +l w- Wm

where

W"& - 1Eo 0 (60)

Equation (59) is valid for both the TAE and EAE instabilities.

Consider now the TAE instability. This perturbation consists primarily of two

toroidally coupled harmonics Cm and m+. All other harmonics are essentially zero.

Furthermore, the strongest coupling occurs in a narrow region of thickness a

localized about the surface r = r0o corresponding to qo q(ro) = (2m + 1)/2n. The
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mode localization implies that the ~*mtl terms dominate in Eq. (59). Substituting

these results into the expression for s and maintaining only those terms which do

not average to zero in , leads to the following expression for 1Is12:

2 mj ( 2 v 2 1l 1 +12 , 1 1
1 4R12 m II 2( L m2 (m + 1)2 - W_12 + I- W1m2 

(61)

In this expression all equilibrium quantities are evaluated on the surface r = r.

At this point the general expression for the growth rate [Eq. (54b)] can be

simplified significantly by noting that for localized perturbations, the kinetic energy

normalization reduces to

2 m12 1m+ 1

KM - +ao 3, + ]dr (62)2 m 2 (m 1)2

where po = p(ro). Observe that KM and ISl12 have the same combination of mand

f(,+ terms which thus cancel when evaluating w. Using the fact that wr kllva

with kl = 1/2Roqo for the TAE instability, we obtain the following expression for

the growth rate

Go,,q 1(2 !1. \2*_
kll,,V w- 2B2 j 1 + 2 W a

n aF ) [ IWl2 +dv. (63)12q. o W 12 I - ,12 +d (6s)

In the limit of small wi, the vl integral can be carried out analytically. A short

calculation yields

W. 2,,r2- oMRoqo J 2 V, a Fkjlva E -- IFTi 2 (wa/ m1 3/2kliF /.o ( 65
. a z ),,.,.,v.,_] (64)

qj 5 T Vll=Vv v1=t/3

Equation (64) gives the TE growth rate for arbitrary distribution functions Fi(c, f).

The growth rate can be easily evaluated for a Maxwelltan distribution function

F = n 2rj eI exp(-mv2/2Ti). (65)
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Here ny = ni(%P) and Ti = TYi(). Some straightforward algebra leads to

kllv J) -_ q0 - nqo t1 +71 ]

where = 2onjTjl/B 2, i = -rLo(dpj/dr)/py, rLO = VTy/floe, fle

and rib = dlnT./dlnn. Each of these quantities is evaluated at r

functions GT, HT and JT are functions of the single parameter Ai =

are given by

vT :'/2mj= gm(Aj) + gm(j/3) (Aj) 1= + 2 + 24)c
2

Hj = hm(j) + hm(Aj/3) hm(Aj) = 2( 1 + 2A, + 24)e,
JmjT = jm(~y) +, n()/3) Jm()) - 2(/2 +3/ 2 4 2a

Jlf = (AA) + j4m(Aj/3) jm(Aj) (3/2 + 32 + 23 2 +

= qBp/mi

= ro. The

Va/VTj and

(67)

The Maxwellian distribution function is a good approximation for electrons

and ions. For these species the parameter 6y (the ratio of poloidal gyroradius to

pressure scale length) satisfies sy < 1. Consequently only the GT term need be

maintained.

For the alpha particles it is more reasonable to assume a slowing down dis-

tribution. A simple model that has the correct asymptotic behavior and allows a

simple evaluation of the integrals is as follows

(A + O
(V2 + V2)3/ 2 O < V < Va

where A = A(i) and v2 = vo2(%) are two free functions that are easily related to

the density and temperature. The quantity v2 represents the low velocity transi-

tion to the bulk plasma. Typically m,,v2/2 z 2T(V) where T is the bulk plasma

temperature. The cutoff velocity v is defined by m~,v2 /2 = E, = 3.5 MeV.

Clearly v2 > v2. After another straightforward calculation we obtain an analogous

expression for the alpha particle contribution to the growth rate

( i R )T : no2,6i(GT oa- f T) (69)kj( l) - q o(G-nqo6,H ) (69)
k4j a 
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with a = 2onaT,/B 2, $ = -(2/3)rL#(dpa/dr)/p,, rLe = va/flOa, and fna =

qaBp/m,. The functions G and H are functions of the parameter Aa = va/va and
can be written as

G = g.(A) + g, (A/3) g, (>a) ( ) A ,(3 + 4Aa - 6A2 - 4 )H(1 - Aa)

(70)

HT = h, (X) + I h(XA/3) h(a) = (1 + 6A - 4A- 3A4)H(I1 - ).3 16,

Here H is the Heaviside step function.

The final form of the growth rate is obtained by combining these expressions

and assuming ni n, =- n, T, Ti - T

wi v -q2 [(GT + GiT) + fia(Ga - nqo 6HZ)j (71)

where ic = 4ionT/B 2 is the core beta. Equation (71) is a more accurate expression

of the TAE growth rate than that given in the original work of Fu and Van Dam, 5

where the effect of the ion Landau damping was not included. Applications of

Eq. (71) are discussed shortly.

D The EAE growth rate

We consider the EAE in the limit of small ellipticity ( -1 < 1). The strongest

coupling occurs about the q go = (m + 1)/n surface and the perturbation consists

primarily of two elliptically coupled harmonics m and m + 2. Following the same

procedures used for the TAE, the expression for Is 12 becomes

Ms. 0 2 2 1 2 1212+12| 2 _ (m 2)2 W 12

m+2 ~m IW Wm+112

Notice that, unlike the TAE, KM and sj 12 do not have the same combination of (

and t,,+2. Thus, the lowest order eigenfunctions given in Ref. [8] are needed. As for

75



the TAE, the largest contribution comes from the resonant layer about the q = qo

surface. In the limit of small wi and using a slowing down distribution function for

the alphas, the growth rate has

Wi (qO)2 

where

the following form

(GEi + Gme) + Pa (GE 2- nOa HZ

GEi = gm(Aj/2) + dxg.(uj/j)F((')

GE = (/2) + dxg.(u,./lyl)F(I')

HE = h ( /2)+
2

F(') = | n+2 - / Cn+2 +
m+2 m m +2

2n 2n
,nj = qoA Aj Una = ,qoA- a dx = 2r

Al ro ) o

2dx
m

2Ror2A' 
I &o2rdy

SO

2 "/o-ro

Applications of Eq. (72) are also discussed shortly.

E The NAE growth rate

The Noncircular Triangularity Induced Alfven Eigenmode (NAE) which results

from triangular coupling is localized about the q - qo = (2m + 3)/2n surface and

consists primarily of the two harmonics m and m + 3. The procedure to calculate

the growth rate is identical to that used for the TAE and in the limit of small

triangularity, the mode is highly localized so that the growth rate is independent

of the eigenfunction (as for the TAE). It is easy to show that using a slowing down

distribution function for the alphas, the NAE growth rate has the formWklf ( 3)[ (c, + s\ nQO 
kliva (G~fi + G Me) + i3. ( G a a 3 ~ a~ (3
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where

Gî = gm(3Aa) + gm(3Ai/5)

GN = g9(3Ai) + g.(3Aa/5)

HL= 3h. (3A) + (3/5)h.(3A ./5)

F The growth rate of a continuum Alfvdn wave

In this section we calculate the growth of an Alfven wave of the continuum

spectrum. A detailed derivation can be easily found in the literature 9' 0. The

purpose of this treatment is to make the reader familiar with the analysis of the

continuum Alfven waves that will be used later to estimate the so called "continuum

damping" on gap modes. The stability analysis of the Alfvn wave of the continuum

spectrum is inherently more complicated of that of a global mode. In the latter case

the kinetic effects do not affect the lowest order eigenfunction, and therefore, can

be treated in a perturbative fashion. In contrast, an Alfven wave of the continuous

spectrum is highly localized in a narrow region Ar - (wi/wr)ro about the WA (ro) =

w, . Since wi is related to the kinetic effects, then the eigenfunction itself must

be derived retaining the lowest order kinetic terms. A rigorous derivation of the

eigenvalue equation for Kinetic-MHD modes will be given in Chapter 5. We now

present a very simple way to derive an approximate form of the eigenvalue equation

starting from the energy relation given in Eq. (42) which was derived by assuming

a continuous eigenfunction. The derivation is greatly simplified by assuming apriori

that the mode is localized about the r = r surface. In particular, we postulate that

in the neighborhood of the resonant surface the eigenfunction assumes a logarithmic

behavior, as in the ideal MHD treatment. Following the procedure of Sec. 2.4, we

define the singular part of the eigenfunction as a function with a logarithmic

behavior at r = ro and that satisfies the boundary conditions at r = 0 and r = a.

Furthermore, we define the regular part as Or = - J. As stated, is going to be

important only in a narrow layer of thickness 5 = rowi/w, << 1.

77



The next step is to rewrite the energy relation to lowest order in 6. Consider

the real part first. Notice from Eq. (41) that Real[6Wk] ~ P6WM, and therefore

only the fluid contribution must be retained. The kinetic energy normalization can

be simplified maintaining only those terms which do not average to zero in . To

lowest order in 6,

Km -r ro2p 2 dr. (77)

We then consider the imaginary part of the energy relation and notice that to

calculate Im[6WK] we need to perform the integration along the orbits in the term

sj. Following the procedure developed in Sec. C , s i can be written in the following

form,

ISj2 =- 2 + V2 ) 2 + (78)
4R2 2 2 jW - W 2 IW - Wm,+ 12

In these expressions all equilibrium quantities are evaluated at the surface r = ro

and wm = kmVll. The integration over the phase space in Im[6WK] is now split

into an integration over the real space of a function of r and an integration over the

velocity space of a function of v only

Im[6WK] - KM(e,)(2Wryk) (79)

where

k, ,--o=liMraLo 1 dv( { 1 2 2 a- (- 1 )[+ 1
Wi .. 1 -8W,932 j W -m+ 1

(80)

To lowest order in 6, the energy relation can be written in the following form

(w2 i2WrYk)KM(e) = WM + 0(6). (81)

As previously mentioned, 6WM is a real quantity. The growth rate of the mode

easily follows

Wi = ak + (6). (82)
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In order to find the eigenfunction of the mode, we derive the Euler-Lagrangian

equation from Eq. (81). To leading order in 6, we obtain

d 2 d.
dT ( WA(ro -( i2wryk) d -- 0

where we have introduced the normalized coordinate x = (r - ro)/ro. Away from

the singular layer, the kinetic effects do not play an important role and the Alfven

wave equation reduces to

d(W2 2- (83)

An approximate form of the Alfven wave equation, valid in the whole domaine

[0, a], can be written in the following form

d pr(2 -_ W(r) - i2 ) - (m2 - 1)pr( 2 - (r) - i2w,yk) = O. (84)
dr A 2 dr A

Eq.(84) is identical to the eigenvalue equation given in Ref.[9-11] in the limit of zero

ion Larmor radius. In the narrow layer r r0 of thickness 6, Eq. (84) yields the

following solution

.= A + Bln(ii + ') (85)

where we have introduced the two dimensionless variables

dln w2 d ln w-sgn(d) d (r- ro)g(w dr dr

5' = 2(wi - k)/ll . (86)

According to the expression for the growth rate given in Eq. (82), it follows that

" - 0 and the eigenfunction become dicontinuous at r = ro contradicting the initial

assumption used in the derivation of the energy relation that the eigenfunction be

continuous. In order to solve the problem correctly, the fourth order FLR effects

should be retained and the discontinuity be removed. Such a problem has been

investigated in Ref.[9] where the fourth order eigenvalue equation is numerically

solved leading to a continuous eigenfunction and to a growth rate almost identical
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to the one given by Eq. (82). The differences in the growth rate is due to the higher

order terms in pLi/a, to the sideband coupling induced by toroidicity and to the

inclusion of the parallel electron Landau damping.

4.4 The continuum damping of gap modes

In this section we investigate an additional physical mechanism that is usually,

but not always, stabilizing for Alfven gap modes. In the previous chapter we con-

sidered gap modes whose frequency does not intersect the Alfven continuum. For

realistic density profiles or for modes with m > 1, an Alfvn wave of the continuum

can have the same frequency as a gap mode with the same m number. Fig. 5 shows

the continuum spectrum of an elliptic plasma column for n = 2, m = 2 - 4. The

intersection with the continuum of an (n = 2, m = 2-4) EAE is also shown. In this

case, one can think of the gap mode as a global mode except near the resonance

with the continuum where the eigenfunction exhibits a logarithmic singularity, and

therefore, is highly localized. Two important effects occur when this resonance

takes place; first, the electric field in the narrow region about the resonant point is

so large that the contribution to the plasma inertia from the E x B drift originating

in the layer considerably slows the mode down. Second, the Alfven wave of the

continuum spectrum can be damped (or excited); and consequently, it can further

stabilize (or destabilize) the global gap mode. We show in this section that the

overall effect is always stabilizing.

We consider a gap mode induced by the coupling of the two harmonics m and

p, and we assume that the continuum spectrum of the mth harmonic intersects with

the real frequency of the gap mode at the surface r = rto. As shown in Sec. (2.3),

the eigenfunction of the mth harmonic has a logarithmic behavior about r = ro.

We decompose the eigenfunction in a regular and a singular part (e such that

Mm - A + B n(- + ) (87)

r = - (88)
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where is the normalized radial coordinate

=89gn(wr dlA )d A (r T r) (89)dro dro

and ~ ~ wi/Wr is a parameter which will be defined later. Because of the poloidal

coupling, the eigenfunction of the pth harmonic is also expected to have a logarith-

mic singularity at r - rt. However, for small coupling ( << 1), the singular part

of p will be of order with respect to the singular part of m

We also introduce the parameter -y which represents the growth rate of the

gap mode in the absence of continuum resonance as derived in Sec. 4.3. It is very

important to order the constant B in Eq. (87) such that the new effects give a

contribution to the growth rate of the same order of -yg. There is no obvious small

parameter that characterizes the solution in the neighborhood of the continuum

damping. Even so, we introduce a maximal ordering

B )1/ 2 << 1 (90)

where fr = - , c is the small poloidal coupling parameter and a << C. Only

a posteriori, we will derive the condition on the equilibrium configuration that

guarantees the inequality in Eq. (90). The next step is to rewrite the energy

relation [Eq.(42)] in terms of er and e,. Since the interaction occurs with the

continuum spectrum of the mth harmonic, we expect the contribution coming from

the coupled harmonic p in the neighborhood of the continuum resonance to be

negligible. According to the previous ordering, the kinetic energy normalization

and the imaginary part of the WK can be written as

KM(C) = KM(C,) + KM(C.m) + 0(E) (91)

Im[6WK] = 2wryKM(er) + 2wrykKM((,m) + 0(E) (92)

where

KM(r) Jdrpl 12 (93)

81



KM (, ) = drI,Jm12

and 'yk is the growth rate of a continuum Alfven wave located at r = r given in

Eq. (80). The cross terms in Eq. (93) have been neglected because they contribute

through a term of order (E)1/2. As previously shown, the real part of the 6WK

can be neglected with respect to the fluid potential energy. To lowest order in e the

energy relation can be written in the following form.

L(r) =-L(E(m) (94)

with

L(eg) = (W2 - i2Wr'Yg)KM(r) + 6WM(&) (95)

L(C() = (W2 - i2Wr Yk)KM (,) + 6WM((e) (96)

This form of the energy relation also includes higher order terms in , that we

keep only for convenience. Notice that to lowest order in the singular and the

regular part of the eigenfunction give separate contributions. It is important to

remember that (, and Er represent the solution of the eigenvalue equation in the two

regions; i.e., inside the singular layer (r - rol/ro - ) and outside (Jr - rol/ro > )

respectively. The two functionals L(er) and L(,,) are quadratic forms of e& and .

Taking the variations of the functional, with respect to and ,, and setting it to

zero for arbitrary 6, and 6e, leads to two equations valid in different regions. For

Jr - rol/ro > j' the minimization of L(Er) yields the following equation for r

D('g) ,,rm - EFE,p = 0

D(yg) erp - eFerm = (97)

where

D(r)= d pr3 ( 2 - i2,r - W2)d - (m2 - )pr(w2 - i2w,r - ) (98)

d2F = r nlr W2 (99)
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and rg is the gap location. For Jr - rol/ro ~ 5 the minimization of L(C.m) yields

the following singular layer equation for sm

D( k) = 0. (100)

The solution of Eq. (100) in the narrow layer around the continuum resonance

surface can be readily derived, yielding

o,(r ro) = A + B ln(i + M) (101)

where

= 2 -?k (102)

If 'yk < 0 then 5 > 0 readily follows. If rk > 0, assuming > 0 implies that the

growth rate is larger than that of a continuum Alfven wave localized at r = ro.

In order to keep the eigenfunction continuous through the continuum resonance

surface, we assume > 0. The derivation of the parameter B will be given in

Appendix C. Assuming 'yg << c, the solution of Eq. (97) gives the gap mode

eigenfunction without interaction with the continuum that was derived in Sec. 2.5

and 2.6. The next step is to explicitly calculate the imaginary part of the energy

relation [Eq. (94)1, by substituting the expression for the eigenfunction. To lowest

order in 5y the kinetic energy contribution coming from Cm gives

KMA(CJm) = 2porJ2 dr! C, * (103)

The integration over the singular layer r - ro/ro ~ can be easily carried out

yielding

KM (m) 4r 3RopR B B121 A I (104)
IWi - rYk I dr

Sustituting into Eq. (94) leads to the following form of the gap mode growth rate

wi = g - r (105)

where

r= 47r3 Ror3poB 2 dWA 1 (106)
KM(3) dr
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In the case of j < 0, the eigenfunction is discontinuous and a procedure similar to

the one developed in Sec. (2.4) can be applied. It is easy to show that the growth

rate of the gap mode would be identical to the one given in Eq. (105) derived for

' > 0. It is important to notice that the interaction with the continuum always

leads to a damping, despite the destabilizing nature of the kinetic effects in the

continuum resonance layer. This result is consistent with the one obtained in Ref.

[12] where the limit yk = 0 was considered. It can be easily seen that setting 'Yk = 0,

the result remains unchanged.

In Appendix C we derive an easy way to evaluate the term B in Eq. (106) and

we show that an appropriate ordering is r _ E3 . Since -y ~ ,WA with , - E2 we will

neglect the continuum damping effect in the remainder of this Chapter. Although

the continuum damping appears to be a small effect, a more carefull investigation

of its effect is certainly needed.
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4.5 Discussion

In this section we analyze in detail the dispersion relations for gap modes given

in Eqs. (71), (72) and (74). Marginal stability conditions can be easily evaluated by

setting wi = 0. In order to find the parameter a = 2onaTa/B 2, we first calculate

Ta from the a equilibrium distribution function

nTa = ma J v2fad 3 v.

For an isotropic slowing down distribution function with a cutoff energy Ea, the

temperature is approximately constant and is given by Ta, Ea/6. The a particle

density can be obtained by balancing the production with the slowing down rate

(v) n e = na
4 r,

where T,- 1.17 1012[Te(keV)13 /2 /n(cm-3) is the slowing down time. If we assume

that Te Ti, then the marginal stability condition for the TAE and NAE can be

written in the form

nTN = nTN(Te,Bo,q(r),a, Ro,m,n ). (75)

Since the growth rate of the EAE depends on the mode eigenfunctions, the depen-

dence on the plasma elongation must be included and the EAE marginal stability

condition becomes

E = n(Te, Bo q(r), (r) a, Ro,m,n) (76)

Stability domains in the (ne,T) space, for typical ignition experiment parameters

(Bo = 8 T, qo 1, q 3.5, r(a) = 1.8, a = .78, R = 2.4) are illustrated in Fig. 6.

Instability occurs in a well defined range nmin < n < nax. The lower boundary

occurs when the Alfven velocity becomes so high that there are no resonant a

particles, while the higher limit occurs when the ion or the electron Landau damping

becomes dominant. For Lh, BPX operational density of no - 5 x 1020 m- 3 and
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temperature of To - 20 keV the m = 1, n = 1 gap modes seem to be stable. Modes

with m > 1, n > 1 show a lower instability threshold and therefore are more likely

to be destabilized in a burning plasma. In particular the EAE m = 3, n = 3 seems

to pose a potential threat to a BPX-like device.

Several interesting conclusions can be extracted from Eqs. (71), (72) and (73).

First, we observe that for large f, the resonance vi = v/3 of the TAE strongly

enhances the ion Landau damping. This explains the stability domain of the TAE

at high plasma densities as shown in Fig. 7.

The next point to note is that the electron Landau damping in highly elongated

plasmas strongly stabilizes low-n EAEs. Figure 8 shows the EAE (m = 1, n = 1)

stability boundaries for different values of the plasma elongation.

Finally we observe that for all three gap modes the destabilizing terms is pro-

portional to the product nqo. Therefore, we expect the high-m modes to be the

most unstable as shown in Fig. 6.

In the derivation of the gap mode growth rates, the effects of continuum

damping and trapped particle resonance have not been included. The latter is

expected to be important for high-n modes. Finally, because of the limits of va-

lidity E < 1, c- 1 << 1,6 << 1, low (m,n) the expressions (71), (72) and (73) can

only be considered as an approximate criterion to test stability against Alfven gap

modes.

4.6 Conclusions

We have demonstrated that two new global Alfven modes, the Ellipticity and

Triangularity Induced Alfven Eigenmodes, can be destabilized via transit resonance

with energetic alpha particles. The growth or damping of these modes depends

upon a competition between the alpha particle driver, electron and ion Landau

damping. The electron Landau damping turns out to be particularly important

for the m = 1, n = 1 EAE in highly elongated plasmas ( - 2). We have also
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shown that ion Landau damping can stabilize the TAE at high density regimes.

For sufficiently high densities and n > 1 the EAE can have a stability threshold

lower than that of the TAE. Both the EAE and TAE need further investigation

to determine how detrimental their effects can be on alpha particle confinement

in ignited tokamaks. In particular, the behavior of higher n modes which have

lower thresholds, but greater localization needs to be addressed' 2 . For these modes

the effect of continuum damping becomes very important beacuse of the multiple

interactions with the continuum spectrum. Although the procedure to calculate the

continuum damping given in this Chapter is restricted to the case of one interaction

only, a more general theory can be developed starting from the results obtained in

Sec. 4. For a more detailed theory on the continuum damping effects on the TAE

modes we refer the reader to Refs [12-13].
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CHAPTER 5.

The eigenvalue problem of the kinetic-MHD.

Internal kink.

5.1 Introduction

Since the original discovery [1] of "sawtooth" oscillations in the ST tokamak,

there has been considerable interest in the theory of m = 1 modes. These modes are

believed to constitute the initial trigger for the observed crash in the central plasma

temperature that is the signature of the sawtooth (the temperature rises in time

to a maxiumum value at which point it crashes abruptly; the process is repeated

in a cyclical fashion giving rise to a time-trace resembling the teeth of a saw).

Following the intital [2] description of the physics of the sawtooth, much work has

been done to put the modelling on a firmer foundation. The basic picture involves a

central portion of the plasma column where the inverse rotational transform q(r) =

rB&/RBo is below unity (we consider circular magnetic flux surfaces, at first, for

simplicity; BO and Bo are the toroidal and poloidal components of the magnetic

field, respectively, while r is the variable along the minor radius of the tokamak,

r < a, and R is the major radius). This central portion is subjected to a rigid

body displacement with toroidal and primary poloidal mode numbers n = 1 and

m = 1. At the boundary, r = r, where q(r,) = 1, the mode has its greatest spatial

variation and is subject to non-ideal MHD effects, namely tearing and reconnection

of magnetic field lines. This reconnection process leads to a re-arrangement of

magnetic flux and concomitant expulsion of the hot plasma core (in the case of a
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"full sawtooth crash"). The re-arrangement leads to a situation where q(r = 0) 1

(thereby removing the condition that permitted the instability in the first place)

while the expulsion of the core is detected as a drop in the central temperature (the

"crash").

Much numerical work has been devoted to the modelling of the nonlinear phase

of the instability, a necessary process if one is to understand the crash itself. This

work has, for the most part, been based on a set of reduced resistive MHD equa-

tions. On the other hand, recent experiments in high temperature plasmas [3]-[4]

have resulted in sawtooth-free operation for periods of several seconds. The only

acceptable explanation, to date, has involved the kinetic response of a population of

energetic trapped particles (e.g., ions energized by Ion Cyclotron Resonant Heating

whose precession drift frequency is greater than the mode frequency) [5]-[10]. This

population of energetic particles tends to act as a "rigid anchor" against the motion

imposed by the perturbation, hence providing the necessary stabilizing effect. Thus,

interest has been focussed on kinetic effects within the q(r) 1 region.

Also, in the frame of ideal MHD the m = 1, n = 1 ideal kink mode is predicted

to be stable in most of the discharges where sawtooth activity has been observed.

The resistive kink has been initially proposed as the only possible candidate to

explain the experimental results. Only recently, experiments in JET have shown

that in most of the sawtooth crashes there is no reconnection occuring and the mode

resembles the characteristics of an ideal mode. The so-called quasi-interchange mode

(which is an ideal mode) was then proposed by J. Wesson to be responsable for the

sawtooth oscillations. In order to match the experimental data with the theory

of the quasi-interchange, the value of the safety factor on axis had to be only few

percent less the unity. Later on, experimental measurements of q(O) have shown

that q(O) is well below unity during the whole sawtooth period.

Because of the strong disagreement between fluid theory and experiments, in

this Chapter we investigate whether the kinetic response of bulk ions and electrons

can lead to new developments in the linear theory of n = 1, m = 1 modes and
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eventually to be usefull to explain experimental obervations. We address this issue

of the kinetic response of the plasma ions and electrons (although the theory is

valid for any particle species), within the r < r region, where toroidal effects are of

importance. We show how the kinetic response of trapped ions can destabilize the

high frequency (w - w*i) branch of the kink mode. This instability , denoted as

Kinetic Kink Mode is driven by both the resonant and nonresonant trapped particle

response within the q(r) < 1 surface.

Although we are mostly concern with the interanl kink, the general eigenvalue

problem of kinetic-MHD is treated in this Chapter. Its applications are of interest

to high frequency Alfven waves (w WA) as well as low frequency perturbations

(w - w*i). Ws include the effects of an equilibrium electric field and a parallel

perturbed electric field which we derive from the electron momentum conservation

equation. After the general derivation we derive the eigenvalue equation for gap

modes and for the m = 1 internal kink. In the region away from the singular layer

( about the q = 1 surface for the internal kink, and about the gap region for the

gap modes) the MHD gauge All = 0 will be adopted and the electron inertia will

be neglected. In the inner region (about the singular layer) the effect of the All

will be retained only for the m = 1, n = 1 kink mode and not for the gap modes.

Neglecting All in the gap region is usually a good assumption only when the width

of the inner layer is large enough so that no large parallel currents are present,

i.e. when the gap mode has a global structure. The dispersion relation derived in

Sec. 8 for the m = 1 mode including the effects of All through the retention of a

finite resistivity, will only be solved in the "ideal case" ( - 0). The hard task of

numerically solving the dispersion relation in the resistive kink and reconnecting

mode regimes represents important work for the future.

An outline of this Chapter can be given as follows. In Sec. 5.2-5.6 , we derive a

general form of the momentum conservation equation for the outer region (All = 0)

, including the kinetic response of trapped and circulating particles. In Sec. 5.7

we consider the high frequency limit (w > w,i) and derive the eigenvalue equation
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for shear AIfvdn waves in toroidal geometry. In Sec.5.8 the low frequency limit is

studied (w - w.i) and the stability of the m = 1 internal kink is investigated (Sec.

5.9). The conclusions are given in Sec. 5.10.

5.2 Model

Consider a plasma consisting of bulk ions, bulk electrons, and an energetic ion

species such as alpha particles or neutral beam ions. Each component is treated as

a fully kinetic collision-free species satisfying the Vlasov equation

Of Ze
at + v Vf +- (E+v x B) Vf = 0. (1)

The total current can be expressed in terms of the distribution function of each

species in the following form:

J = Zje dvvf. (2)

We denote with j the particle species and with Zje the particle charge. The electric

field can be written in terms of a scalar and vector potential in the following way:

E = iwA - V (3)

where A is the vector potential. In the outer region, far from the rational surface, we

are free to use the MHD gauge All = 0. Close to the rational q = m/n surface where

reconnection phenomena take place, the All plays an important role and cannot be

eliminated by a guage condition. From the parallel electron momentum balance

equation (derived by taking the mv moment of the Vlasov equation) , neglecting

the electron inertia, one obtains

eneEl =-VIPell (4)

where we denote with Pe and n the electron pressure and density respectively. Note

that Pell has to be calculated using the distribution function fe

Pell = m, dvv fe.
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The model is completed by the addition of the low frequency Maxwell equations

and quasineutrality condition

V x E = a (5)

V x B = oJ (6)

EZjn = 0 (7)

V.B=O (8)

The energetic particle density is usually assumed small, but its pressure is

considered comparable to the bulk plasma pressure.

5.3 Equilibrium

The analysis begins with a description of the equilibrium. We consider a large

aspect ratio ( << 1), low , circular axisymmetric torus. For each species, we

observe that there are several equilibrium forces: electric, magnetic, centrifugal and

thermal. In most situations of practical interest, the centrifugal forces are quite

small, and the pressure gradient is balanced by the electric field and by the v x B

force. The v x B force induces a plasma flow that can either be in the toroidal

or poloidal direction. As already mentined in Chapter 3, in a purely collisionless

plasma, it is not possible to determine how the magnetic force is divided between

v x Bp and vp x Bi (where b and p denote toroidal and poloidal respectively). A

transport theory is needed to determine the apportionment. Neoclassical transport

theory suggests that poloidal flow is strongly damped by viscosity, while toroidal

flow can persist for very long times in an axisymmetric geometry. These arguments

indicate that a reasonable choice for the distribution function is the "so called"

rigid-rotor distribution,

F = F( + P) (9)
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here = mv2 /2 + Ze@ is the particle energy, P = mRv,, + Ze(R, Z) is the

canonical angular momentum, f2 is a constant angular velocity (this equilibrium

distribution function yields a flow velocity, u = -Rfle'. Also and T' denote

the equilibrium electrostatic potential and poloidal magnetic flux. The poloidal

magnetic flux is defined via the expression for the unperturbed magnetic field:

B = BT 4 + Bp where Bp = V x i,/R. The standard cylindrical coordinate

system (R, X, Z) is adopted here, with R denoting the horizontal coordinate from

the symmetry axis of the tokamak. This form of the distribution function leads to a

great simplification in the derivation of the finite larmor radius effects on the plasma

inertia without altering the essential physics in the kinetic resonant and nonresonant

particle response. The fluid behavior of the plasma remains completely unaffected

by this choice of the distribution function. Thus, a more general theory, removing

the rigid rotor assumption, can be carried out, and we would expect the final result

to be almost unchanged.

From Eq. (9) it is straightforward to show that the jth species number density

and current density can be written as

= f d3,j | 1 dpj (10)Zef dx

J= Ze d3vvF. = Red d (11)

where pj is the plasma pressure

pj mj d3v(v + fR, 4)2 Fj (12)

while

xi(R, Z) - + n 2Z R2n j (13)
fl 2Zje

is a generalized potential function. Hereafter, we shall consider pi(Xi) or equiva-

lently fi( + PO) to be free functions.

These relations are substituted into Maxwell's equation. After some simple

manipulation, we obtain an MHD-like set of equilibrium equations given by

J x B - Vpi + mjnijflRVR = 0 (14)
'
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V x B = IzoJ (15)

V B =0. (16)

As expected, each species enters the momentum balance through a pressure gradient

force and a centrifugal force. For many practical applications, the centrifugal forces

are small compared to the Vp term.

Following standard procedures, it is possible to reduce Eq. (14) to a single

Grad-Shafranov equation for the flux 'p. This equation has the form

dF dpyI = -F -poR 2 (17)
di' · dxy

B = e + R (18)R R
In Eq. (17) F(P) and Pj(Xi) are free functions.

This completes the specification of the equilibrium problem. For the stability

analysis we shall assume that a solution has been found to Eq. (17) or equivalently

Eq. (18).

5.4 Stability

The stability analysis proceeds in straightforward manner. In an axisymmetric

torus all perturbed quantities can be written as Q(R, Z) exp(-iwt - inb).

Perturbing the force operator F = J x B using the definition of the current in

terms of the distribution function given in Eq. (2) we obtain:

(Jx +JxB) [njZj ee + R d- x B+ Zje d3v(E + x B)fj

(19)

where the quasineutrality condition has been used. We also define the perturbed

E x B displacement in the following way:

.E x B (20
wB 2 (20)
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The linearization of the parallel electron fluid equation [Eq. (4)] gives the linearized

parallel electric field (see Appendix B)

E, = -b V[el Eo + (Pll + ' Vpell0)]. (21)
neo

We consider Eq. (21) and notice that from the the electron equilibrium condition

it follows that Eo - (Vpeo)/eneo. In Eq. (21) the term Aell + e ' VPel11 is usually

small. Therefore assuming an isotropic equilibrium pressure, PelO = Pello, we can

neglect the pressure terms with respect to the electrostatic term in Eq. (21).

The linearized Ohm's law in the outer region easily follow

E = iw x B - V(. Eo). (22a)

Note the Eq. (22) leads to the standard MHD form of the perturbed magnetic field

= V x ( x B). (22b)

We refer to the two terms in the right side of Eq. (19) as T1 and T2, respectively.

To compute T1, we use Eq. (22b), (7) and (18) and obtain:

T = i(w-nfji)njZje( x B)- dP- V (' *VI') (23)dxj

where fi = gI + /Qlj.

In order to calculate T2, we need an expression for the perturbed distribution

function which can be found in Appendix B:

- -2F-- [Ze[ ( . V) - i(w - nf)S (24)

where

S= f . (E + v x B)dt'. (25)

Notice that S is simply the integral of the Lorentz force dotted into the displacement

along the unperturbed orbit of the particle. Following the procedure used in Chapter

4 we can write S in the following form:
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S=m( .l v) - m |d3v (v * t. )dt' (26).

We shall denote by S the last term in Eq. (26). Hence:

T2 = Zje d3, [-Zieln F(E+v x B)( V* VAj)

+ i Zje(w -nni) d3v(E + v x B)SE (27)

Of the terms within the first integral, only those proportional to v contribute
(vl vanishes upon integration over gyrophase). Now, using the fact that n =
f d3vF(E +iP,), equating +fPA = m(v +RQ) 2 + (Ze)fiX, we obtain: n/Ox =
-(ZeIR) f d3 vv4,, OF'O&. Thus, using the relation between n and p (see Eq. (10)),

we write:

12 = -(¢ 1 .VI ') V~. dfP +i- Zje(w-n ;) d3v(E+vxB)S - (28)

Summing the contributions from T1 and 2, using Eq. (13), and defining the fluid-

like density and pressure perturbations,

dnj (29)

Pi = d( * Vii) (30)

we find:

(J xB+J x B)=T1 +T2

= E (VPi + j 2AiRVR) + i Zje(w - niy) [nj x B

+ dav(E+v x B) S a-] (31)

The last term can manipulated, using Eq. (26), so that part of it cancels against

nie- x B. Then,

(Jx B + JxB) =Z( + jRVR)

i (32)+i Zae(w - nR)Jdv(E+v x B) Fi
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where I dt
dt'v -d- (32a)

We now focus on the integral over the velocity space in Eq. (32),

I= / dvZe(E + v x B)S F-

and notice that according to the particle equation of motion

dv
Zie(E + v x B) = m-. (34)

Substituting Eq. (34) into Eq. (33), and integrating by-parts yields

I m dv[Tt(vs-) - v a dt ] (35)

where

d- v d-L (36)
dt dt

d
dt iw +v.V+ Ze(E+v x B) .V . (37)dt

Using the fact that

v V(= V (v

and

(E + v x B). ,,(= V, ((E + v x B)

leads to the following simpiifled expression for I

I=mfdv[-iw- V. d ]E vV V d(vvSF). (38)

Because of the rigid rotor assumption, the distribution function dependence on the

velocity can be simplified by using the new variables w and with w = v + flRe^
the relative velocity, and ,, = (1/2)mw 2 the relative kinetic energy. The spatial

and velocity dependence in F are now separated

F( + P) = F(E, + Zeflx). (39)
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In order to perform the integration over the velocity space in Eq. (38), we introduce

the gyroangle through the following definition

v = vllb + vl (e2 cos f + es sin f) (40)

where b = BIB and (b, e2,ea) are an orthogonal triplet. Looking at low frequency

modes, we order Rj < w < < , with c, the cyclotron frequency, and in I, we retain

all terms up to first order in w/0, and fli/fl i . One has to be very careful in using

this ordering because the rotational frequency of an energetic species, fh, is usually

large and can sometimes make the previous assumption invalid. It easy to show that

the relevant parameter is (nhfh/njl, where nh is the hot particle density which

is usually small. Thus, we shall adopt the ordering nhfih < nifi - niel.

As shown in Chapter 4, S is to lowest order in pLa, independent of g. There-

fore, the first term on the RHS of Eq. (38) vanishes because it is odd in vi and vl.

In order to perform the integration in the second team of Eq. (38), we note that in

a large aspect ratio tokamak, vil - Wll - flR and vl = wl. We also make use of

Eq. (40) and of the gyrophase average procedure that gives

2 2< W (W 2 2 1 l) _ (41)

where c - -eR/R is the magnetic field curvature and (eR, eo,ez) is the standard

cylindrical triplet. Substituting into Eq. (38), we find

-m dvv d d F a~ -i(w-n )nof, - l(2R + R(V -))e (42)

where R -6R -- eR.
The derivation of the FLR effects in the third term on the RHS of Eq. (38)

requires a somewhat lengthy calculation that we summarize in the following steps:

First we compute S with the first order FLR correction

S =< > (43)
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where

< S >=| dt'[ 2 V *y (v - (44)2 42
c = -v (s, cos 2 + s2 sin 2) (45)

2lo"

and the cyclotron frequency has entered the calculation through the change of vari-

able dt - d/fl. In the (eR, eO,ez) frame of reference and to lowest order in

= a/Ro, the two terms s and s2 can be written in the following form:

aR- aez, (46)

S2 = ( -+ d-. ) (47)

Substituting into Eq. (38) and after some manipulations, the third term on the RHS

yields V. -dvvvS _ V. -+ *(_) . (48)
The first term on the RHS of Eq. (48) derives from the gyrophase independent terms

and contains all the resonant particle effects. To lowest order in small parameters

such as the ratio of the particle gyro radius (p) to the minor radius a, this tensor

has only two components, we write:

V- 7r V-~ (49)V* jf = v ±; + vlll + (517 - i1 ;)[ + ~ll(V eii)] (49)

where = (ell V)ell is the magnetic curvature. The kinetic pressure terms are of

the form:

nf, = -i(w -n),

ef =2 d3v, 2 \,

=47ro d ] 6 h dA- ( 2 vl2 (50)hjvII \2 aj
where the velocity space integral has been written in terms of the energy, 6, the

pitch angle variable, A = igBo/E (where p = mv2 /2B is the magnetic moment),
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and the magnetic field line element, h(4b,0) = Bo/B. The term denoted as f1 is

the FLR operator coming from the gyrophase average of the off diagonal terms of

the pressure tensor. To lowest order in , it can written in the following form:

n*(-l)=2 [[VD V + b x D V(b x ) Pl)- 2(bx _)] (51)

where VD is the diamagnetic drift velocity

1
VD B x Vp (52)Zen0 B2

and v 2 is a poloidal operator given by

2 a 2 a22 -- R2-aZ(53)
Thus, we can rewrite Eq. (32) in a convenient form of the linearized momentum

conservation equation:

- pj (w - nj)( - nj - ij)a = (J x B + J x )
i

- [VP + jfQRVR + i(w - nj)V. ; ](54)
3

Eq. (54) is suitable to study kinetic effects on high frequency (w A), as well low

frequency (w w*i) ideal MHD modes. Eq. (54) consists of two scalar equations for

the two components of the displacement vector 6_ and can be numerically solved

once the boundary conditions are specified.

5.5 The large aspect ratio expansion

We now proceed to the derivation of a simplified eigenvalue equation by means

of an asymptotic expansion. In order to include the effects of trapped particles,
which are a small fraction of the total particle population (nT/n c el1/2 ), we intro-
duce 1/2 << 1 as an expansion parameter. According to standard MHD analysis of
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the internal kinks, the perturbed total pressure (magnetic+fluid plasma) is expected

to be small, and using Faraday's law it can be written as

P -BB- 11 + Of = -B 2 [V + 2. J]. (55)

An equation for P can be easily derived by taking the e4 x VI component of

Eq. (54). Expanding the eigenfunction jl in powers of 1/2 and solving order by

order, one finds

V I o =0

V 11=0

V -L2 = -2c. 0lo (56)

V. = -2ec * _

where

4 = -o + + C + -s +. . (57)

has been expanded up to order E3/2 and ,I ~ En/2. In deriving the previous set

of equations, the low-fl ohmic tokamak ordering has also been employed. A simple

solution of Eqs. (56) can be found, yielding

C = RVU x e, + o(E2 ) (58)

and the number of unknowns is reduced to one, the stream function U.

We now apply the "annihilation operator," e. Vx to Eq. (54) and notice that

the perturbed total pressure is eliminated from the problem. Focussing on the term

ell V x [(h V)B + (B V)f] (59)

we collect all terms containing Bll and find exactly

el V x [B VBiFi+(f 1 V)B] =

- 2ell x c. V(BB31) + 2BBieell . V( ). (60)B~~~(0
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To the required order, the last term on the RHS of Eq. (60) can be neglected, and

the first term can be rewritten in terms of the components of the perpendicular

displacement by using the ell x rc component of Eq. (54), yielding

ell x c. V(BBII) -Cp(oj + .*j)(ell x c. j) -el x * [Vl - kB2 ] (61)

where vj - w - nQj and is the perturbed curvature which depends on l only.
Using Eq. (58) and after a somewhat lengthy calculation, the eigenvalue equation
for the stream function U can be written in the following form:

- VppiCj(j + w.j)R2VpU BV[A* (R2B · VU)} + Vp(RJ,) x

(62)

eO- Vp(R 2B VU) - 2R2 az(p'Bp ·VU) + ell x K -V(~ f + pf) + O(E7/2)

where we have used the relation

ell V x *(_L) = ell V x (VD V(D ) VD V(ell V x E_) (63)

The parameter w* is the diamagnetic drift frequency

n dpW* = k 'VD = Zeno d4

with k defined as in Sec. 4.3.6. Using the equilibrium equation for each species,

1E + v x B = Vp (64)Zen

and setting v = -ZR^, yields

do 1 dp
dqt Zen d*

where is the electrostatic potential. After substituting Eq. (65) into the definition
of and defining = w + nwE with WE = d$/dq*, we can rewrite the inertia term
as follows:

pC ( + ) = pz(Cz - w*). (66)
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Note that nwE is just the E x B drift frequency, k · VEx B . Comparing Eq. (62)

with the standard MHD eigenvalue equation derived in Sec. 2.2 we notice the

presence of two new terms in Eq. (62): (1) the FLR effects in the plasma inertia

given in Eq. (66), (2) the resonant and nonresonant kinetic particle response in

the non-fluid pressure terms ,f -nf Eq. (62) contains all terms up to order 7/2

(remember that the highest order term in Eq. (62) is of order E2 ).

5.6 Kinetic pressure terms

We now proceed with the detailed consideration of the kinetic pressure terms

defined in Eq. (50). For convenience we consider separately the trapped and cir-

culating particle contribution. We rewrite the perturbed nonfluid pressure in the

following form:

Pit =~Pa -L (67)= P±.I1 + P.11

where

paT= -i(w -n.)., (68)0 'T C.T (68)P±.I :-- - -·w n2±,_lII

ll 2 =m dv( _v ) 2 CT (69)

We denote with T and C the trapped and circulating particle respectively. Note

that the integration along the particle orbits in S must be performed accordingly.

As has been shown in Chapter 4:

| dt'v dt dt'[ V + - v a 

-| L dt' 2 + v) - (l (70)

where we have made use of the properties of low-,3 equilibria [Eq. (56)]: V. +

2. _L = 0 (to lowest order in e).
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A Trapped particles

Denoting by Q(E, i, ,, 0, ,, t) the integrand of (70), we can Fourier transform

in time and 04 (we consider axisymmetric systems) and expand in :

Q(,L,,b,, ,), t) = E Qm(E,,tb)exp(-in + im - iwt) (71)
m= -oo

Considering the orbit of the particle guiding center, we write (to lowest order in

p/a):
=/(t')

(t') - (t) (t q(ik, 0)dO - w ()(t' - t) + wE (t' - t) (72)
o(t)

where WE is given in Eq.(65), q - JBO/R and J - 1/(B VO) is the Jacobian of the

,, 0, coordinate system. The first term of Eq. (72) is simply a statement that the

particle follows the sheared magnetic field line, the second represents the precession

drift of the particle guiding center due to grad-B and field line curvature (see, e.g.,

Eq. (7)-(8) in Ref. [181), and the last represents the E x B drift. Considering

trapped particles, we expand the dependence of the orbit integrals in terms of the

periodic bounce motion of the guiding center [19]:

exp{-in f qd" -i[Wco-wD (0)](t'-t) + im(O'- )} = E Ap exp[ipwb(t' -t)] (73)
p

where wb = 2r/rb and the bounce period is defined as

JB 00 JBXbEdO 2a) 1 d (75)
J Vj1 (0) =2)do Ivl(e)l5)

Here ±io are the turning points of the particle orbit (vl (:±Oo) = 0). The orbit

integrations of Eq. (70) now are quite simple, and considering low frequency per-

turbations, we obtain:

f dt'Q iexp -in ( - J daq)] (0)
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where w ) wD is the orbit-averaged precession drift frequency, w = w - nwE

and

rom Z d exp +imO- in dO'JB/vil (76)
Tb Vi /

By low frequency perturbations, we mean IJw << b, which is valid for low-n

modes satisfying IjLl < w. (the diamagnetic frequency, defined in the next section),

and */Wb (p/rp)(r./R)-3/ 2. Here p is the particle gyro radius (of the order of

1 mm for 1 KeV ions in a 4 T magnetic fie!d), rp, - 10-50 cm is the pressure scale

length, while r/R - 0.1. We also take this opportunity to remember that a similar

analysis has been carried out by Coppi and Rewoldt [16] studying trapped particles'

effects on electrostatic modes.

Considering the two components of the kinetic pressure (non fluid contribution)

(cf. Eq. (69)), we can write the trapped particle (T) contribution in the following

form:

L1 = 4i7rexp[-in(4 -] d'fq)] d E dA 
j-.0 r h 2 jvlj 2

Expanding 11T into harmonics in , and inverting the order of the and A integrals,

we obtain the expression for the k-th harmonic:

I d)e = 4ir exp(in-) j d dA2 ( 2
ma~o,h O F

0kU'O rbQm 9F (78)
- nw qR 

The relevant term containing the trapped particle effects in Eq. (62), is given

by

el x ie' v(f + ). (79)
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Following the trapped particle ordering v Ev- l, we neglect the parallel pressure

contribution in Eq. (79). Decomposing into harmonics in 0 as was done previously,

introducing the potential U via the relation e±± = RVU x , we obtain:

R- x 11.ViT = exp(ikO) [rr (r / +l -7 I-) + - ((k + 1)Y7+l + (k -1)/k-)]

(80)

where

T=E d 17k - dr (UI+1 - U-I) + - (( + )U,+ + l- )U,) rT (81)

= co E hmax A 2 u0ala*Ok OdF
--,k = dE dA - -b 0 (82)

The kinetic terms involve trapped particles only and will be seen to be of order

(r, /R)3/ 2 for low frequency modes satisfying wl < nD.

B Circulating particles

We now focus on circulating particles and follow the analysis presented in

Chapter 4. However, the present analysis will be slightly different because of the

presence of an equilibrium electric field. Therefore, we replace the first of Eqs. (4.56)

with Eq. (72) which is formally also valid for circulating particles. In this chapter

we define the transit frequency wt as the inverse of the poloidal orbit period. Note

that this definition is different from the one used in the literature and in Chapter 4;

and we apologize to the reader for this confusion. For passing particles the parallel

and the perpendicular velocity are of the same order; hence, both the parallel and

the perpendicular pressures must be retained. The relevant term containing the

passing particle effects in Eq. (62) is given by

elic- x V( + Plf). (83)
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Performing the integration along the circulating particle orbits in S as shown in

Eq. (4.59), decomposing into harmonics in and using Eq. (58) yields

R-' X ,ll v(01 + C) =

exp(ik) r ( c+ l - -1) + ((k + 1)C+l + (k- 1)k-c)] (84)

Here

k =d (Uk+l - uk-l) + ((k + )Uk+l + (k- )Uk-l)] r (85)

2 1r = m= |dV 2 +V2) (86)rf=4R2 2v(+)
and wk = (nq - m)wt where wt is the transit frequency and q(r) is the safety

factor. It is important to note that Eq. (85) and (86) are valid for "highly passing"

particles. Only for those particles one can set wt - vll/qR and neglect the magnetic

drift frequency.

The kinetic terms involve circulating particles only. The eigenvalue equation

for the stream function U is now completed, and it can be used to study kinetic

effects on low-n MHD modes.

5.7 High frequency modes: the gap mode eigenvalue equation

In the high frequency limit, w WA >> Wb > WD, the trapped particle resonant

effects, as well as the nonresonant kinetic effects, can be neglected. The only relevant

contribution comes from resonant circulating particles. For simplicity we focus on

TAE modes.

Using a large aspect ratio expansion, and restricting ourselves to equilibria

with circular flux surfaces, we derive the following form of the eigenvalue equation

for the radial displacement: - U/r:

dr F 2Tdr [ZP(WWa1*3)( L' 3 (F )] dr -

(i2 )r - w ) (w - v 3j) - F2] 
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- PjW(w w di)rO 2 d( +l ± (m-) - (c- w) r= (87)
i j

where F = k . B is the well-known field line bending term, Eo = ro/R where ro is

the gap location and

, 1PMei (-r - ri_,) (88)
(m-1)rc+l-(M 1)rc_ (89)

In deriving Eq. (87) we have neglected any additional kinetic coupling. It is

rather clear that each coupling with different harmonics introduces higher order

terms unless the coupled mode has the same singular surface of the mode under

consideration. According to standard MHD analysis, each mode is either singular

at a rational surface (Kink modes, ballooning modes, etc) or singular at an Alfven

frequency gap location (TAE, EAE, NAE). For gap modes, the kinetic coupling

must be retained only in the case it coincides with the geometrical coupling of the

mode (toroidal, elliptical, triangular). The coupling, introduced by the circulating

particle pressure, is mainly k, k + 2; and therefore, it must retained only for the

EAE. Similar considerations are valid for kink modes. Since two modes with the

same toroidal wavenumber cannot have the same rational surface, it follows that at

a given rational surface only one mode can be singular, and the coupling with other

harmonics can be neglected.

After performing the integrations in the rC's, one can easily show that

C(ro) = -V,+(r) = iTAE

where IYTAE is the growth rate of the TAE, as derived in Chapter 4. Eq. (87) can

be easily solved by assuming (vC/w) << E, Wr >> wi and Ph << Pi. It is easily

seen that to lowest order Eq. (87) is identical to Eq. (85) which yields the lowest

order eigenfunction. In order to derive wi one can construct a quadratic form from

Eq. (87). Assuming E << 1 it is straightforward to derive that wi = 'YTAE.
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5.8 Low frequency modes

We now consider modes with frequency w w,i. In this regime all the reso-

nant and nonresonant kinetic effects have to be retained, and the analysis becomes

very complicated. However, the geometrical coupling is usually negligible and the

straight tokamak approximation will be used. The final form of the momentum

conservation equation reads (for the m-th harmonic):

d -2 (i2 1
dr r[ pj ( wj) (w- vm)-F2] (m2 - l)dr r pjii (F-j) ] 

- E(f(7-( -w3) [ d (r2am) + rm] (m = (90)
i

where

p = 4 k B [ B2P + (3q + 1)(q - 1)] (91)

1
L, (2rm+i.m-i - rm+l.n+l - m-l.m-r) (92)

Pi

am- 2rm+i.m- + (m - 1)rm+Lm+i -(m + 1)rPm. ,_r (93)

bm 2(m2 - 1)rml.m+l + (m - 1)2rm+L,m+i + (m + 1)2ri.m- i (94)

and

rk, = rTl + rk., (95)

with 6k.I the Kronecker symbol (6kl = 0 for k I1 and 6 k,l = 0 for k = 1).

With g, we denote terms of order E4 which were not included in the starting

equation [Eq. (62)]; and it becomes important only for m = 1 that causes the well-

known m2 - 1 cancellation in Eq. (90). We assume that § is mainly fluid-like, and

it is given by standard MHD theory. In Eq. (91) we give the expression for 9 valid

for a straight tokamak ordering. An expression for § valid in toroidal geometry can

be obtained from Ref.[141. The reason we need to introduce the e4 terms is because

(as is shown later) the order of magnitude of the nonresonant terms depends on the
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mode frequency. For wc < w(O), it is readily seen that b E3/ 2 , with respect to the

line bending term (F2 ) and the kinetic effects, dominate. For >> w), it follows

that b E5/2 and the fluid response (the term 9) is dominant.

5.9 Applications to the m = internal kink

We now apply the results derived in Sec. 5.7 to study the kinetic effects on

the m = 1. Referring to the linear theory of the m = 1 modes as discussed in

Refs. [12]-[14], we decompose the plasma domain into a narrow region around the

rational q = 1 surface and an outer region away from it. In the second, the effects of

plasma resistivity and parallel electric field can be neglected. This implies that no

dissipation processes take place in the outer region. In the inner region the parallel

current is generally very high and it leads to large dissipation, even in the limit of

small resistivity. In the course of this chapter, we use two different models for the

outer and the inner region in order to retain the essential physics.

A The outer region

Since the reconnection processes take place only in a thin layer around the

rational surface, we can choose the gauge condition All = 0, where All is the parallel

component of the magnetic vector potential in the region away from the q = 1

surface (the outer region). The model developed in the previous section is therefore

suitable to describe the plasma behavior in the outer region.

We start our analysis solving Eq. (90) using the standard tecnique given in

Ref. [12]-[13] : to lowest order, the displacement has a step-function structure,

dm(r) = ooH(t - r), while to order /2, one has:

dr r3F2 dr'[(r') + -(c w*)((r2(r')) + r(r'))] (96)
3
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where the function (r) and the two functions b(r) and represent the fluid and

the kinetic contribution respectively. It is important to remember that b and a are

of order E3 /2 only for w < w(0)WD

We follow the notation introduced in Refs. [12]-[13] and define

47r2 re

AH =- (r )(B) (97)

AK s(r)(BO )2(w - j) j dr rj (98)

where s = rdlnq/dr. It important to note that in deriving AK the contribution

coming from & vanishes due to the fact that (r,) = 0. The fluid contribution AH

can be calculated using the function § given in Eq. (91) which is valid for a straight

tokamak. In toroidal geometry a more appropriate expression for AH would be the

one derived by Bussac and co-workers which yields

H= 2r 4 (R) 134 ] (99)

with qO = q(r = 0) and

-8 r dr(r)2dp (100)BB"P = 2 dr - (100)

The contribution from trapped particles can be evaluated rather easily for the

case of Maxwellian distribution functions. After some straightforward manipulation,

AK can be written in the following form

)AKr K_ _ _ . dx x pAx
S( ) (BB) re R D i j Wj J o

o 2~ (r '3 2)4 + 2 + er + / Z( )] [(cosqe@)()]2 (101)

where

WDjZ = eB R (102)Dr i ZeBrR
w rDH(r, ) -(103)

WD rH (t 2)
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H(r, 2) ~ 2(1 + 2s)E( + 4s(I 2 -1) (104)
K( 2 )

(cosqO)(°(r,2) . [2 + 4(1 - q)] (_2) 4(1-q)( (105)

The variable x2 = (1/2)[1 + (R,/r)(1- A)] was introduced in Ref. [16], the func-

tions K and E are complete elliptical integrals, while Z is the well-known plasma

dispersion function [21], modified in such a way as to only carry a resonant contri-

bution when the mode phase velocity is in the same direction as the precession of

the particle (Re(w)/wD > 0). Note that we order (r,/R)(f/zDj) 1. Thus, the

trapped particle contribution, AK, can be negative and of order (r,/R) 3/ 2fp - for

instance, in the limit of vanishing mode frequency. In all that follows, we shall refer

to the beta-poloidal of the plasma, 3p = §j 8pj = (1 + Ti/T),,pe, as the quantity

of relevance.

From Eqs. (96)-(98) we can finally write the boundary condition for the eigen-

function in the neighborhood of the singular layer:

1 d _ 1 AH + AK (106)
do dx 0-o ir s(r,)x 2

where (r - r,)/r. The factor of - 2 comes from F = B/IR - B/r 

(Bo/r,)s(r,)x in the neighborhood of the q(r) = 1 surface. This condition will

be used to match the solution found here with that found within the singular layer

(see the next section) and will yield the dispersion equation.

B Theory within the singular layer

The "singular" layer is the thin region, centered about r = r, where the eigen-

function has its greatest variation and where non-ideal MHD effects such as inertia,

electrical resistivity, diamagnetic effects, and parallel electric field are important. In

order to keep these effects we rederive Eq. (20) starting from Eq. (19) including the

perturbed parallel electric field due to parallel component of the vector potential
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in both the Farady's law and the perturbed distribution function that we used to

calculate the pressure. For an isotropic distribution function f can be written in

the following form:

f = -. - V F+im,(w - nl) a, [ v - [ ,I +V •t dL]dt'. (106)Y~[~ '~- ~ i--~ +1 ' d t" 6 (106)

Note that when we calculate the perturbed pressure, the largest contribution from

the Ell comes the passing particle orbit integral (vTrap < virc), and therefore,

leaves Ell and f in phase. When we apply the operator ell V x to the perturbed

J x B equation as in Sec. 5, the perturbed pressure enters the equation through the

term ell x - V. Since the curvature ic is 0 dependent, it follows that the parallel

electric field term in the pressure gives a contribution only to the poloidal sideband

(m - 1,m + 1). We conclude that Ell enters the final layer equation only through

the Faraday's law that reads

B = V x [i-- ell + ( x B)]. (107)

Assuming a very small layer width after some algebra, we obtain the following

equation:
(W - vc)(c -) B a d

E (w _ *)(x-- d 2 X= -Xd 2 (108)

where - /,oo and -ir/s(r,)Bo(r,) is the perturbed poloidal magnetic

flux. The parallel electric field is related to through Faraday's law El = rwsBoQ.

The equation for Ell (or for %Il) can be deduced from the parallel component of

generalized Ohm's law which is given by the parallel electron momentum equation.

In regimes where the resistivity plays a more important role than the electron inertia

the parallel, Ohm's law can be written as

b [nllJi = E + VpeII] (109)en
where we neglect the thermo-electric force, and b = B/B. After linearizing Eq. (109)

and using the equilibrium relation for the electrons and Faradays law one obtains

A d2*)\k + = i%~_ , d(110)
W - W*, dx2
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where ill = 2Vei/W2e.

Notice that in both equations [Eq. (108) and Eq. (110)] and in the resonant

term v1, the frequency w enter through the parameter .' = w + nwE. We conclude

that the presence of an equilibrium electric field has only the effect of providing a

real frequency to the mode.

In deriving the above equation we have neglected the parallel electron Lan-

dau damping in the perturbed parallel pressure. In the regime where the electron

collision frequency is large enough, (e > we) this is certainly a reasonable assump-

tion. In high temperature plasmas the parallel electron Landau damping should be

included. This leads to an additional term in Eq. (110). In particular, the denomi-

nator on the RHS should be replaced by ( - w.*e - vil) with vl proportional to the

standard Z function. Since kIc vanishes at the q = 1 surface, a resonant layer has to

be considered, and the Z function turns out to be dependent on x and a numerical

solution of the equation becomes necessary. This effect has been studied by other

authors, and it has been concluded that the parallel electron Landau damping does

not appreciably affect the stability of the resistive kink. A detailed treatment on

the effects of the electron Landau damping on the m = 1 mode can be found in

Ref.[27].

C The circulating particle resonant term

The transit resonance enters the dispersion relation through the term

pj(W - W*)vC (110)

In order to calculate vc for m = 1, we use Eq. (88) and Eq. (86) in the limit of

wr << t and wi - 0. With wt we denote the transit frequency wt - vth/R. Since

the condition for a particle to be circulating is roughly vi > /2v, we expect to

find two different results according to the value of E = r, /R.
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In the small c limit, with wt > w, > Vwt, almost all of the resonant particles

are circulating and a straightforward calculation yields

v(c- 0--) wt (111)

which is a very large value when compared to the real frequency of a kink mode

(w, - w.i). This result was previously found in Ref. [26]. For finite the result can

be very different. Eq. (86), which is valid for "highly passing" particles, could not

in principle be used for low frequency modes, because the passing particle portion

of the velocity space can be very small. However a simple estimate can still be

done. Since the resonant velocity is the wave phase velocity, it follows that rc can

be written in the following form:

c r _ i2m ( f(+ v )2 vldv l (113)
21kllmiR2 v '

where

u A�- Wr (114)

In the limit w, < V/2wt, the integration over the circulating particle domain in

velocity space yields
Co~ 71/2 w-- -r~wt ) f(e) (115)

where
1 1 1 (116)

f(r) = [48s3 + e -+ E (116)

Note that for realistic value of E and frequencies of the order of the ion diamagnetic

frequency, v turns out to be much smaller than its value in the cylindrical limit.

However a better estimate should be done including the modulation of E and

performing a change of variables in , and A.

Since the simple estimate given in Eq. (115) leads to vanishingly small values of

vC , we will neglect the effects of the transit resonance in the course of this Chapter.

For realistic values of the aspect ratio ( ~ 1/3) and for realistic 13's, vC turns

out to be vanishingly small for low frequency modes (w wi) and therefore it will

be neglected in the course of this Chapter.
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D The dispersion relation

Equations (108)-(110) are most easily solved in conjugate (k-) space through

the introduction of generalized Fourier transforms (cf. [24]). A single, second order

differential equation involving the transform of the parallel perturbed current is

obtained:

-2 _ Q2(1 + a)J(a) 0 (117)
da2 2 da 4 )() (117)

where a = 62k2, =[ -o (c -W*) ]/(118)
represents the characteristic width of the singular layer, and

Q -i 62WWe (119)
en WA

The solution of Eq. (117), which decays at infinity, is

J(a) = Joexp(-c/2) U[Q 4 1 21 ] (120)

where U is a confluent hypergeometric function (Kummer's function). This solution

must have Re(6) > 0 in order to converge at infinity and must obey the global

boundary condition:

1 2) 3
J(o < 1) oc 1- -(6i k2 ) + 6i2 Ik (H + AK) (121)

2

where 6 , -ci(C -w*i)/wi is the width of the inertial layer. This global condition

is the generalized Fourier transformation of the condition (on the current) that

corresponds to the boundary condition (106) on the displacement (cf. [24]). Using

the asymptotic form for Kummer's function, and matching it to the form given by

Eq. (102), the dispersion relation is obtained:

[-(- w*i)] /) +A() r[(Q - 1)/4]Q3/2
W2 = + AK(W) r[(Q +5)/4]

Eq. (122) is the desired form of the dispersion relation for resistive internal

kink modes. Because of the complicated functional dependence of AK on the mode
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frequency, a numerical solution is necessary. We have solved Eq. (122) in the ideal

regimes (r - 0) and the results are reported below.

E Discussion

Although Eq. (122) is valid in both resistive and ideal regimes, we analyze in

detail only the ideal case ( - 0) and we give only qualitative indication of the

kinetic effects on resistive modes. We also consider only kinetic bulk ions and we

will discuss the case of kinetic electrons at the end of this section.

For E, -- 0, Eq. (122) can be easily solved yielding the following dispersion

relation

xw(w- w*i) = iwA(AH + AK(w)). (123)

Since we expect the growth rate to be small compared to WA and the real frequency

of the mode to be of the order of w,i, we define a reference frequency wA6 with

6 = 5-10 - 3 and rewrite the Eq. (123) in a dimensionless form

V(-W 0i) = i(AH + AK) (124)

where co = w/5wA, W*,i = W*i/6WA, AH = AH/6 and AK = A/Kl.

For a rigid rotor distribution function AK can be written in the following form

AK = ( - *i) AK() (125)

where AK is a complex number having the real part representing the nonresonant

particle contribution and the immaginary part related to the trapped particle res-

onance with the precession drift wDh. In order to derive some qualitative results

we neglect the resonant particle contribution ( the numerical solution will include

the resonant effects). With AK real, we can exactly solve the dispersion relation

[Eq. (124)] and find for the following expression for the growth rate( 1 (126)
1 +X[X-4(1+ )
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Note that for AK = 0 the standard FLR-MHD dispersion relation is recovered.

It is also important to remember that AH + Real[AKI has to be positive for the
eigenfunction to exist. Eq. (126) can be solved for AH at marginal stability, giving

the following results

AH 2 + , K (127).

The following conclusions can be extracted from Eq. (127).

Positive K enhances the FLR stabilization term. On the contrary negative
values of AK lower the instability threshold. In Fig. 9 a plot of AK versus wr/WDh

for wi = 0 shows that if w, >> wDh then AK < 0 and the stability threshold

is lowered and if w, << wDh then K > 0 and the stability threshold is higher.

Since two branches of the internal kink mode exist ( the high frequency branch at

w, w*i, and the low frequency branch at w, - 0), we expect a reduction of the
FLR stabilization mechanism on the high frequency branch and an enhancement

on the low frequency branch.

More interesting is the case when the equilibrium distribution function is not
of the "rigid-rotor" form. Combining the procedure used in Chapter 4 where an

arbitrary dependence on and P has been retained for the equilibrium distribu-

tion function, it is easy to show that the correct result can be obtained by simply

replacing
naF l aF (128)
a& Ze PP,,

in the expression for AK given in Eq. (101). For simplicity we neglect the equilib-

rium electric field and consider the ion species confined by the Lorentz force only.

After a straightforward calculation, assuming flat density profiles and a maxwellian

distribution function

F = no( I] (129)

one finds the following expression for AK

AK (r)B2(r,) J (w - aw*i)r(r) (130)
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and where b is given in Eq. (94) and

I= ( - )dx (131)fo00 5/ 2 e - dx

where the term E, is a function of the mode frequency and it can be written in the

following form
W r

£Er = - (132)
WDh r,H(C2 )

with Dh and H(r 2) given in Eq. (102) and (104) respectively. The term AK in

Eq.(130) can be rewritten as the sum of the AK that we had obtained with a rigid-

rotor distribution function and a new term which depends on the choice of the

distribution function,

AK = ( - W,*i)K + (1 - a)w*,iK (133)

Fig. 10a shows the dependence of Real[AK] = (1 - a)AK(so v/B/p) on the

the real mode frequency. Notice that for w > 1.17 , Real[AK] is positive. Fig.

10b shows a plot of Real[AK] versus -_ i for Real[l] -+ 1.17. Note the strong

dependence of Real[AKJ on the growth rate. Those results are important for the

analysis that follows.

For mode frequencies w >> wDh, Eq.(131) yields a = 2 and for w << Dh

gives a = 1. Assuming a constant wi, the w << iDh case leads to the previous re-

suits obtained with a "rigid-rotor" distribution function. The case Uw >> wDh leads

to a very interesting conclusion. In the limit wi >> wDh the stability treatment

of the high frequency branch of the internal kink requires a ~ 2. Eq. (104) can

therefore be replaced with

XK = ( - 2.)iK (134)

with AK computed with a maxwellian distribution function.

The new marginal stability condition can now be written in the following form

AH = * [K + 1 1- ] (135)
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Since for > >> CAD, AK is negative we conclude that for sufficiently large IAK I the

stability threshold can be reached at negative values of AH. This kinitically induced

instability will be denoted as Kinetic Kink Mode (KKM).

Fig. 11 shows the growth rate of the (KKM) as a function of /3,p 21op(0)/B2 (r,),

for W*.i/ Dh = 5, (rs/a) = 1/3 and qo = 0.9. The growth rate is normalized to

5 -1 -3WA. Note that the mode is unstable also for small values of 3p. At large

values of fp the instability is mainly driven by the nonresonant contribution ( as de-

scribed above), but for small values of ,3 the resonant particle contribution become

large because the real frequency decreases and approaches wDh. The numerical

solution in Fig. 11 shows a sharp threshold in Op.

From the numerical solution of the dispersion relation it turns out that a some-

what stringent condition for instability is w i/z'Dh > 4. In the cylindrical linit it

is readily found that
W*i r dT R(134)

WDh T dr r,
For typical tokamak profiles with T = To(1 - r2 /a2 )2 , one finds

W~i ~ (r Rri 4 (134)WDh a r

Since R/a = 3 in many tokamak the instability condition requires r, > a/3.

However it must be considered that the instability threshold is a strong function

of WDh(E, A) ( not to be confused with ODh). As pointed out by C.Z. Cheng28 the

inclusion of finite P and finite ellipticity effects can strongly affect the magnitude

and the sign of WDh and therefore deeply change the stability threshold for the

KKM.

Since w,e - -w*i the trapped electrons give a stabilizing contribution. However

the magnetic drift frequency of trapped elctrons and the real frequency of the

mode have equal sign and therefore the denominator of the trapped electron term

is expected to be larger than the one of the trapped ion term. We conclude that

the electron stabilizing effect is smaller than the ion destabilizng driver.
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For the low frequency branch w < wDh, the sign of AK is positive and therefore

is stabilized by the trapped ions. Hence we expect the resistive kink to be more

stable than what predicted by the fluid theory.

5.10 Conclusions

In this Chapter we have derived a general eigenvalue equation for low-n kineti-

cally modified MHD modes. The kinetic effects of trapped and circulating particles

have been retained. In particular we have found that trapped bulk ions can desta-

bilize the high frequency branch of the internal kink. The instability is driven by

the nonresonant trapped ions and requires a somewhat large value of W*i/wDh. The

numerical solution of the dispersion relation indicates that a sharp threshold in p

exists for the instability to grow and that stabilizing effects come from the trapped

electron response. Although a more detailed analysis is needed, these preliminary

studies indicates that the trapped electrons are not able to bring the mode to a

complete stabilization.
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CHAPTER 6.

Experimental data on gap modes:

Comparison with theory

6.1 Introduction

In TFTR and DIII-D, experiments have been carried out that employ neutral

beam injection to create an energetic ion population that simulates alpha particles.

The main difference between an alpha and a beam induced hot ion species is in

the distribution function which is isotropic for the alphas and highly anisotropic

for injectd beams. Since the gap modes are driven unstable by resonant interaction

with circulating particles, we expect tangential beams to properly simulate passing

particles and the anisotropy of the beam to play only a minor role on the evolution

of the instability. In addition, the present design of the International Thermonu-

clear Reactor (ITER) relies on 1.3Mev neutral beams to drive the tokamak current.

Therefore, neutral beam experiments are also important to investigate the physics

of future steady state tokamaks.

For the Ellipticity Induced Alfven Eigenmode (EAE) and the Toroidicity In-

duced Alfven Eigenmode (TAE), a necessary condition for instability is vb > vA/3

and vb > VA/2 respectively, where vb is the beam velocity and VA is the Alfven

velocity. From the expression of the TAE growth rate given in Sec. 4.5, we notice

that the resonance at vll = VA/3 is weaker than the resonance at v1 = VA, therefore,
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a better threshold for the TAE would be Vb > VA. In order to satisfy these con-

ditions, a tokamak operation at high density, low magnetic field, and high energy

beam is required.

6.2 The TFTR experiment

In TFTR, up to 14 MW of nearly balanced deuterium neutral beams with

110-kev maximum energy were tangentially injected into a deuterium plasma with

the following parameters: B > 1T, q(a) > 2.8, Ro = 240cm, a = 75cm, ne -

3 x lOt3 cmSa, Te(0) 2Kev. For sufficiently high plasma density (i.e. low Alfven

velocity and high beam velocity) (vb > .7vA), bursts of magnetic fluctuations at a

frequency of about 82 kHz were detected on the Mirnov coils signals. The mode was

identified as having toroidal mode number n = 2 and poloidal mode number m = 6

and m = 8. The latter was measured at two different locations (m = 6 at Ro = 291

cm and m = 8 at Ro = 310 cm) close to the the plasma edge. A TAE with n = 2,

m = 6- 7 would resonant at the q = 13/4 surface that is located in proximity of the

plasma boundary. As suggested by the Princeton group, the resonant surface could

be in the interior of the plasma despite the detected high m number that resonates at

the outer region of plasma column. A tentative explanation would be the following:

the TAE with n = 2 has a stronger poloidal coupling if the frequency gap is wide

enough to generate an open channel" passing through the Alfven continuum as

shown in fig. 10. In such a configuration, all gap modes with different poloidal

harmonics (m = 2 - 3, m = 3 - 4, m = 4 - 5,...) are strongly coupled. It follows

that the eigenfunction of the TAE with a fixed n number results from a combination

of many gap modes , where we define gap modes as the modes originating from the

coupling of only two poloidal harmonic. If the resonant surface is well inside the

plasma column and a low-m gap mode is destabilized, measurements of poloidal

harmonics at the plasma edge would always observe high-m numbers.

Drops in neutron emission rates have been detected and correlated to hot ions

loss and magnetic fluctuations amplitudes. A substantial beam particle loss up to
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7% has been observed during the high frequency bursts. The TFTR experiment

is certainly the first experimental evidence of the existence of Toroidicity Induced

Alfven Eigenmodes destabilized by energetic particles.

6.3 The DM-D experiment

Of greater interest for the theoretical predictions developed in the course of

this thesis are the experiments conducted on elliptical plasmas as in DIII-D. In

this section we will search experimental evidence of the existence of the Ellipticity

Induced Alfvn Eigenmode in the DIII-D data. For this purpose we will thoroughly

analyze the results presented in Ref.[2].

DIII-D is well suited for Alfven gap mode studies. Its low aspect ratio (a =

65cm, major radius Ro = 167cm and elongation ( _ 2) permit low toroidal field

(< T), moderate density (< ne >- 5 x 1013 cm 3 ), moderate current ( 1MA)

operation without encountering density or q limits. Its neutral beams are intense

(< 20MW), energetic (< 80kev), and fairly tangential (Fig.12). In the discharge

we are going to describe 13.1Mw of deuterium beam was injected in a deuterium

plasma in the direction of the plasma current. The plasma parameters at 1745ms

from the beginning of the discharge were: B = .8T, Ip - .7MA and < ne >=

3.8 x 1013 cm-3. As shown in Fig. 13, high frequency bursts of magnetic fluctuation

were observed on the signal of the Mirnov coils located near the outer midplane. In

Fig. 14, the cross power (a) and coherence (b) spectra of two B signals between

1745.4 and 1747.4ms are shown. The peaks are labeled with their toroidal mode

number. The high frequency mode analysis is shown in Table 2, where the frequency,

the toroidal, and the poloidal mode numbers of the mode are reported. Drops in

the neutron emission rate are correlated with the high frequency bursts implying

that energetic beam particles are lost due to MHD activity.
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A The mode frequency

Table 2 shows that a mode with frequency 64kHz and toroidal mode number

n = 3 is excited. Notice that the poloidal mode number is mainly m = 4 - 6.

An EAE with m = 4 - 6 could be a good candidate for the burst at 64kHz.

Using Eq. (81) in Sec.2.6 where the EAE frequency is derived in the limit of small

ellipticity, one finds fEAE - 74kHz. ThE frequency of an n = 3, m = 4 - 5 TAE

would also be close to the measured value (fTAE - 54kHz). The predicted frequency

seems to be close to the measured one. Unfortunately in a rotating and high-

plasma like the one in DIII-D, the theoretical prediction of the mode frequency

must account for the effects of the plasma rotation and the bulk ion finite larmor

radius effects. The measured plasma rotational frequency is fR (10-17)kHz and

the bulk ion diamagnetic drift frequency for n = 1 is fi = w.i/27rn ~ 6kHz. The

next step is to compute the frequency of an Alfven wave in the laboratory frame,

including the finite diamagnetic frequency and the plasma rotation effects.

We consider a plasma consisting of bulk ions (i), bulk electron and and energetic

ion species. Each species is rotating rigidly with flow velocity Uj = -RfqjeO. The

dispersion relation for shear Alfv6n waves in such a plasma can be deduced from

Sec. 7 in Chapter 5.

Defining pj as the density of the species j, the dispersion relation reads

p i (Wj - wj)c = k B2 (1)

where cD = w + nwE and WE = d/d ( is the electrostatic potential). The

rotational frequency is related to WE and w,. through the equilibrium relation

nfZ = -nE + W.j (2)

Substituting Eq. (2) into Eq. (1) and solving for w in the limit WA >> .*, and

nbW*b niW.i, yields

W = nll + 2b W WA (3)
2 ni
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If we assume that the equilibrium electric field is large enough to balance the Lorentz

force and the pressure gradient of the bulk ions then nli and w have opposite

signs.

The next step is to calculate the beam contribution to the mode frequency. For

an estimate of the ratio nb/ni, we use the fact that the average beam beta is about

equal to the average bulk ion beta (< b >-< i >~ 3%). Evaluating the hot ion

temperature with a slowing down distribution function leads to a constant value

1
Tb -~ Eb (4)

6

where Eb is the beam energy. It then follows that

nb 6Ti (5)
ni Eb

For T - 3Kev and Eb - 70Kev one finds

nb 1 n~~~~b __ 1 ~~~(6)
ni 4

A simple estimate for w,b can be easily found by relating w, to w*i as follows

d n nb Tb (7)
b dln T i (7)

For peaked hot ion species, density profiles with d ln nb/d ln T 3 and Tb/Ti - 4,

Eq. (7) yields

w*b 12w*j. (8)

Substituting into Eq.(3) yields the following relation for the mode frequency in the

laboratory frame

f = fA ± n[lfRI - If*iI] (9)

where f w*,i/27r!nl, fR - P/27r and fA = WA/2lr. Using the estimated value of

f*i = 6kHz and fR = 12kHz one finds the following frequencies for the first three

modes in Table 2 if they really were EAE (n = 3) and TAEs (n = 4 and n = 5):
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Table 3

EAE n=3 m=4-6 f=59-95 kHz
TAE n=4 m=5-6 f=34-82kHz

TAE n=5 m=--6-7 f=31-91kHz.

The dispesion relation for shear Alfven waves in a rotating plasma gives two

values of the frequency in the laboratory frame (for each n number). In Fig. 14

we can notice the presence of double peaks corresponding to the same n number.

With some degree of approximation we can relate the two frequencies of each mode

in table 3 to a couple of peaks in Fig.14 except for the n = 5. Because of the high

number of modes that have been excited, it is however very difficult to find both

peaks of the doppler shifted frequencies.

6.4 Stability of gap modes in DIII-D

In the DIII-D experiment, the cross power of the Bo oscillation has been mea-

sured through a poloidal array of Mirnov coils. The power content of each poloidal

harmonic indicates the poloidal structure of the mode. Table 2 shows the toroidal

and the main poloidal mode numbers corresponding to the high frequency bursts

shown in Fig.14. In order to make a reasonable comparison with our low-n gap

mode theory, we focus on the first three modes of table 2 with n < 5.

First we notice that the lower poloidal mode number is n + 1. From the

expressions of the growth rate given in Chapter 4 , we notice that the alpha particle

instability driver is proportional to nqgap, o m. On the other hand, when m is

much larger than n, the resonant surface q = qgap is very close to the plasma

boundary where few energetic particles are present. Therefore, the theory predicts

an optimum m number for instability that is slightly larger than n and is in general

agreement with the experiment. The next step is to consider the (n = 3, m = 4- 6)

mode in Table 2 as an EAE and the (n = 4, m = 5 -6), (n = 5, m = 6,7) as TAEs.

The stability analysis for the EAEs and TAEs is carried out using an expression
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for the growth rate slightly different from the one derived in Sec. 5.5 where the

a particle density profile was consistently derived. In the NBI experiment, the

beam deposition profile is very uncertain. Therefore, we let the hot particle density

gradient scale length be a free parameter. We consider a gaussian hot ion species

density profile given by

nb = nbOe b

where Lb can vary in the range 0 < Lb < a. A reasonable value of Lb would be .3-

.5a. In fig. 16 (a,b,c), the marginal stability boundaries for the gap modes in Table

2 are plotted in a < Pb >, Lbl/a plane. The value < b >= 3%, represented by the

horizontal line, indicates a reasonable approximation of the beam beta calculated

with beam deposition codes. Fig. 16a shows that the EAE n = 3, m = 4 - 6

has a lower marginal stability threshold than the TAE n = 3, m = 4 - 5. Fig.

16b and 16c show that TAEs n = 4, m =5 - 6 and n = 5, m = 6 - 7 are more

unstable than the correspondent EAEs with the same toroidal and the same first

poloidal wave number in exact agreement with the experiment. Furthermore, the

n = 5 is predicted to be the most unstable mode. This is also in agreement with

the experimental results presented in Fig.14 where the cross power is maximum

for n = 5. Ref. [2] mentions the disagreement between the stability threshold

calculated with the original formula of Fu and Van Dam for TAEs, the actual beam

power necessary to excite these modes has turned out to be an order of magnitude

larger than predicted. Our estimate of the growth rate which includes the ion

Landau damping gives a threshold for instability higher than the Fu and Van Dam

prediction and considers the electron Landau damping as the only stabilizing effect.

For typical DIII-D parameters the ion Landau damping is about five times larger

than the electron Landau damping. Thus our prediction can be considered to be

in general agreement with the experiments. The theoretical analysis of the n = 6

and n = 7 modes detected in the experiment and reported in Table 2, requires the

development of an high-n gap mode theory which is urgently needed. According to

the computer simulations reported in Ref.[3], the high-n modes can induce a larger

hot particle losses than low-n. However very high n have been found to be stable
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when the finite radial excursion of the ac particles orbits is taken into account. We

conclude that an optimum n number exists which is an intermidiate value, for which

the growth rate is maximum ( as also observed in the experiments).

6.5 Conclusions

In this chapter we have reviewed the experimental evidence of Alfven gap modes

and we have attempted an analysis of the experimental data. Both the measured

and predicted frequencies match with a good degree of accuracy. The stability

analysis show that the EAEs and TAEs are unstable in DIII-D. The theory also

predicts a beam power larger than the one orginally considered to excite these

modes. Although this evidence are not conclusive to proof the existence of Alfven

gap modes, it is certainly indicative of the resonance particle destabilization of

electromagnetic waves in high temperature plasmas.
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CHAPTER 7.

Concluding Remarks.

Through the various chapters of this thesis we have attempted to investigate

how kinetic effects can affect the stability of MHD modes. We have considered

toroidal high temperature plasmas in regimes of interests to thermonuclear fusion

research. The most promising device for plasma confinement are toroidal machines

with a strong magnetic field. The success of the magnetic fusion program relies

on the prospect that plasma heating provided by the charged fusion reaction prod-

ucts can compensate for all forms of energy loss. Recent experimets have shown

that the confinement of energetic particles is strongly dependent on the presence of

macroscopic magnetic fluctuations. During minority ions heating in JET l , it has

been observed that plasma relaxation oscillations of the central part of the plasma

column with structure dominated by the m = 1 and n = 1 poloidal and toroidal

components (namely the sawtooth oscillations) causes a large loss of energetic parti-

cles. In TFTR and DIII-D recent experiments of tangential neutral beam injection

have shown that high frequency MHD activity induces considerable losses of the

beam particles. These high frequency magnetic perturbations are believed to be

originated by the resonant interaction of Alfven waves with circulating energetic

particles.

The MHD stability of the plasma core is therefore crucial to guarantee alpha

particle confinement in ignited tokamaks. In this thesis we have studied the effects

of energetic particles on global Alfven waves such as "gap modes" and the stability

of the m = 1,n = 1 internal kink when kinetic effects are included.
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The Alfvn Gap Modes

It has been recently shown that in toroidal plasma the poloidal coupling induced

by toroidicity induces gaps in the Alfven continuum and that within these gap,

discrete modes (TAE) exist with poloidal structure dominated by two neighboorhing

poloidal component. In Chapter 2 we have shown that the ellipticity of the plasma

cross section has a similar effect. In particular, since many tokamaks have finite

ellipticity (r - 1 - ) as compared to a small toroidicity ( << 1), the ellipticity

induced Alfven eigenmode (EAE) may have a more global structure than the TAE.

The poloidal structure of the EAE is mainly m, m + 2 and its frequency is higher

than the correspondent TAE's.

In the presence of an energetic particle population such as alpha particles, the

gap modes can be destabilized by resonant interaction with circulating particles. In

Chapter 3 we have derived an exact sufficient condition for stability against any high

frequency perturbation. The criterion is valid for arbitrary apect ratio, arbitrary

3, noncircular, axisymmetric tori. Its fluid-like nature, makes possible accurate

evaluation in realistic geometries with only minor modifications to any one of the

existing ideal MHD stability codes.

The growth of the gap modes is derived in Chapter 3 where a drift kinetic

description of each particle species has been employed. It is found that the growth

or damping of these modes depends upon a competition between the alpha particle

driver, electron and ion Landau damping. The election Landau damping turns out

to be particular important for the m = 1, n = 1 EAE in highly elongated plasmas

(ri - 2). We have also shown that the ion Landau damping can stabilize the TAE

at high density regimes. For sufficiently high densities and toroidal mode number

n > 1 the EAE can have a stability threshold lower than that of the corresponding

TAE. Both the EAE and the TAE need further investigation to determine how

detrimental their effects can be on alpha particle comfinement in ignited tokamak.

Experimental data on high frequency magnetic fluctuations induced by ener-
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getic particle tangentially injected in tokamaks (TFTR and DIII-D) are anlyzed in

Chapter 6. We conclude that there can be some possibility that ellipticity induced

Alfven eigenmodes have been detected in DIII-D.

The m = 1 internal kink mode

It has been recently shown2 ,3 that kinetic effects are of great importance for

the stability of the m = 1 internal kink. Previous theoretical investigations have

been mostly concerned with the effect of trapped hot ions. It was concluded that a

small population of trapped energetic particles can stabilize the ideal and resistive

kink. Recent experements in JET have also confirm the theory. During ICRH

heating in JET4, the internal relaxation oscillations of the electron temperature

have been suppressed for a period up to 3.2 sec. These sawtooth-free discharges are

charachterized by the presence of anisotropic (mostly trapped) high energy ions,

accelerated by radio frequency fields at the ion-cyclotron resonance.

In Chapter 5 we studied the effects of bulk trapped ions and electron on the

stability of the internal kink mode. We have concluded that trapped ions can

destabilize the high frequency branch (w wi) of the m = 1 mode. The instability

is driven by the nonresonant trapped particle population precessing toroidally at the

magnetic drift frequency. The first analysis of this mode seems to show the presence

of a threshold in p which in principle can be a very low value. The resonant

interaction of the mode with the precessing ions gives an additional destabilizing

contribution. The trapped electrons are usually stabilizing but since they mostly

precess in the same direction of the rotational frequency of the mode, their effect is

not sufficient to reach complete stabilization. Although these first results shows the

existence of this new instability, a more detailed investigation is certainly needed.
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Appendix A: Calculation of b+ and b-

The coefficient bm can be accurately estimated by variational techniques. The

appropriate Lagrangians for b- and b+ , corresponding to Eq. (36), are given by

- yf, [y24a + (m2 - 1)2] dy- c2f (1)lnE (Al)

£+ = yf [y2 t + (m2- 1)] dy +-- c2f,(1) ln E (A2)

where y = r/ro,k = a/ro and in Eqs. (Al) and (A2), c = l/b; and c = 1/b+

respectively. This variational principle is valid only if e, satisfies the following two

conditions. First, near the singular layer

(m(Y) = 1 + c In y - 11. (A3)

Second, ,m must be properly normalized by choosing the solutions at r = 0 and

r = a to be regular, with amplitude independent of c: that is, (m(0) Z ay"m

and ,,,(k) ;., a2(k - y) with a, and a2 independent of c.

In the analysis c is treated as a variational parameter to be evaluated in the limit

E --, 0. The validity of the variational principle can be easily verified by standard

techniques using the relations 6C(1) = 6c ln E [from Eq. (A3)] and 64(k) = 0 (from

the normalization). A convenient choice of trial functions is as follows

( = 1 (Y) + C2 (Y)

(A4)

(m = 43(Y) + C 4(Y)

where

1 = ym-1

2 = ym+lln ( 1 - 2 )

(A5)

3 y-m- k2m - y2m

-(-m-1 (k2 m Y2m) k 2 _ 1 In 2 1)
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Substituting into the Lagrangian yields expressions of the form

= Io + 2cI + c21 2 . (A6)

Minimizing with respect to c we obtain

bm = -'/I;
(A7)

b+- -I+/I+

In the limit - 0, the integrals can be written as

yfm [y2 1 + (m2 - 1)l 2] dy

I2 f{fm[YN

2I+ = IL [Y2 S

12+-X {yf [y2 

1)2 1] + f (l)1 -y
dy

(A8)

+ ( 2 - 1) 3 4] dy

+ (m2 _ 1)42] fm(1) }y-1 dy + f' (1) In(k - 1).

Note that in the expression for I and I2+, the integrands are finite as y - 1.

Equations (A7) and (A8) are the desired expressions for b and b+ .
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Appendix B. Electrostatic modification of i

In this appendix we show that the existence of an equilibrium electric field Eo-=

-V0o does not fundamentally alter Eq. (27) upon which our stability analysis is

based. To lowest order in rLe/a the electrons are isothermal and therefore neglecting

the electron inertia, the parallel electron momentum equation can be written as

Ell = -VI d (B1)

Linearizing Eq. (B1) gives the following expression of the perturbed parallel electric

field

Ell = -b V(. Eo). (B2)

The definition of the E x B displacement can be rewritten as follows:

El iwe x Bo - V(C1 * Eo) (B3)

an Eq. (19) becomes

El -v = -Zw- i .v) - _ d(C Eo).
qj dt dt j-dt

Substituting these results into Eq. (17) leads to the following form of

fi = -qi LaFp I . v + aF- (l ao] +-

imi (waFj - aF [(e v) - v dt

Following the averaging procedure

form of Eq. (27)

described in section IID leads to a

(B4)

'Eq. (20)

Ln unchaI

'B5)

iged

fAi - VF + imj(w - ) [(l F v- aodt .
However, in the calculation of the divergence of the pressure tensor, the equilibrium

electric field contributes through an inertial term _ EjipjiwwE; where pj is the
density of the species j, and WE - k E o * . For Alfv6n waves ( - WA) and for

small a particle population (Pi > Pa), the ion inertia dominate (piw2 > pjWWE)

and the equilibrium electric field contribution can be neglected.
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Appendix C. Calculation of B

In this Appendix we show how to compute the term B necessary to evaluate

the continuum damping effect. Our formula is restricted to the case of only one "in-

tersection" with the continuum, i.e. there is only one Alfven wave of the continuum

spectrum with the same frequency of the gap mode. However the simple theory

presented here can easily be extended to the general case of multiple interaction.

For simplicity we consider TAE modes ( the same procedure can be applied to

EAE and NAE) and we write the eigenvalue equation in the following form

Dem + Fep = 0 (C.1)

De + Fm = 0 (C.2)

where p = m + 1, and

D = d r3p(WA )] pr -p(w 2 _ WA)(m2 - 1) (C.3)

F = pgrow 2. (C.4)

With wg we denote the Alfven frequency at the gap location, rg. We also assume

that the intersection with the continuum takes place with the spectrum of the mth

harmonic. Following the standard procedure presented in Sec. 2.5 and 4.6, we

write the eigenfunction as combinations of a regular (,rm, rp) and a singular part

((m, ,p) which presents a logarithmic behavior about the continuum resonance

surface r = r0. According to the previuos analysis we order

(Jm B (am ( 2 ) 1/2 (C.5)

epr ~ (mr. (C.6)

Rewriting Eq. (C.1) and (C.2) in terms of these new variables and after some

straightforward manipulations one finds

-Cm =- dr'(em[D.m + EFep] + e.mDem) + constant (C.7)
.3(2 - W,) 144
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where p = p + p,,, * is the complex conjugate of , wA = (n - m/q)vA/R

and r < to. In the neighborhood of ro we expect . to be of the form

,,m(r - ro) = B ln(ii + #) (C.8)

where i and ~ have been defined in Eq. (89) and (102). In the limit of r - ro, from

Eq. (C.8) it follows

L(r --+ ro) d B sgn(w, dn ) (C.9a)
dr - i-y dt) dr

In order to find B we use a standard matching procedure. We consider the

limit for r r of Eq. (C.7). After some straightforward manipulations one finds

L(r - o) . PC r W2 dL(r + pr3(w2-w2n) dr2]

Ldr- rf (*m[Drm + EFe7] + amD&;,n)dr1 (C.9b)( °) [ -W pr 3 (w 2 - m)m ( )

We now evaluate p by solving Eq. (C.1) and (C.2) in the neighborhood of the

continuum resonance surface.

Following the adopted ordering one finds that for r = ro Eq. (C.1) and (C.2)

yield d d2 d2 (C.10)
dr2 w2-w 2p (ro) dr2

Substituting into Eq. (C.9b) and keeping only the lowest order terms gives

Ld(r - ro) for rm[Drm + eF p,]dr'
( ) dr poro(w2 - WAC(ro) - (E22)rm (.

where

1]2 _2 -w (C.12)
W2 - Wp(rO)

Note that the toroidal coupling induces a small ( E 2 ) shift of the continuum res-

onance surface with respect to the cylindrical case. Comparing Eq. (C.11) with

Eq. (C.9a) and after integarting by parts, one finds the following expression for B

B = f (pr( A2 W )[r21 r 12 + (m2 - 1) rm12] - er*mFrp])dr' (C.13)

po0W 2 1 dr Al | (r)
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Eq. (C.13) is the desired form for B which turns out to depend on the regular part

of the eigenfunction only. This result can be also applied to the cylindrical case

(e = 0) to compute the damping of a continuum Alfven wave.

To lowest order in the largest contribution of ,,r in the numerator of Eq. (C.13)

comes from the layer around the gap location (r = rg). In the neighborhood of rt

Eq. (C.1) can be written in the following form

d (2 Am dm _- 2 d 2 (C.14)

Substituting into Eq. (C.12) and integrating by parts yields

B Pf (pr(w2 - W )r 2 1 " 12 + ( 2 - 1) I rm 12])dr'BB= ~ ~ ~ -A o (C15)
poro2W2 did I (ro)

where P fo° log + fr? denotes an integration out of the gap region. From

Eq. (C.15) we deduce that the calculation of B requires the knowledge of the regular

part of the eigenfunction outside the gap region. An easy tecnique to calculate £
can be found in Appendix A.

From Eq. (C.15) we expect B to be indeed small. First we notice that if ro < rg,

the continuum resonance takes place close to the magnetic axis and the integration

domain in the numerator of (C.15) is small. If instead r > rg, the term (w2 - w2)

in the integral in the numerator of (C.15) changes sign, causing the numerator to

be small. Furthermore if the continuum resonance surface is close to the plasma

edge, then the term (aln w /ro) is large causing B to be small. Although we have

not reached an exact quantitative estimate of B, ( that can be obtained only after

obtaining , from Appendix A) we have shown that B is small and we think that

an appropriate ordering is B - . Substituing into Eq. (106) this give a continuum

damping of order r ~ E3.
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Figure Captions

Fig. 1 Plot of w(r)Ro/va - kpRo vs q(r) for the n = 1, m = 1,2,3 cylindrical

eigenmodes.

Fig. 2 Plot of wA (r)R/v2 vs r/a for an inverted shear configuration. Note

the minimum in w2

Fig. 3 Plot of w(r)Ro/va - kpRo vs q(r) for the following elliptical spectra

(a) m = 1, n = 1 and m = 3, n = 1; (b) m = 2, n = 2 and m = 4, n = 2; (c)

m = 3, n = 3 and m = 5, n =3; (d) m =4, n = 4 and m = 6, n = 4.

Fig. 4 Plot of w(r)Ro/v, - kpRo vs q(r) for the following toroidal spectra

(a) m = 1, n = 1 and m = 2, n = 1; (b) m = 2, n = 2 and m = 3, n = 2; (c)

m = 3, n = 3 and m = 4, n = 3; (d) m = 4, n = 4 and m = 5, n = 4.

Fig. 5 Plot of w(r)Ro/v. vs q(r) for the continuum (n = 2,m = 2 - 4) in

an elliptical plasma with equilibrium density profile n = no /1'- r2/a 2. The

dashed line represents the frequency of an EAE n = 2, m = 2 - 4. Note the

intersection with the continuum.

Fig. 6 Plot of the stability domain in the (n, T) for BPX-like parameters

(Bo = 8.1 T, a = .79 m, Ro = 2.59 m, q(O) = 1, q(a) = 3.5): (a) m = 1, n 1;

(b) m = 3,n = 3; (c) m = 5,n = 4.

Fig. 7 Plot of the stability domain in the (n,,T) space of the TAE m =

1, n = I for BPX, including ion Landau damping (solid line) and neglecting it

(dashed line).

Fig. 8 Plot of the stability domain in the (n, T) space of the EAE m = 1, n =

1 for BPX, for different values of the plasma elongation and with q(a) = 4.
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Fig. 9 Plot of the real part of AK V2so/,P versus the real part of the eigen-

frequency Qr. Note that for 0 > 1.17 the sign of AK is negative and therefore

destabilizing.

Fig. 10a Plot of the real part of -,k = (1- a) x V2So/p versus the real part

of the eigenfrequency Or. Note that for 0 > 1.17 the sign of AK is positive and

therefore destabilizing.

Fig. 10b Plot of the real part of AK -(1 - a)Kv2So/1p, versus the im-

maginary part of the eigenfrequency - i. Note that AK is positive and and

has a maximum at j 1.

Fig. 11 Plot of the real and immaginary part of the eigenfrequency (, ?)

versus the poloidal (p = 2uyop(0)/B (r,)). Note the threshold in pip.

Fig. 12 Plan view of the DIII-D tokamak.

Fig. 13 Signals from a Mirnov coil.

Fig. 14 Cross-power (a) and coherence (b) spectra of two Bo signals.

Fig. 15 High frequency mode analysis (Table 2)

Fig. 16 Marginal stability boundaries in a < beam >, Lb/a diagram for the

discharge of Fig. 14, for the following modes: (a) EAE n = 3, m = 3 - 5 and

TAE n = 3,m =3 - 4, (b) EAE n = 4, m = 5 - 7 and TAE n = 4, m = 5,6,
(c) EAE n = 5,m = 6 - 8 and TAE n = 5, m = 6, 7. The parameter < b >

represents the average 13 of the beam, and Lb the hot beam particle density

gradient scale length. The horizontal solid line indicates the estimated < b >

of 3 percent.
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From W.W. HEIDBRINK, E.J. STRAIT. E.DOYLE. G.SAGER.

and R. SNIDER. General Atomics. Report GA-A20254

REFLECTOMETRY SCATTERING

Plan view of the 0111-0 tokamak. Eight neutral beam sources housed in four beam
boxes inject neutrais in the direction of the plasma current. Active charge-exchange
meuurements are obtained by modulating one of the heating beams at 150° . The
neutral deposition is measured by the CER diagnostic that views the nominally iden-
tical beam at 30 ° . Fluctuation diagnostics include soft x-ray cameras. a laser scatter-
ing diagnostic. micrwave reflectometry, a midplane Langnuir probe. and numerous
Mimov coils (not shown).

Figure 12
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From W.W. HEIDBRINK. E.J. STRAIT, E.DOYLE. G.SAGER.
and R. SNIDER. General Atomics. Report GA-A20254
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From W.W. HEIDBRINK. E.J. STRAIT. E.DOYLE, G.SAGER,

and R. SNIDER. General Atomics. Report GA-A20254

ln'G U
0 50 100 150 zUU

FREQUENCY (kHz)

Cross-power (a) and coherence (b) spect of two B signsli between 1745.4'

1747.4 ms in the discharge shown in Fig. 2. The oils re at the same poioidal

location on the outer wail displaced 45* from one nother. The peaks are labeled

with their toroidai rrmode number: a parenthesis indicates that the identification is

ianewhat uncertain.

Figure 14
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From W.W. HEIDBRINK. E.J. STRAIT. E.DOYLE. G.SAGER,

and R. SNIDER. General Atomics. Report GA-A20254

TABLE 2
High Frequency Mode Analysis

f (H)

64
78
92

104
121

3
4
5
6
7

m

4-6
5-6
6-7
6-8
7-9
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