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ABSTRACT

Dam filters are studied first through a physical
model of soil particle transport, and then through stat-
istical analysis of laboratory data. The former model is
useful in understanding physical factors involved in the
soil particle transport phenomenon. However, the very
complex nature of the phenomenon prevents one from re-
liably evaluating the parameters of physical models. The
latter method identifies soil parameters that are stat-
istically significant in explaining the behavior of fil-
ters. Its main drawback is that it is sometimes 4dif-
ficult to give a physical interpretation to the obtained
parameters. In this study, the two methods are used
interactively by using the understanding from the physical
model to evaluate and to interpret the results of stat-
istical analysis.

It is found that DF15/DB85, which is the parameter
used in the conventional Terzaghi's criteria, is the
single most significant parameter in predicting filter
performance. A secondary parameter, DB95/DB75, is found
to be also significant. This parameter is linked to the
capability of the base soil's intrinsic stability property
(i.e., the self-healing capability.

The implication of the present findings is that the
conventional design criteria (DF15/DB85 < 5) is conserva-
tive for the case of base soils with low DB95/DB75, but
unconservative for soils with high DB95/DB75 (for base
soils with widely graded coarser portions).



The proposed filter design criterion is calibrated
so that the probability of filter malfunctioning is the
same as that provided by the conventional criteria in the
case of uniformly graded base soils. The proposed
criterion has some spread in the higher DB95/DB75 range
due to the scarceness of the data (see Fig. 3.29); its
average is given as

DF15

DB95 DB95
DESS (f < 5)

<356 - 0.6 55735 DB75 =

A method is also proposed to evaluate the probability
of filter malfunctioninog for an entire dam. The method
is based on a generalization of the weakest link model to
a two-dimensional continuum. A case study using construc-
tion records of Carter's Dame, Georgea, is used to il-
lustrate this method.

Thesis Supervisor: Dr. Daniele Veneziano
Title: Professor of Civil Engineering
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CHAPTER I. INTRODUCTION

In the first part of this chapter, current design
criteria for dam filters are reviewed. Issues in the fil-
ter design and research needs are then identified in Sec-
tion 1.2. Finally, the objectives of the present study

are presented in Section 1.3.

1.1 Current Practice

The first rational approach to filter design was
proposed by Terzaghi in the 1920's. Most of the experi-
mental work that leads to now so called conventional
filter criteria was done in the 1940's and 1950's by
Bertram (1940), Hurley & Newton (1940), USCE (1941, 1948
and 1953), Karpoff (1955). The filter criteria used in
practice today have been developed mainly by U.S.C.E. and
U.S.B.R. on the bases of these experiments.

The following is a summary from U.S.C.E. Engineering
Manuals EM1110-2-1901 (1952), EM 1110-2-2300 (1982) and
Sherard, et al (1963):

A filter material must meet two basic requirements:

(1) The filter material must be fine enough to

prevent particles of the base soil from
washing into its voids.

(2) The filter must be more pervious than the

base soil so that the head dissipated by

flow of water through it, and therefore



the seepace forces developed within it,

are relatively small.

These requirements are referred to as the "stability"
and "permeability" criteria respectively.

Two most widely accepted filter criteria for stabi-
lity and permeability are:

(1) Stability: DF15 / DB85 < 5

(2) Permeability: DF15 / DBl5 > 5

In addition, the following rules are sometimes followed:
(3) DF50 / DB50 < 25
(4) The grain size curve of the filter material
should roughly parallel that of the base
material,
(5) The filter should not contain more than 5%
of fines passing through the No. 200 sieve,

and the fines should be cochesionless.

The conventional filter criteria, although sometimes

considered to be too conservative, are accepted widely
among practical engineers. Most of dam filters are de-
signed based on this criteria, and their performances are
considered to be satisfactory. However, in recent years,
there has been a trend towards using wider variety of
soils as base soils and filters and some problems have
been found with the above criteria. Furthermore, people

are more interested in understanding the basic mechanism

20
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of filtering and the migration of soil particles within
soil media. These problems will be discussed in more de-

tail in the next section.

1.2 Current Issues in Filter Design

Present research in soil particle transport is given
from two different viewpoints: 1In Section 1.2.1, the
studies are grouped according to the problem they focus on;
for example, use of special types of soil used as the core
material. In Section 1.2.2,the problems are classified
. according to a scenario of a failure event of an earth
dam on which a lot of current research is based. The in-
formation concerning the laboratory experiments on filters
are summarized in Appendix A.

1.2.1 Studies on the Mechanism of Filtering
and Related Problems

An active area of research concerning the physical
mechanism of filtering is to study it in a context of mroe
general problems of particle transport within soil media.
The practical motivation for the work are: (i) the tend-
ency of using wider variety of soils as base soils
and filters (e.g., broadly graded soils such as glicial
tills, and geotextile filters); (ii) attempts to establish
more economical design criteria, based on a better under-

ing of the physical phenomenon (e.g., for the design of
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filters to protect the seabed from wave action); and (iii)

need for a rational quality control method during the con-

struction of filters and cores of dams.

In reviewing the literature on filter design cri-

teria and soil particle transport the following problems

are considered separately:

(1)

(2)

(3)

(4)

(5)
(6)

Internal stability of widely graded and
gap graded soils,

Experiments on soil against screen to
understand self-healing process,

Void phase description based on microscopic
and geometric considerations,

Design criteria for filters to protect the
seabed from wave action,

Design criteria for geotextile filters,
Influence of spatial variability of soil

parameters and Quality Control.

(1) Internal Stability of Widely Graded and Gap Graded

Soils

Sherard (1979) pointed out that there have been a

number of incidents in which sinkholes have appeared on

crests and slopes of embankment dams that are comprised

of coarse, broadly graded soils, frequently of glaicial

origin.

He attributed this fact to the internal unstab-

ility of these soils, in the sense that the fine portion
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is not compatible with coarser particles.

The migration of finer particles in the coarser por-
tion of the soils is sometimes called "suffusion", and is
important not only in embankment dam design but also in
studving the properties of certain natural deposit. Study
of this phenomenon is also important to understand the
mechanism of soil particles transport problem in general.

In a chapter of a book by Kovacs (1981) gives a
good review of this topic especially within the Eastern

Europe literature. It is estimated that:

no suffusion if D60/D10 < 10
transition condition if 10 < D60/D10 < 20
suffusion probable if D60/D10 > 20

These results are said to be based on experiments and on
theoretical considerations based on a capillary tube model.
The same author mentioned that the shape of distribution
curves is a dominant factor; he introduces two methods to
check suffusion based on the shape of the grain size dis-

tribution curves:

(i) Lubotchkov's Method: Soil is not susceptible

to suffusion if the distribution curve lies
between a given band with the notation of Fig.

l.1(a); a simplified mathematical formula is
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Asl/AS2 < 4.0; if =
n n+l

The method is said to be based on the characteristic grain
size distribution curves which gives upper and lower bound
for suffusion. However, the logic is hard to understand

from the brief summary given by Kovacs.

ii) Kezdi's Method: This method checks suffusion

based on Terzaghi's filter criteria by
separating the grain size distribution

into two portions.

With the notation of Fig. 1.1(b), suffusion

is avoided if:

F Fo
B15 <4 B15
85 D

D

for any Dn

D 15

A similar method is also proposed by DeMello (1975)
and applied by Sherard (1979). Kezdi's method assumes
that soil particles larger than D, compose the skeleton
and those smaller than D are moving in this skeleton. Un-
fortunately, the reality is that the same size of particles
can contribute to both skeleton or moving soil. For this
reason, the method seems applicable only to special cases
such as gap-graded soils.

Wittman (1977, 1978) has carried out some experiments
on a gap graded sand and gravel mixture which is typical of

allu&ial sediments of the Rhine, Rhone and Danube rivers.
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Based on the experiments, he proposed a chart to classify
the dominant failure phenomena as a function of sand/gravel
mixing ratio and dry density (see Fig. 2.12 in Chapter II).
If the gravel content is high (more than 75%), the sand
particles wash through gravel skeleton (i.e., suffusion or
colmatation); whereas if the sand content is high (more
than 30%(%)), piping by heave (i.e., zero effective stress
condition) is the dominant mode of failure. He alsc found
that suffusion and colmatation can occur under lower
hydraulic gradient than the critical gradient which is
accepted as a good criterion to judge safety against pip-
ing by the heave phenomenon. Some of his findings will

be applied to the soil particle transport model developed
in the next chapter. Some additional considerations about
gap graded soils will be made in the next section.

(2) Experiments with Soil Against Screen to Understand
the Self-Healing Process of Base Soil

In the filtering process, the behavior of the base soil

is a very important'factor: DB85 of Therzaghi's criteria (DF-
15/DB85<4-5) can be interpreted as meaning that, for stabi-
ility, it is sufficient to prevent the coarse 15% of base
soil from penetrating the filter. For the purpose of in-
vestigating the behavior of base soil, soil-against-screen
type experiments have been carried out by several research-

ers.

The idea is to replace the filter by a screen so
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that the behavior of the base soil can be more easily ob-
served. The main advantage of replacing the filter by a
screen is that for the latter there is no uncertainty on
the size of the openings.

Soares (1980) carried out a series of experiments of
this type under supervision of Dr. P. Vaughan at Imperial
College. The objective of the study was to find a grain
size of base soil such that if that soil particle size is
retained by the filter, the base soil is stable without
significant loss of material. This particle size could
depend on the grading and the uniformity coefficient
(D60/D10) of the base soil.

The aim of the first group of tests (series 1S & 2S
in the original text) was to see the influence of the uni-
formity coefficient of the soil on the effectiveness of the
filter; in this series, the size of the screen opening was
set to the 85% size of the base soil. The uniformity co-
efficient varied from 1.86 to 13.30. The loss of base
soil increased gradually with the increase of the uniform-
ity coefficient, but even for D60/D10=13.30 case, the loss
was not large enough for one to convince the non-stability
of filter.

The second group of experiments (Series 3S) aimed at
finding which particle size controls filtration. Four dif-
ferent sieves with opening sizes agree to D50, Dé8, D83

and D97 of the base soil were used. The uniformity co-
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efficient of the base soil was set to 2.86 in all cases
(see Fig. 1.2). The greater loss of soil was observed
for D97 case (see Fig. 1.3), and the author concluded
that particles between D80 and D90 control the filter-
ing process.

In a third group of test (series 4S), Soares used
gap graded base soils. These soils were prepared in such a
way that two particle size ranges (0.600 - 0.850mm and
0.075-0.150mm) were mixed in different proportions. The
grain size distributions are shown in Fig. 1.4. The mesh
opening size was 0.85mm which agreed to the particle
sizes between D92 and D72. The results presented in Fig.
1.5 show that there is significant decrease of internal
soil stability when the amount of the finer portion in-
creases from 30% to 40%. Furthermore, the author ob-
served that the major loss of particle for samples with
less than 30% of the finer portion occurred during place-
ment and saturation of the samples, and the loss of soil
through sieve during flow took place at the very begin-
ning of the test. On the other hand, the samples with
more than 40% of the finer portion lost their material
mostly during flow, and the loss did not stop even when
the test was stopped. Based on these observations,
Soares suggested that there might exist a critical mixing
ratio beyond which the coarser sand cannot produce, at

least immediately, the self-healing filter at the sieve
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interface.

Soares emphasizes the fact that, throughout all the
experiments, the stability is controlled by the coarser
particles: In the §ery early stage of the experiments,

a layer consists of coarser particles formed at the
soil-screen interface, and except for gap graded soils
this layer can protect the rest of the soil from washing
through. Therefore, the fraction of soil particles

that compose this layer is a key factor in this filtration
process. As mentioned before, Soares' conclusion was that
a size between D80 and D90 of the base soil can be used

as the controlling particle size.

Mendez (1981) continued Soares's work by carring
out two series of experiments. In the first series,
Mendez used a mixture ©0f graded sand and London clay
with proportions of 60% sand and 40% clay. Downward flow
was applied to this soil placed against a screen whose
opening could retain 85% finer fraction of this mixed soil.
It was observed that the soil formed a self-healing layer
of sand against the screen surface.

The second series of experiments aimed at forward-
ing the study by Socares on the gapgraded sand. Mendez
mixed two particle size ranges of sands (0.600-0.850mm and
0.075-0.150mm) in the proportion of 50% to 50%; these
sands used were the same as the ones Soares had used in

her gapgraded soil tests. Mendez also prepared the sand
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with intermediate size distribution as shown in Fig. 1.6.
Results for sands with intermediate size content showed
the effectiveness of using DB85 as the controlling grain
size (see Fig. 1.7(a)). However, the result of the com-
pletely gap graded soil showed bigger loss as presented in
Fig. 1.7(b). This result did not agree with Soares' re-
sults where Soares found proportional loss of base soil
as the ratio of finer portion increase in her gapgraded
soil experiment. Based on the result, Mendez speculated
that if the sand is gapgraded, the coarser portion cannot
act as an effective self-healing filter to the finer por-
tion; therefore, the soil is internally non-stable.
Southworth (1980) also carried out a series of ex-
periments with soil against screen. He used three cohesion-
less soils whose D60/D10 rates between 3 to 10. He plot-
ted the mass of soil washed out from the screen against
percent of the soil finer than the screen opening size
as shown in Fig. 1.8 (cf.Fig. 1.3 of Soares' results).
The loss increases rapidly between 80% and 90%, which
present essentially the same behavior as those obtained at

Imperial College. Southworth's results will be used later

(Chapter II).

(3) Void Phase Description Based on Microscopic and
Geometric Considerations

Some studies have been attempted to provide a better

description of the voids in filters based on microscopic
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and geometric considerations on the granular medium.

Tayler (1948) is probably the first to have dis-
cussed the void size of filters in this way. He consid-
ered a packing of spheres with the same diamter, and
speculated that the maximum size of particles which can
pass through this medium might be 1/6.5 of the size of
the spheres. The result is based on the size of the
opening created by three tightly touching spheres.

Silveira (1965, 1975) made a probabilistic exten-
tion of this idea. He showed a procedure to obtain the
void size distribution from a given grain size distribu-
tion based on the following assumptions: (i) all particles
are spherical, (ii) voids are created only from 3 (his
later paper (1975) extended it to 4) particles, (iii) the
radis of the particles defining the void are random. The
void size can be calculated based on the multinominal
distribution of sphere sizes. Wittman (1979) measured
the void size of gravel and compared it to Silveira's
theory. He found that the theory is nearly correct but
gives somewhat smaller void sizes.

Vanmarcke & Honjo (1985) considered randomly drawn
lines in space where spheres of given grain size distribu-
tion are randomly located. They defined "distance be-
tween particles" as the length of line between two adja-
cent particles which the line intersects. The first order

solution to calculate the expected. distance between part-
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icles was obtained. They also showed that this expected
distance is highly correlated to D15 based on the calcula-
tion done for many grain size distributions. The result
is considered to give a good explanation for using DF15
as the representative void size of the filter.
This idea was extended later by Honjo (1983) to the
soil particle transport problem. He assumed: (i) all
the particles are spherical, (ii) location of the particles
are random in space, and (iii) distance between particles,
if randomly measured, follows an exponential distribution.
Based on these assumptions, Honjo developed a procedure
to calculate expected lencth of a pipe of given diameter
in the void phase of soil. This length can be related
to the probability of a particle passing through a filter.
A ﬁore detailed survey of this topic can be found in
Honjo (1983).
It is the opinion of the writer that there are two
main drawbacks in this geometric approach:
(i) The problem is very complex and interactive due
to the fact that once a particle which was mov-
ing is caught, it clogs a path and becomes a
barrier to the incoming particles. This
interaction is very difficult to describe by

the available models,
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(ii) If the final goal is to assess the safety
of an earth structure, it is very difficult
if not impossible to relate this microscopic

model to the behavior of entire structure.

In this study, a geometric approach is not attempted.
Rather, focus is on a scale somewhat larger than that of

individual particles.

(4) Criteria for Filter to Protect Seabed from Wave
Action

DeGraauw, et al (1984) have published an intermediate
report on the study of filter criteria to protect the sea-
bed from wave action in the Oosterschelde in the Nether-
lands. Their investigation has focused on measuring
critical hydraulic gradient with various filter construc-
tions; for example, influences of cyclic flow vs.
steady flow, and parallel flow vs. perpendicular flow
to the base soil-filter interface plane. The critical
gradient is gradient at which the flow occurs that is
responsible for the base soil transport. This is because
more economical filters can be designed if one takes the
flow situation into account compared to the classic geo-
metrically sandtight filters.

Because of this difference in focus, a direct com-
parison of the result with other experiments is difficult;

however, the study points out some important facts:
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(i) For the cases when flow is perpendicular to the

interface, it was found for the wide variety

of the materials that base soil particles
migrate into filter much easily under the
cyclic flow cases than under the steady flow
cases. This can be attributed to the arch-

ing of the base so0il particles between the
grains of the filter (arches cannot be stable

under reversed flow).

(ii) Internal stability of the filter was tested
by applying cyclic flow to a specimen con-
sisting of the same soil but with 2 differently
colored layers. After exposed to the cyclic
flow for 6 hours, samples were taken from the
interface and sieved. It was found that mat-
erial is internally stable with Dmax/Dmin=30
and unstable with Dmax/Dmin=100, where Dmax
and Dmin are the maximum and the minimum grain
size respectively. The interesting point
about this result is that the uniformity co-
efficient differs only 4.2 to 5.3 in these
soils.

The authors also identified some future research

needs, and states "the machanism are better understood,

thus enhancing the economy of design. After the era of
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geometrically sand tight filters, which is almost over,
after the current era of filters with critical hydraulic
gradients that are not to be exceeded, the era will come
of filters in which some material transport will be al-
lowed. However, very little information on the latter is

now available."

(5) Design Criteria for Geotextile Filters

In the last ten years, geotextile filters have grad-
ually gained application in important civil structures.
The papers by Hoare (1982) and Lawson (1982) reviewed the
state of the art in this area. Design criteria are based
on the same principle as for soil filters. What is in-
teresting is the generally agreed mechanism by which geo-
textile filters retain soils from washing through.

Figure 1.9 illustrates the mechanism (Lawson (1982)):
very close to the geotextile, a highly permeable zone of
large soil particles forms a bridging network. The finer
particles in this zone have been washed away in the early
stage of the installation of the geotextile filter. Right
behind the bridging zone, there exists a so called "soil
filter" whose permeability decreases as the distance from
the geotextile increase. This layer is actually retaining
the rest of the soil from washing through. The soil be-
hind this layer is essentially undisturbed.

Although geotextiles do not directly retain in situ

soil, their choice is very important for the formation of
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the "soil filter". The ideal "so0il filter" should meet
two criteria: (i) the permeability of the system should
remain relati?ely constant with time; and (ii) no further
in situ soil should be piped out after the formation of
the "soil filter".

As one can see from the above description, the mech-
anism is essentially the same as the "self-healing pro-
cess" of the base soil. BAs a result, the criteria es-
tablished for geotextile filters are very similar to con-

ventional filter criteria:

Piping requirement: OI < D85 soil

Permeability requirement: OI > D15 soil

where OI is an indicative pore size of the geotextile.
Because of this similarity, results obtained in

this study should be applicable also to geotextile filters.

(6) Influence of Spatial Variation of Soil Parameters
and Quality Control

To the writer's knowledge, Witt & Brauns (1984)'s
recent study is the first attempt to investigate the in-
fluence of parameter variation on the reliability of fil-
ters. They looked for the minimum dimensions of a sample
which can represent the grain size distribution of an
homogeneous soil mass. In this context, they took 128
adjacent samples from a 16 x 18 grid elements from their

test embankment. Both D15 and D85 were found to follow



lognormal distributions; however, the coefficient of var-
iation for D85 was one third that of D15 (Fig. 1.10(b)).
They also proﬁided a figure which shows the spatial corre-
lation of D15 and D85 (Fig. 1.10(c)). They combined their
findings with.Freudenthal's classic reliability model to
show the influence of parameter variation on the failure

probability.

1.2.2 Cracking, Leakage, Erosion and Filters

One of the main lines of current research on dam
filters is based on the following failure scenario
(Vaughan & Soares (1982), Sheard, et al(1984(b)). Even in dams
designed and constructed according to good modern prac-
tice, the risk of developing concentrated leaks through
the impervious core is relatively high. The leaks may be
caused by: (i) development of cracks by differential
settlement; (ii) cracks due to hydrauiic fracturing;
(1ii) construction deficiencies; (iv) high concentration of
flowlines from soil into fractured rock and, (v) cracks
due to drying especially in arid areas. The consequences
of these concentrated leaks can be either: (i) gradual
clogging of the leaks by particles migrating from upstream
or closure of cracks by upper soil collapsing; or (ii)
development of larger erosion channels which finally re-
sult in piping failure.

This scenario is based on the failure (or near fail-
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ure) of dams, some of which were designed and constructed
in accordance with state of the art. 1In the case of
Balderhead Dam in England, leaks were induced by hydraulic
fracturing and the filter failed to retain fines migrated
from crack walls (Vaughan, et al (1970), sherard (1973)).
Hyttejuvet Dam in Norway suffered concentrated leak dur-
ing the first filling of the reservoir, which is supposed
to have resulted from hydraulic fracturing of the core
(Wood, et al (1976)), Sherard (1973)). Differential set-
tlement due to irregular shape of the rock foundation is
considered to be responsible for the serious damages by
erosion in Stockton Dam in California as well as Matahina
Dam in New Zealand (Sherard (1973)). Failure of the second-
ary Dam of Wadi Qattarah in Libya was induced by drying
shrinkage cracks through the core (Khan (1983)). As to
the failure of Teaton dam in Idaho in June 1976, it is
generally agreed that the internal erosion initiated due
to the high concentration of flowlines from the imperv-
eous core into the joints of rock at the site (Chadwick
(1981), Seed & Duncan (198l)). Seed and Duncan (1981)
stated in conclusion: "If the contact surfaces between
the imper&ious core and the jointed rock at the Teaton site

had been appropriately sealed and a filter layer had been

provided to prevent movement of core material into any
voids that may have inadvertently remained unsealed, the

piping which lead to failure of dam could not have occurred."
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This scenario identifies some important aspects of
dam design and construction allowing to which we can sys-

tematically classify some current research efforts:

(i) Prevention of Embankment Cracking

This is a classic problem in dam design and construc-
tion. Many provisions during design and construction to
prevent cracking can be found in standard reference books
such as Sherard, et al (1963) and Wilson, et al (1979).
However, recent research work has been based on the fact
that it is impossible to totally eliminate the probability
of cracking of the core nil, and has attempted to investig-
ate countermeasures which can protect embankment dams

from erosion even if some cracks develop.

(2) Erodibility of Base Soils and Dispersive Clay

Once a crack has developed and has been filled with
flowing water, it is important to evaluate erodibility of
the base soil. For this purpose, Arulanandan & Perry
(1983) have proposed a parameter called "critical shear
stress", which is the stress required to initiate ero-
sion during hydraulic flow. The parameter was found to
be a function of clay type, composition of pore, property
of eroding fluid and structure of soil. They also pointed
out that even if the clay is erodible, it is possible to
prevent dam failure if adequate protective filters are
probided. Hjeldnes & Lavania (1980) investigated a sim-

ilar problem for two particulr soils.
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The related problem of "dispersible clay" has
attracted attention of dam engineers since the early
1970's. It was first mentioned by Australian engineers
after studying the failure of small uniform dams by pip-
ing (Aitchison & Wood (1965)). It is believed that cer-
tain clays, presence of certain types of water, erode
rapidly by individual colloidal clay particles going in-
to suspension. Tests to identify dispersive clays
have been proposed by Sherard, et al (1972), (1976a),
(1976b), and Sherard and Decker (1976). It is gradually
becoming a concensus that even for dispersive clay part-
icles migrated from crack walls can be retained by properly
designed filters (Sherard 1979, Sherard, et al, 1976,

1984b).

(3) Filters to Retain Fines Migrated from Crack Walls

In this dam failure scenaric, filters should be
designed to retain fines migrated from crack walls. This
idea was originally proposed by Vaucdhan and applied to the
design of Cow Green dam (Vaughan, et al (1975)). BHe
states: "The investigation of the damage to the Balder-
head dam showed that the filter downstream of the core
had failed to prevent loss of material from the core due
to internal erosion. The investigation indicated that,
if crack forms in a ciay core and the water velocity

through it is slow, segregation of eroded material may
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occur, with only finer particles reaching the filter.
... To be fully effective, a filter must prevent the
passage of these finest particles and this approach was
adopted for the design of the Cow Green filter."
Vaughan and Soares have more systematically studied
the problem in Soares (1980) and Vaughan & Soares (1982).
To summarize their main conclusions:
(i) The finest particle size that a filter
should retain can be determined from clay
flock size. This depends on the clay-

water chemistry at each site.

(ii) A relationship can be determined experi-
mentally between the size of particles re-
tained by a filter and its permeability.

This relationship seems suitable for the pre-

liminary design of a filter.

The proposal of using permeability as a filter cri-
terion seems reasonable since permeability is closely re-
lated to size and structure of the void phase of a soil.
Furthermore, such a criterion is in accordance with the
use of the finer portion of a filter grain size distribu-
tion such as DF15, because of widely accepted relation-
ships between permeability and the finer grain size (e.g.,
Hazen's formula).

Sherard and coworkers recently published a paper
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on the designing of filters for silts and clays (Sherard,
et al, 1984b). Two different types of laboratory tests
have been developed by the authors, namely slot test and
slurry test. In the former test, a slot is made in base
material, and then a relatively high hydraulic gradient
(e.g., 1000) is applied. 1In the slurry test, the base
soil is prepared in slurrv form (water content about 2.5
times the liquid limit), and also the high gradient was
applied. It is reported that the two types of tests
gave comparable results.

The materials used by the authors for the base soils
include a wide variety of clays and silts of different
geological and geographical origin, including highly de-
spersive clays. All the filters consist of clean, fine
sands of different gradation. For each of 36 different
base soils, they determined the value of DF1l5 of filters
which correspond to transition between stable and non-
stable conditions.

The boundary DF15/DB85 ratios were found to range

between 9 to 57, and not to devend significantly on

Atterberg's limits. Furthermore, no significant digﬁex:/””’/’///
ence was found between ordinary nondispersive clays and

highly dispersive clays having similar particle size dis-
tribution.

Based on this series of experiments, one may con-
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clude that the conventional filter criterion is valid,
although sometimes too conservative, to design filters
against cracked clay or slit core. However, it is the
writer's opinion that they are too guick in justifying
conventional filter criterion, DF15/DB85. Since the ex-
periment is comprehensive, more discussions on physical
mechanisms of filtering may bring deeper insight to the
phenomenon.

One of the aims of the present study is to give a
deepen understanding in the soil particle transport with-
in soil mediam. There is a strong, physical similarity
between the ordinary base soil-filter problem and the
problem of filters retaining the fines migrated from
crack walls: for example, Vaughan and Soares (1982)
claim that their permeability cirterion is valid for both
clay particles and usual cohensionless uniform base soils
if DB85 is used as the minimum particle size to be re-
tained, and Sherard, et al (1984b) has reported Terzaghi's
criteria works well for clay particles, also. The writer
believes that, althouch most of the experimental data
this thesis is based on is on cohesionless base soils,
the results should shed some light also on filtering

against clay particles migrated from the crack walls.



1.3 Purpose of the Present Study

In the dam filter design, one faces a problem sim-
ilar to those of many other geotechnical engineering pro-
blews: conventional design criteria has been derived
mainly by empirical means, and it is the consensus of
the profession that the criteria, although sometimes con-
servative, work well on most of the cases. However, be-
cause of the broadening of the applications and the re-
quirement for more economical design, there is a nec-
essity to understand the phenomenon in greater detail.

In addition, there are a faw incidents reported

that the conventional criteria did not work satisfactorily.

The objectives of the present study are as follows:

(i) To improve understanding of the mechanism of
soil particle transport, especially in the
context of filtering through physical model-
ing and statistical analysis of existing

experimental data.

(ii) To search for improved filter criteria as
well as to assess uncertainty involved in
them.

(iii) To propose a method to calculate the proba-
bility of malfunctioning of a filter for an
entire earth structure. The model should

help in evaluating the degree of uncertainty
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one can tolerate in design and in the qual-

ity control during construction.

This thesis is organized as shown in Fig. 1.11.
First, in Chapter II, a soil particle transport model is
developed. Although the transport model is fundamental
and popular in many other fields, it has never been
applied to the soil particle transport problem. The
model is capable of accounting for special features of
the soil particle transport phenomenon, particularly
the release and absorption of soil particles. The model
is verified by using experimental data by Southworth
(1980) on soil against sereen. Many numerical simulations
of soil particle transport at base soil-filter interface
are also presented; these results are helpful in under-
standing the mechanisms involved in filtering. It is em-
phasized that the self-healing mechanism of base soil
plays a major role in the filtering process; the proper-
ties of base soil that are desirable for this process are
discussed.

In light of the physical insights obtained in Chap-
ter II, a statistical anaysis of existing laboratory data
on filter performance is carried out in Chapter III. It
is believed to be the first attempt to analyze the filter
performance data by a statistical method. The convention-

al criteria are analyzed first to evaluate their perform-
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ance. Then the analysis is extended to searching for im-
proved design criteria. This analysis confirmed the
primal role of DF15/DB85 (the parameter -used in the con-
ventional Terzaghi's criteria), however, a secondary
parameter (DB95/DB75) is found, which is considered to
give information on the self-healing properties of the
base soil. The implication is that even if the convention-
al filter criteria (i.e., DF15/DB85 < 4-5) is on the
average conservative, the same criteria becomes uncon-
servative if the base soil has broadly distributed coarser
portions. The uncertainty involved in the proposed
criteria is also analyzed.

In Chapters II and III, the particle transport
problem is restricted only at the specimen scale. The
problem is extended to the scale of the whole structure
in Chapter IV, where a model to account for the spatial
variability of soil properties is developed. The model
is a generalization of the well known weakest link con-
cept to a two dimensional continuum. Through this model,
one can calculate the failure probability of the entire
structure by knowing the failure probability at each in-
dividual point of the base socil-filter interface plane, and
a parameter that has the measure of correlation distance.

The construction record of Carters Dam, Geogea is
used for a case study in Appendix C. Based on the grain

size data, the average failure probability function is ob-



tained using the results of Chapter III. The correlation
structure is estimated from the construction control den-
sity tests data because the grain size data are too few
to estimate the spatial correlation. The calculated

failure probability appears to be reasonable.

46
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(a) Lubotkov's Method

(v) Kezdi's Method

Fig. 1.1 Methods to Judge Internal Stability of Soils
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CHAPTER II. PHYSICAL ASPECTS OF SOIL PARTICLE TRANSPORT

In this chapter, a simple one dimensional model is
introduced to describe the movement of soil particles
within a so0il medium. The presentation is somewhat quali-
tative due to the difficulties of obtaining model para-
meters. Still, the model provides useful physical in-
sight into the soil transport phenomenon, and helps to in-
terpret the results of the statistical analysis in the

next chapter.

2.1 Introduction

Not many theoretical studies exist regarding the
soil particle transport. Among those are Silveira
(1965, 1975), Wittman {(1978) and Honjo (1983). All of
these studies attempt to model the movement of soil part-
icles within a soil medium by considering the void phase
geometry of granular soil. This approach faces two main
difficulties:

(i) The main practical concern is to predict the
behavior of whole earth structures, or of
smaller soil volume (e.g., a specimen). It
is unfortunately very difficult, if not im-
possible, to deduce the behavior of a soil

mass from void or granular characteristics.
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(ii) The soil transport phenomenon is largely
determined by very complex interactions be-
tween moﬁing soil particles and stable
particles which work as barriers; at
different time and space locations, the
same particle may change from one type to

the other.

Instead of looking at the problem at the scale
of individual particles, we will develop a model in terms
of absorption and release of various size particles. The
model is of a type which is commonly used in many trans-
port problems, (e.g., chemical solute transport in por-
ous media, contaminant transport in ground water), satis-
fies the conservation of mass and is capable to model con-
vection, absorption, release (generation) and dispersion
of solute or, for us, particles.

Before developing the model, some useful terminology

should be established. Free Particles are those particles

that are in a state of moving. The remainder of particles

act as barriers and are called Stable Particles. The

notion from free or stable conditions is not associated
with a particular particle size; rather, particles change
from one type to the other depending on the change of

N

state of the medium in time and in space.

The phenomenon by which a particle changes from free
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to stable is called absorption. The reverse phenomenon

is called release.

Only a one dimensional deterministic formulation of
the problem is presented in this chapter. This is be-
cause the model purpose is to understand the physics of
the phenomenon. Detailed experimental results are es-
sential to the estimation of model parameters, and to the

extension to 2 or 3 dimensions.

2.2 Modeling of Soil Particle Transport

The main factors that influence soil particle trans-
port are discussed first in Sections 2.2.1-5. A model is
then developed in Section 2.2.6 and methods for its num-

erical implementation are described in Section 2.2.7.

2.2.1 Conservation of Mass

Conservation of Mass is a fundamental principle of

all transport phenomena. It is the basis of the contin-
uity equation in fluid mechanics; for soil particle trans-
port, it can be expressed as follows.

Consider the small one dimensional element (x,x+dx)
illustrated in Fig. 2.1. The inflow into and the outflow
from the element of free particles with grain size in
the interval (w,w,+dw) during the time interval (t,t,+dt)
are written as Q(x-dx,t,w)v(x-dx,t,w)dtdw and Q(x,t,w)Vv

(x,t,w)dtdw, respectively; where Q(x,t,w) denotes the dry



density of free particles at x,t and w and v(x,t,w) is
their velocity. (Throughout this chapter, the specific
gravity of soil is assumed to be the same for all particle
size.) Let e(x,t,w)dxdwdt be the net amount of particles
added to the free particles from the stable particles in
time (t,t+dt) and space (x,x+dx), for size (w,wrdw).

Conservation of mass in the element (x,x+dx) implies

{Q(x,t + dt,w) - Q(x,t,w) }dxdw

= Q(x-dx,t,w)v(x-dx,t,w)dtdw - Q(x,t,w)v(x,t,w)dtdw
+ e(x,t,w)dxdtdw

or

=2
ot

Q(x,t,w) =- 3% {o(x,t,w)v(x,t,w)} + e(x,t,w)
(2.2.1)
Since there is no flow of stable particles, the

only change that these particles experience in time

(t,t+dt) is due to absorption and release. Therefore,

{s(x,t+dt,w) - S(x,t,w)} dxdw = - e(x,t,w)dxdwdt
or
5o S(x,t,w) = - e(x,t,w) (2.2.2)

where S(x,t,w) is the dry density of stable particles

at x,t and w.

Equations (2.2.1) and (2.2.2) express conservation
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of mass, respectively for the free and stable particles.

2.2.2 Momentum Equation

Fluid mechanics problems are usually governed by
two basic equations: one is conservation of mass (con-
tinuity equation), the other is the momentum equation
(Navier-Stocks equation for Newtonian fluids). Also for
particle transport problems, it is desirable to have a
momentum eguation.

It is well known that Darcy's law, which is the
basic equation for slow steady flow through porous media,
can be derived from Navier-Stocks' equation (see for
example, Bear 1972). Therefore, if it is reasonable to
assume that free particles move with the fluid, as is
usually the case for chemical suspensions, one can ob-
tain the velocity of flow from Darcy's law (or more funda-
mentally, from Navier-Stocks' equation). This assumption
corresponds to "simple convection" cases, and is usually
considered as a first approximation to reality in chem-
ical solute transport problems.

In soil particle transport, the same assumption is
unrealistic due to the much larger resistance that free
particles experience in their motion. Therefore, part-

icle velocity may be much slower than the fluid velocity.
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Unfortunately, there is no general framework which
can treat our problem and we shall be forced to introduce
somewhat artificial assumptions on the velocity of free part-
icles. A mitigating factor is that if one is not interested in
the change of soil conditions with absolute time, but
only intend to predict relative changes of conditions,
then all one needs to specify is relative easiness with

which particles move according to their size.

2.2.3 Absorption and Release

In the soil particle transport prcblem, absorption
and release are the central issues. The amount of re-
search on these problems in geotechnical engineering is
very limited, we cannot expect to obtain much information
from this area, but abundant literature is available on
similar problems from other disciplines, e.g., the
transport of chemical solute through soil. (Lapidus &
Amundson (1952), Lindstrm & Bcersma (1970), Boast (1973),
Hendricks (1978), Murali & Aylmre (1983)). Many termin-
ologies and ideas will be borrowed from this area.

Mathematical models for chemical solute transport are
very similar to that for soil particles introduced in
previous sections. The dry density of free particles
Q(x,w,t) is replaced by the concentration of chemical
solute intfluids, and the dry density of stable particles,

S(x,w,t), is analogous to concentration of chemical ab-
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sorbed on solid surfaces. Using previous notations, the
net absorption/desorption (release) of chemicals is gen-

erally expressed through the egquation.

e(x,t,w) = ¢ S(x,t,*), Q(x,t,*),w] (2.2.3)

Notice that Q(x,t,*) and S(x,t,*) are functions contain-
ing information of Q(x,w,t) and S(x,w,t) for all w,
and e(x,t,w)dxdtdw is the net abosrption/release at
x,t and w.

If there is only one type of chemical solute (this
is equivalent to the case of one grain size in the soil

particle transport), the model is called single species

model. On the other hand, if several chemicals are in-

volved, the model is called multi-species model. Nat-

urally mathematical models for the latter are more com-
plicated and involve a larger number of parameters, which
may be difficult to estimate.

The relationships that govern the adsorption and de-
sorption (release) of chemical solute are called iso-
thermals. There are mainly two types of isothermal

models. One is called the equilibrium absorption model

and applied when the absorption and desorption of chemi-
cals occur very fast compared to convection and disper-
sion; as a result, one can assume that a certain chemical

equilibrium condition is satisfied at all points of space
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and time. A general form of the equilibrium absorption

model is

S(x,t,w) = v[S(x,t,"), Q(x,t,*),w] (2.2.4)

By substituing Eg. (2.2.4) to Eq. (2.2.2), we obtain

e(x,t,w) = - 32 S(x,t,w)
= -2 yIsix,t :
- at \)[ X, I')l Q(X,t, ):W]

(2.2.5)

See Eq. (2.2.3) for the notations. Some of typical models
of this category are shown in Table 2.1. In the linear
model, the ratio between S(x,t,w) and Q(x,t,w) is constant
for all x,t and w; thus, S = a (Qmax - Q) condition is
always satisfied (see the table for notations;. By Eq.

(2.2.5), we obtain

e(x,t,w) = - %E S(x,t,w) = a§% Q(x,t,w)

This is also shown in Table 2.1. This is the simplest
assumption one can make, and the advantage is that the
differential equation (d.e.) obtained only includes con-
stant coefficient terms. Freudlick model assumes a log-
linear relationship between Q and S. Since, in most of
the chemical problems, the absorption and desorption
rates are functions of Q and S, the model is physically

more realistic than the linear model. The obtained d.e.
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has coefficients which explicitly includes function Q.
The Longmuir Model is another popular model in the chem-
ical transport; it assumes a linear relationship between
1/S and 1/Q. Since this mdoel allows Q to be infinite,
application to particle transport problem is not appro-
priate.

The other model, called dynamic absorption/desorp-

tion model is more realistic in a sense that it takes

the time needed in the chemical actions that result in
absorption and desorption explicitly into account. A

general form of this model can be written as follows:

e(x,t,w) = - v [s(x,t,"),0(x,t,"),w] Q(x,t,w)

+ v [S(x,t,"),0(x,t,-),w] S(x,t,w)

(2.2.6)

where v': absorption rate
v~ : desorption rate .

Some models of this type are shown in Table 2.2. The
linear model assumes constant absorption rate and de-
sorption rate. The log-linear model assumes the power
functions for these rates, which are physically more
realistic.

Although the equilibrium absorption model is

only an approximation, it is usually mathematically more
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tractable. The equilibrium absorption model has been ex-
tended to multi-species problems, see for example
Murail & Alymore (1983).

In soil particle transport, one must use multi-
species model because the very essence of the problem
resides in the different behavior of different grain
sizes. On the other hand, the absorption and release
of soil particles are more mechanical than chemical
phenomena at least for cohesionless soils. Therefore,
time needed for the actions may not be an important fac-
tor. This fact allows us to introduce the equilibrium
absorption model to our problem. In fact, we will intro-
duce a parameter which has clear physical interpretation,
and whose mathematical form is the same as that of the

equilibrium absorption model in Section 2.2.6.

2.2.4 Distance Lag Effect

In the soil particle transport, the factor that
controls particle velocity, absorption and release should
be the state of the soil a little distance downstream of
the particles under consideration. The distant lag
effect is one of the distinguished features of the pro-
blem. The way it operates is illustrated in Fig. 2.2.

One way to introduce distance lag effect into the

model is to rewrite Egq. (2.2.1) as
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'g'E Q(x,t,w) =- %; {Q(x,t,w)v [ S(x+2x,t,*),

Q(x+Ax,t,), wll

+ ¢ [S(X‘FAX,t,‘) Q(X+AX,t,'),S (Xutr')lQ(Xitl')W]
(2.2.7)

where Ax: the distance lag, a quantity with values of
the order of particle size.

Q(x,t,w): the dry density of free particles at space
x, time t and size w.

S(x,t,w): the dry density of stable particles at x, t
and w.

Q(x,t,*): a function containing information of
Q(x,t,w) for all w.

S(x,t,*): a function containing information of

S(x,t,w) for all w.

The left side of Eg. (2.2.7) presents the change of dry
density of free particles with time t. This should be
equal to the net in flow of particles at x,t and w (the
first term) and the net amount of release of free part-
icles (the second term) in order to satisfy the mass con-
servation. The velocity is function of S(x+Ax,t,-),
Q(x+Ax,t,+) and w, where Ax is showing distance lag. The
net release of free particles, edxdwdt, is a principle
functicn of all S(x+Ax,t,.), Q(x+Ax,t,+), S(x,t,*),Q(x,t,)

and w. By comparing Eqg. (2.2.7) to Eg. (2.2.1), one can
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understand how the equation has been modified for the log

distance lag effect.

For stable particles, Eg. (2.2.2) is modified as

‘a—i S(x,t,w) =— e[ S(xAt,t,-), Qx+Ax,t,"),

S(X,t,’), Q(xltr‘)r w] (2.2.8)

See Eg. (2.2.7) for the notations. Equations (2.2.7) and

(2.2.8) should be solved simultaneously.

2.2.5 Dispersion

Equation (2.2.1) assumes that the velocity of all
particles of the same size w is the same at any given
locations x and time t. However, for reasons given be-
low, the velocity of particles is actually different for
different particles. As a result, particles tend to dis-
perse as they travel through the porous medium. In order
to describe this process, it is usually assumed that the

flux Qv is given by

QU = QU + ¢

where Qv is the mean flux and g is dispersive flux.

The most common assumption for g is

where D is a constant. In this case

(2.2.9)

%S
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It is widely recognized that dispersion depends

mainly on two mechanisms

(i) Molecular diffusion. This is the process observed

in chemical suspension. Particles tend to move in
the direction of their concentration gradient under
the influence of their kinetic activity (known as
Fick's law). Molecular diffusion is usually a
micro phenomenon which is a function of time and

is independent of the velocity of particles.

(ii) Mechanical dispersion. Because of irregularities

of the porous medium, the velocity and direction
of flow vary from point to point. Specifically,
(a) within a given pore, the flow rate is slower
near the wall than in the middle,
(b) the flow is faster in larger pores than
in smaller ones, and
(c) the direction of flow at each point differs
from the average flow direction.
These velocity variations result on a dispersion of part-
icles as they travel in the medium. Mechanical disper-
sion is a micro phenomenon and is usually a function of
velocity. In general, the second mechanism plays the
main role in engineering problems such as chemicals in

ground water flow (Bear. [1972]).
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Substitution of Eg. (2.2.9) to Eg. (2.2.1), we ob-

tain
8Q ., 9 55 - p 29y -
3t T 3x {Qv D ax} =t
30 . 8, — 520
E..}. % (Qv) = D;;_2—+ > (2.2.10)

Equation (2.2.10) is called the convection-dispersion

equation.

2.2.6 Proposed Model

Through Sections 2.2.1-5, we have considered various
aspects of soil particle transport. In this section,
this information is put together to propose a final

model.

The conservation of mass equation for free and stable
particles forms the basis of our formulation. In this
equation, multi-species release and absorption and distance
lag effects are taken into account. In spite of the
fact that, in numerical calculations, we need to intro-
duce some artificial velocity functions, the model gives
a good physical picture of the phenomenon.

The effect of dispersion is not included in our pre-
sent study because (a) this is probably a secondary

effect, and (b) there are practical difficulties in

evaluating the dispersion coefficient.
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The isothermals introduced in Section 2.2.3 are
not directly applicable to our problem; we need to des-
cribe particles release and absorption. One may assume
that the following relationship holds at all points of

so0il medium at time t
V[ S (x+4x,t,-),0(x+Ax,t,-),w] =

S(x,t,w)dxdw
Q(x,t:w)dxdw (2.2.11)

where the notations are given in Eg. (2.2.7). Equation
(2.2.11) states that the ratio of the dry density of
stable and free particles of size w at (x,t) is a func-
tion, v(+), of dry density of stable and free particles
of all sizes at (x+Ax,t) and of size w. We shall call

this v the retention ratio.

Another convenient way to look at the retention

ratio is to transform it to a gquantity given by

A B+ x,t,0) Q0 bx, b, ) W] = grapit s

_ v I[s(x+Ax,t,w),0(x+x,t,w),w]
T ¥ v [6(xtA%,E,w),0 (xtAx, t,w) ,w]  (2.2.12)

A gives the fraction of particles of size w at (x,t)
that are mechanically blocked by particles at (x+Ax,t).

A is termed here retention proportion.
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It should be pointed out that Eg. (2.2.11) has a
form similar to that of the equilibrium absorption iso-
thermals introduced in Section 2.2.3 and is, therefore,
mathematically very tractable because v is not an ex-
plicit function of t. According to Eg. (2.2.2), the net

rate of release is

E(X,t,W) == g‘%‘ S(xltlw) == v[S(x,+ A}{Itl.)lQ (e Ax,t,) W]

d
5E Q(x,t,w) (2.2.13)

By substitute (Eg. 2.2.13) to Egs. (2.2.7) and (2.2.8),

one obtains the final eqguations:

{1+ vIS@e+dx,t,"),0(xrbx,t, ) ,w] }52 0(x,w,t) +

a - . —

= {Q(x,w,t)v [ S(x+Ax,t,),Q(x+AX,t,? ) w]l} =0
(2.2.14)

and

2 S(x,t, W)= VS (xrox,t, ) ,Q(xkAx, E,0) W] FEO(X,E,W)
(2.2.15)

Given appropriate boundary conditions, these equations
can be solved for S(x,t,w) and Q(x,t,w).

It is worthwhile to point out the possible exten-
sion of the model. In Section 2.1, we have pointed
out that most of the available soil transport models try

to describe the void phase of the soil and, therefore,
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encounter some difficulty in extensioning results to a
larger scale; moreover, the complex interaction between
particles is almost hopeless to describe. The model pro-
posed here can describe these aspects, although the
parameter used in the model (the retention ratio, v,)

may be difficult to evaluate from experimental results.
These two models, opposite may be seen as, is complemen tary,
and if one could obtain the retention ratio as a func-
tion of soil parameters such as porosity and grain size
distribution, then one would be able to establish a

link between the two models.

2.2.7 Method for Solving Egs. (2.2.14) and (2.2.15)

Equations (2.2.14) and (2.2.15) are linear partial
differential equations of\the first order. A useful
method to obtain analvtical solutions for this type of
equation is the method of characteristics. The method
not only gives an answer. to the problem but also fre-
guently provides insight into the physical problem. An
application of the method to a groundwater contaminant
transport problem can be found in Charbeneau (1981).

Another possibility is to use numerical procedures.
The latter procedure can easily incorporate the lag dis-

tance effect and are more practical to produce the re-

sults under a variety of initial and boundary conditions,
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as well as for different v functions. The most conven-
ient numerical scheme works backwards, i.e., the solu-
tion is formed starting from downstream and moﬁing against
the direction of flow.

The procedure for backward calculation is shown in
Fig. 2.3. After setting the initial condition (Step 1),
time, size of particles, and space are varied incre-
mentally in a do loop fashion (Steps 2 through 7). The
retention ratio for (x,t,w) is obtained based on the sol-
ution Ax downstream (Step 8). The velocity is also ob-
tained in the same way (Step 9). Then the inflow to and
outflow from the element is calculated based on the in-
formation obtained in the previous steps (Step 10).
Finally, the density of free particles and stable part-
icles are found for the next time. Calculation is made
very simply by the equilibrium absorption assumption
(Step 11). The location (x), size (w) and time (t)
are checked to see whether calculation has been completed
(Steps 12 - 15).

In order to ensure accuracy of the computation, the
ratio between the minimum element thickness (Axmin) and
the velocity, v, times time interval, At, is kept larger
than five. Furthermore, a check is made by calculating
the total mass in the system, and then comparing it to

the initial wvalue.
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2.3 Numerical Examples and Their Physical Interpretations

We are going to investigate some aspects of soil
particle transport by using the model proposed in the
preﬁious section. Experiments with soil against a screen
have been carried out by several investigators to study

the "self-healing process" of base soils at the filter

interface. The advantage of using a screen in place of

a soil filter is that in the former, there is no un-
certainty in the opening size and, therefore, the ac-
tion of baée soil particles can be observed under simpli-
fied but clearer boundaryv conditions. Because of this
simplified boundary condition, this model is used in the
numerical simulations calculated in Sections 2.3.1 and

2.3.2. In Section 2.3.1, "self-healing process of base

soil" is investigated (see Section 1.2.1(2)). We first
try to reproduce the result of soil against a screen ex-
periment done by Southworth (1980). Then some quanti-
tative discussions are made on this process. In Sec-
tion 2.3.2, the other important aspect of base soil ac-

tion during the filtering process, "the internal stab-

ility of base soil", 'is investigated. The action is il-

lustrated by the numerical simulation results obtained
by the proposed model. Finally, in Section 2.3.3, the

clogging process of filters is simulated.
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2.3.1 Self-Healing Process of Base Séils

In his study, Southworth (1980) used four different
soils to experimentally investigate the self-healing
process. Since his fourth soil contains more than 85%
of fines (i.e., particles smaller than 0.074 mm) and is
considered to be cohesive, only first three soils are
included in the analysis. These three soils are termed
Soils 1, 2 and 3 respectively. The grain size distribu-
tion and the compaction condition of the soils are
shown in Fig. 2.4 and Table 2.3 respectively. These
soils are fairly well to well graded (D60/D10=10, 3 and
6 respectively) and contain some silt. The dry densities
at the beginning Wd initial) and at the end (yd final)
of the experiment are given in Table 2.3, whereas
Y4 initjal @R be obtained from measurement of the
‘initial void ratio, whereas vq final is estimated from
the settlement for the case when there is no discharge

observed from the screen. The difference between

Y4 initial and Y4 final is a result of densification
due to the applied flow.

In order to simulate the experiment using the
proposed model, each soil is separated into two portions:
one coarser and the other finer than the screen opening.
Two functions must then be assumed for the free particles

of each of these portions: velocity v and the retention

proportion A. Unfortuantely, not much information is
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available on setting these functions; for simplicity, it
is assumed here that velocity and retention proportion
are assumed to be the same for the two portions of soil.
Furthermore, both quantities are assumed to vary lin-
early from 1.0 to 0.0 and from 0.0 to 1.0 between

Y4 min and Y4 final 2S shown in the Fig. 2.5. In the fiqgure,

Yq final is the final density the specimen reaches by flow-
induced densification. These imply that v is 0.0 and

A is 1.0 when Yg equals Y4 final (all particles are
stable), and that v is 1.0 and A is 0.0 when Ygq is less
or equal to Y4 min (all particles are free). Note in

Fig. 2.5 that the distance lag effect ié included in
these functions.

Another important parameter in the numerical im-
plementation of the model is the size of the spatial dis-
cretization interval, especially near the screen. This
size also fixes the distance lag effect scale, Ax: for,
in calculation, conditions of downstream neighboring
element are used to calculate v and A. It is chosen
that the thickness of the ten nearest elements to the
screen are always set equal to the opening size of the
screen.

Results for Soil 1 against #30 sieve (0.51 mm open-

ing) are shown in Fig. 2.6 together with the space dis-

critization scheme used to produced them (Fig. 2.6(a)).
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In Fig. 2.6(b) and (c), the behaviors of the finer and
coarser portion of soil are illustrated, where the solid
lines indicate Yg of the stable particles, whereas the
dotted lines that of the free particles. As one can
see from the figure, both portions of soil become free
in the initial stage of the experiment (t=2); as time
goes on, the soil stabilizes gradually from the elements
closer to the screen (t=8). At t=64, most of the portions
of the soil are stable and about 6 mm of settlement has
taken place.

Most interestinaly, the element closest to the screen
is fully occupied by the coarser particles, and hinders
the rest of the finer particles to be washed through.

Southworth observed the phenomenon in the course of his

experiment (see Fig. 2.7). He termed it formation of

a self-healing filter.

The result of present calculations is displayed in
a different form in Fig. 2.8. 1In this figure, the dry
density pf the soil, Ygr is plotted against the ratio
r between Yg of finer soil to the total Ya- Since we
know the initial values of Yq and r (e.g., r = 86% for soil
1 against the #30 seive), we can show the initial con-

dition as a point on the plane (point C for the present

case). We assume Y4 initial and Y4 final are constant

for all ranges of r. Later, we will see r changes only
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in the element closest to a screen; therefore, the
assumption made should not have much influence on the
calculated results. Based on the calculated results,
we can trace the path followed by each element on the
Yg~T plane. Element 40, which is the element very
next to the screen progressively looses finer part-
icles and trankates at point (0, Yq final}' Element 39,
which is adjacent to Element 40, changes its density with
time but r remains the same; it stabilizes when it
reaches the point (0.86, Y4 final).

Because plots of the type in Fig. 2.8 gives in-
sight into the physical proceés, many results will be
presented later in the same form. We call it a state
diagram. In Fig. 2.8, otﬁer calculated results for Soil
1 is also presented which exhibit similar behavior.

A state diagram of the calculated results of Soil
3 are presented in Fig. 2.9. The main diffence between
Soil 3 and the other two soils is that in the former
case yd is already densified to Y4 final at the beginning
of the test. The peak of paths shows that soils loosen
somewhat at first, but they redensify to Y4 final® Ex-
cept for the element very next to the screen (element a),
r remains the same.

The fraction of specimen mass discharged from the

screen and th~ amount of settlement of the specimen are
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shown for the three soils in Figs. 2.10 and 2.11. The

experimental results are compared with results from the
present model. One may observe that they agree rather

well, except for the case of large fractions of fines.

This is especially true for Soil 3.

The main difference between Soil 1,2 on one side and
Soil 3 on the other is that Soil 3 is in a rather dense
condition from the beginning of the experiment. This
is why for Soil 1 and 2 some settlement occurred also
when there-is no particle discharge from the screen (see
Fig. 2.11); whereas no settlement of Soil 3 is found in
the case. The high density of Soil 3 may also be re-
sponsible for discrepancies between the calculated and
experimental results under denser conditions, where the
particles are more interlocked and tend to form arches
over the screen openings. This arching action is not
introduced in the present model.

A most interesting point in these figures is that
both the discharge and the settlement increase dramat-
ically as r increases between 80 and 90%. This can be
explained by considering the filtering mechanism: the
base so0il is retained by a layer which is formed next
to the screen, and which consists of only particles
coarser than the opening size. Therefore, the amount

of particles lost from the specimen depends on how
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quickly this layer is formed. There are at least two
factors controlling the phenomenon: One is the percent-
age of particles retained by the screen. The other is
the thickness of the layer to be formed. The finer the
screen opening size, the larger percentage of retained
particles, and the smaller the varticles that form the
layer, the thinner the layer can be. This multiplica-
tive effect seems to explain why a very small amount of soil
is lost when the percentage of fines is below 80%.

On the other hand, the ability to retain base soil is
guickly reduced as this percentage increases above 90%.
This gives a rational basis for using DB85 in filter de-
sign criteria: if DB85 is retained by the base soil-
filter interface, then a self-healing process takes
place without significant loss of the base soil (see

also 1.2.1(2)).

2.3.2 1Internal Stability of Base Soil

Wittman (1978) have conducted an interesting experi-
ment on gravel sand mixtures (see 1.2.1(1)). Figure
2.12 summarizes the conclusion he obtained for particle
transport phenomena through his study. The abscissa
indicates the percentage of sand by weight, r, whereas
the ordinate gives the dry density, Y+ A maximum of

Y3 is reached when sand and gravel are mixed in a given
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proportion. For the same mixing ratio, Yq varies de-
pending on the compaction effort and on the water con-
tent. When Ya is too low, the particles cannot form a
skeleton; this is called the impossible region.
Performing many permeability tests at different mix-
ing ratios, Wittman found that the particle transport
phenomenon is different depending on r and Yq- When
the gravel content is high, the skeleton tends to be
composed only of gravel; as a result, the sand particles
can move freely in this skeleton. If sand particles
are washed out from the skeleton, the phenomenon is
called suffusion; if they are accumulated, it is called

colmatation. 1In the region where sand content is higher,

the skeleton consists of both sand and gravel; in this
case there is no internal particle movement and the
only possible pattern of failure by flow is piping by
heave (i.e., zero effective stress condition).

A diagram similar to that of Wittman is introduced
next as a useful representation of soil particle trans-
port. The soil is first divided into two portions: one,
grain sizes smaller than a certain value, is called finer
soil. The rest of the soil is called coarser soil. We
can combine these two portions in any arbitrary mixing
ratio, r, and measure Y4 min and Yg maxjn some specified

way. The associated r-vq plane (see Fig. 2.13 (c)) was
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termed earlier the state diagram. Now, a third axis is

introduced which indicates the retention proportion of
finer soil, A (i.e., the ratio between Yq of free por-
tion of finer soil and Yq of total finer soil). A
should be 0.0 for the region where Ya does not exceed
Ya min, which implies that all the finer soil particles
are free. On the other hand, X is 1 where the dry den-
sity Y4 final (where all the finer soil particles are
stable). A linear increase of y is assumed between
Y4 min and Y4 final 25 shown in Fig. 2.13(b). Figure
2.13(a) combines Fig. 2.13(b) and Fig. 2.13(c).

If A can be 1.0 for any mixing ratio of coarser

soil and finer soil, then the soil is said to be in-

ternally stable soil. This is the case shown in Fig.

2.13. This implies that a layer which consists of any
mixing ratio of coarser soil and finer soil (this in-
cludes the case of pure coarser soil layer) can retain
finer soil particles perfectly if the layer is suffic-
iently dense (if Yq is high enough).

However, there are soils that are internally un-

stable: for them A cannot be 1.0 for some mixing ratio,

r. Figure 2.14 illustrates one such case. The

property is most clearly shown in Fig. 2.14(b). Section
-— ' 3 —3

A-A' where A is less than 1.0 even when Ya=Y4 max® That

is to say, a layer with some r cannot retain finer soil
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particles even if they are compacted to Y4 max® The
soil Wittman used in his experiment is an example of
such soil.

In order to study the self-healing process based
on the concepts introduced in this section, two kinds

of hypothetical soils are considered; Demo-soil 1 and

Demo-soil 2. As shown in Fig. 2.15, Demo=-soil 1 is intern-

ally stable soil, and its Y4 min and Y3 final vary accord-
ing to the percentage of soil finer than the screen
opening. On the other hand, Demo-soil 2 is
internally unstable soil as shown in Fig. 2.16. Spec-
ifically, regions with more than 80% of coarser soil
cannot retain the finer soil.

Of course, classification of soil into only two
porticns is a drastic simplification, but some important
aspects of the self-healing process can be analyzed.
Cases when soil is divided into three portions will be
considered later.

Points A, B and C in Figs. 2.15 and 2.16 indicate
the initial conditions assumed in the following numerical
experiments.

The first numerical experiment is presented in
Fig. 2.17. The initial state of the soil corresponds
to point A with 90% of the coarser soil and 10% of

finer soil. For internally stable Demo-soil 1 (Fig.
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2.17(a)), Element 20, which is closest to the scree,
quickly loses its finer particles. The rest of the
element just densifies to Yg final while for them r re-
mained constant. This indicates that a filering layer
which consists only of the coarser soil successfully
retains the finer soil. On the other hand, Demo-soil 2
(Fig. 2.17 (b)) cannot form such a layer, and gradually
loses the finer soil from all the elements. This soil
stabilized only after all the finer soil has been lost
and all the elements have finally reaches (r=0.0,
Yg = 18.0).

The behavior is exactly the same if one starts from
point B (80% finer scil) as shown in Fig. 2.18. The
only difference is that the path is longer because it
contains more finer soil. The behavior is again the

same if one begins from some point on Y4 final line

as shown in Fig. 2.19.

As mentioned earlier, just dividing soil into two
portions may be an over simplification of the problem.
In order to investigate the effect of a more refined

classification Demo-so0il 3 is introduced. This soil

consists of 3 portions, namely the coarser portion, the
middle portion and the finer portion. We consider

this soil as being partially internally unstable soil,

meaning that a layer consisting of only coarser portions
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can retain the middle portion but cannot retain the
finer portion, whereas a layer consisting of mixture of
the coarser and the middle soil can retain the finer
portion.

Numerical results are shown in Fig. 2.20 for a
case in which the screen can retain only the coarser
portion of the soil. Demo-soils 1 and 2 are shown in
Fig. 2.20(a) and (b) for comparison. For Demo-soil 3
(Fig. 2.20(c)), a first filtering layer is formed in
element 20, which is the closest element to the screen;
this layer consists only of the coarser portion. In-
terestingly, the second filtering layer is formed in
element 19, which is the second closest element to the
screen; this layer consists of a mixture of the coarser
and middle portions. It is clear from the figure that
this second filtering layer is retaining the rest of the
soil. Since there must be two filtering layers formed to
retain the soil, the time needed for the formation of
these layers is longer and the amount of soil lost is
larger.

What was learned from the last two sections about
the self-healing process can be summarized as follows: In

the successful formation of a self-healing filters at

the base soil-filter interface, the size of soil particles

that is retained by the interface is the key factor. Both
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the experimental and numerical results indicate that
the critical size of base so0il particle to be retained is

between DB80 and DB90. (Section 2.3.1). 1Internal stab-

ility of a base soil is another important factor in the

filtering process. For some soils, the self-healing
filtering layer at the interface fails to hinder the
finer portion of the soil. This is a case of internally
unstable soil of which retention proportion A is smaller
than 1 even after the densification by flow (Section
2.3.2). This can be a problem, for example, when a
widely graded soil is used as a base soil; because of the
large gap in grain size between the filtering layer
formed and the soil to be retained, a larcge fraction of

the fines may be lost before an adequate filtering layer

is formed.

2.3.3 Clogging of Filters

In this section, the clogging process of a filter
is studied and simulated numerically. Figure 2.21 il-
lustrates the space discretization scheme and initial
conditions used for this purpose. The system consists of
40 elements, of which 20 are of base soil and 20 of fil-
ter soil. Each element has unit thickness. Two analyses
(A and B) have been made, using different initial condi-
tions of the base soil: In'éasé.A, the ratio between

the finer and coarser portions of base soil is 50/50;
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in Case B, this ratio is 85/15; see Fig.2.21(b) and (c).

The properties assumed for the base soil are as
shown in Fig. 2.22. This is an internally stable soil,
whose retention proportion changes linearly from 0.0
to 1.0 between Y4 min and Y4 final® This retention pro-
portion is assumed to be the same for the finer and the
coarser portions. The initial conditions are shown in
Fig. 2.22(a).

The property assumed for the base soil-filter mix-
ture is somewhat complicated. It has a different reten-
tion rate for the finer and coarser portions of the base
soil. The state diagram for this soil is presented in
Fig. 2.23(a): the abscissa gives the fraction r between
the base so0il and the total mixture by weight. The ordin-
ate is the dry density, Y The mixture soil is intern-
ally unstable for both portions of the base soil. How-
ever, for the finer portion, there is a wide range of r
for which the retention rate cannot reach 1.0. The varia-
tion of the retention rate with Yq are shown in Fig.
2.23(b) for different r. For the smaller values of the
retention proportion of the finer portion is much smaller
than that of the coarser portion. It is also assumed
that there is no movement of filter soil particles; in
other words, filter material is always stable.

Numerical results for Case A are shown in Fig.

2.24. We can observe that the coarser portion of the
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base soil is accumulated in elements on both sides of
the interface, and this layer is blocking the finer por-
tion of the base soil from washing through: In other
words, the accumulation of the finer portion mainly takes
place from the second element from the interface. If
one looks at the two elements of both sides of the inter-
face, one realizes that accumulation of the coarser por-
tion is initially pronounced on the base soil side; how-
ever, penetration and accumulation of the coarser portion
into the filter agradually increases and seems to form a
stable blocking layer inside the filter.

The results for Case B, which are shown in Fig.
2.25, are similar. However, accunmulation of the coarser
portion in the elements, adjacent to the interface on
the base soil side is smaller than in the previous case.
Also, accumulation in this element only occurs in the in-
itial stage (i.e., t=6) and the main blocking layer grad-
ually moves inside the filter (i.e., +=25,100). Finally,
a stable blocking layer is formed in the first element
of the filter. 1In this case, accumulation of the finer
soil starts from the element right next to the interface.

The state diagram for the elements near the inter-
face are presented in Fig. 2.26 for both Case-A and gggg;g.
From the path of Element 20, which is the element right
inside the base soil from the interface, one can observe

the early accumulation of coarser particles, which are
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then gradually lost. This is because the rate of coarser
particles entering the element is smaller than that of
particles leaving the element. On the other hand, Element
21, which is the first element of the filter, gradually
absorbs the coarser particles and stabilizers. The be-
havior of Elements 22 and 23 is very unstable, i.e.,

the paths oscillate in the state diagram. This behavior
is explained by the fact that there is no filtering layer
to retain particles in these elements.

The above may not constitute a general explanation
of the filter clogging process. The examples presented
here are just demonstrations of how complex the particle
transport problem can be even under relatively simple con-

ditions.

2.4 Summary and Conclusions

In order to study the physical mechanism of soil
particle transport,a mathematical model has been intro-
duced.

The model is based on the principle of conserva-
tion of mass for free and stable particles. Absorption
and release of these particles are described by the re-

tention ratio, i.e., by the ratio between the dry density

of stable and free particles for each particle size. By

introducing this parameter, the equations have the same
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form as to eqguilibrium absorption isothermals in chemi-
cal solute transport; these equations are mathematical-
ly very tractable.
Another special feature of the proposed model is

the distance lag effect for the velocity, absorption and

release of free particles. This assumption implies that
the state of particles at a given location is control-
led by the state of the medium a little distance Ax down-
stream. Under this assumption, the retention ratio has a
clear physical interpretation: it is the rate of part-
icles mechanically blocked by the particles located

Vx downstream.

Unfortunately, we have not successfullv obtained
momentum equations for the particles. Rather, we are
forced to make some assumptions about the velocity of part-
icles. However, if one is not concerned about the change
of conditions with absolute time and is rather concerned
with the relative change of conditions of the soil,
then the present model is a reasonable one. In fact,
numerical results from the model are gquite helpful in
understanding the mechanism involved in soil particle
transport.

It is also possible to consider particle disper-
sion. However, this phenomenon has not been considered

in the numerical calculations because (a) it is of



secondary importance and (b) it is almost impossible to
estimate the dispersion coefficient.

A numerical procedure is used to solve the equa-
tions. 1In particular, a backward formulation is found
to be very convenient for taking the distance lag effect
into consideration.

The case of soil against a screen has been con-
sidered to study the self-healing process of base soils.

Experimental results by Southworth (1980) are repro-

duced rather accurately by the proposed model. It appears

from these results as well as experiments performed by
other investigators (see Section 1.2.1(2)) that the self-
healing process of the base soil results from the forma-
tion of a filtering layer of large particles next to the
screen. This layer retains the rest of the soil from
washing through. The two main factors influecning

the formation of this self-healing filter are (a) the
percentage of varticles retained by the screen, and

(b) the thickness of the layer to be formed. Thus, the
more particles are retained, the faster the filtering
layer develops. Also the smaller the particles retained,
the thinner the layer can be. This multiplicative ef-
fect results in very small amount of base soil loss when
the retained particle size is smaller than 80% finer by

weight.  However, if the size is more than 90% finer by

94



weight, the loss of base soil is significant. This re-
sult supports the use of DB85 in filter design criteria.

The internal stability of base soil is considered

to be another importnat factor in the self-healing pro-
cess. Following suggestions in Wittman (1978), base soil

is classified as internally stable or internally unstable.

In the context of self-healing, internally stable soils
are soils whose filtering layer formed behind the screen
is capable of retaining the rest of the soil from washing
through. On the other hand, internally unstable soils
cannot form retaining filtering layer. By using the
model, it is shown that internally unstable soils cannot
retain their finer portion irrespective of the initial
conditions. 1In reality: the self-healing mechanism can
be much more complicated than explained here because
soil does not consist of only two portions. A numerical
example with a soil that consists of three portions is
presented. It is shown that, if the filter formed next
to the screen can retain an intermediate part of the base
soil, another filter is formed behind the first filter
to retain the rest of the soil; naturally, the amount of
soil lost during the filter formation is larger.

Several numerical examples demonstrating the clogg-
ing of filters by base soil particles are presnted. Al-

though, the assumption introduced in the calculation was

95
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rather simple, the obtained results exibit very complex
interaction of soil particles at the base soil-filter
interface, which indicates the complexity of phenomenon.
-It appears that the proposed model is capable of
simulating many aspects of soil particle transport pro-
blem. As mentiond in Sectin 2.2.6, one of the most in-
teresting extensions of the present model is to combine
this model and the particle/void geometrical models (see
Section 1.2.1(3)) so that the parameters introduced in
this model, such as retention ratio, v, can be determined

based on the more physical consideration.
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Fig. 2.2 A Conceptual View of the Distance Lag Effect:
The Condition of Particles at x are Controlled by
the Condition of the Medium at x+Ax.
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Set Initial Conditions: Q(x,t,w), S(x,t,w) at t=0

Set t =1t
o

t =t + At

Set w = w
o)

w =W+ Aw

Set x = x, (Backward computation)

1

X = X - Ax

Retention Ratio (Distance lag effect):

vix,t,w)=v [ Q(x+Ax,t,w), S(x+Ax,t,w), for all w;w]

Velocity (Distance lag effect):

vix,t,w)=v [ Qi{x+Ax,t,w), S(xtAx,t,w), for all w;w]
v {x-Ax,t,w)=v [ Q(x,t,w), S(x,t,w) for all w;w]
Inflow and Outflow:

AQY = O(x-AX,t,w) -V (x-AX,t,w) At

AQ Q(x,t,w)v(x,t,w) At

Results of absorption/release:
Q(x,t,+At,w)={v/(1+v) HO(x,t,w)+S (x,t,w)+ A0t =207 }
S(x,t,+At,w) = v-Q(x,t,+At,w)

If x > X,r 90 to 7

If w < wl, go to 5

If t < tl’ go to 3

Stop

FIGURE 2.3 FLOW CHART FOR THE BACKWARD CALCULA-
TION OF THE PROPOSED SOIL PARTICLE
TRANSPORT MODEL.
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axf - - -
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(a) Velocity
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Y (X+AX t)

o
o

l

[

I

I

|

|

|
HMIN 4FIN,
(b) Retention Proportion

Pig., 2.5 Assumptions Employed in the Calculation
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20 3 1,0 1 10 @ 3.84 1020, 51
| |
i
| .
I Opening
0.51mm
: (#30)
}
|
|
63.5 mm

(a) Space Discritization

20.0

Stable Particles
t=0 — — — PFree Particles t=b64

'Td 10.0

0.

(b) Behavior of Particles Piner than the Opening

20.0’
—_— Stable Particles

Free Particles

'); 10.0}

t=10 t=64

0.0
=8

(c) Behavior of Particles Coarser than the Opening

Fig. 2.6 Calculated Result for Soil 1 Screen #30.
(86% of Soil Piner than the Opening Size)
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UNAFFECTED SOIL

FILTER

Conceptual Diagram of Self-healing Filter Formed

SEE DETAIL
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SCREEN

OPENING
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in Cohesionlees Soil (after Southworth, 1980)
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40}t
Experiment , Model

Soil | . o v

Soil 2 e 0 |

: |

30+t Soijl 3 v v l

|

!
I

I

I

F ‘]

g I
= . 1, |

Total

Mass Discharged from Specimen

o : =
SO 60 70 80 9O 100
% finer than the mesh opening size

Pig. 2.10 Mass Discharged from the Screen in Southworth's Experi-
ment: Experimental vs. Calculated Results
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/ L

Pig. 2.4

7 8% e ™ 8 @ 1w
% finer than the mesh opening size

Settlement of Specimens in Southworth's Experiment;
Experimental vs., Calculated Results
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23 ~ 23
AN
22 - 12
21 4 [ 21
20 1 420
19 } 19
18 - 18
17 4 PIPING 17
BY HEAVE
16 - 416
Impossible Region
15 | 1
14 — 1%
© 10 20 30 4 S0 60 70 8 S0 100
PERCENTAGE BY WEIGHT
0 10 20 30 O S0 60 70 80 90 100
ks SAND 0.2-1.0mm
GRAVEL S-10mm E e
10 % 60 70 60 S0 40 30 20 10 O

Fig. 2.12 Particle Transport Phenomena in Sand and Gravel
Subsoil (after Wittman, 1978)
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Pig. 2.21

Base Soil

Filter

40 2 1.0 = 40.0

(a) Space Discretization Schema

Piner Base Soil
TYa = 8.5 (50%)

Coarser Base Soil

7d = 8.5 (50%)

Filter Soil

7d=15.0

(b) Initial Condition for Case A

Coarser Base Soil'7h=2

(15%)

Finer Base Soil

7d=14.45 (85%)

55

Filter Soil

’r d=15,0

(c) Initial Condition for Case B

Space Discretization Scheme and Initial Con-
ditions for FPilter Clogging Calculation
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The retation proportion for

both finer and coarser portion

126

20.0

>ﬁ final

Internally Stable Soil

14.0 | ]
= e

L T
0.0 0.2 0.4 0.6 0.8 1.0

Coarse Base Sonil

Piner Base Soil

(a) The state diagram for Base Soil: Points A and B indicate
the initial conditions of calculations.

1.0 ————————————
|
{
|
. |
- l
@ I
4 |
2 I
L0
~ o ]
© 000 —-{ 4 yd

yd min )/d final

(b) The retention proportion of Base Soil for both the finer
and the coarser portion of the Base Soil. It is Internally
Stable Soil (i.e. =1.0 at d= d final)

Pig. 2.22 Property of the Base Soil
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20.0 20.0
Vs
The retention
proportion is 1.0
18.0 18.0
7,
16.0 proportion for the finer
* Base Soil is less than 1.0. 16,0
The retention proportion for the
coarser Base Soil is less than 1.0.
14.0 ] 14.0
_ T
0.0 0.2 0.4 r 0.6 0.8 1.0
1.0
= Filter Soil
]
E%‘ Base Soil Piner 4+ Coarser 0.0
[ ]
o
o8 .
£d (a) The state diagram for Filter and Base Soil
g ' Mixture: The retention proportion of Pilter
(]
el )Y Soil and Base Soil mixture.
f.:" r =-0.0 ] r = 0.1 r=0.2 r=0.4
o
g5 1.0F 1.0F——~—— —~ . 1.ol-——-— 1.0 — — < |
o ! |
EE 8 i | | i | !
0.5 !
I I
£ 3 0.0 fuy 0.0 L . | ) l
3 ‘: "14.0 16.0 '16.0 v 18.0 18.0 20,0 17.5 18.5
2 5 ‘ T £ 7
W
: o A r=o0.0 r = 0.1 r = 0.2 r=0.4
[
o M
pelli - 1.0 1,04 1.0} - I1.0. |
i 0.8} - -1 I
e ' | ' "
" e - | | - | - ] - i
® M | | | ]
g a —f‘ | . ' __,, l __Il l
0.0 4.0 16.0 '16.0 18.0 1 18.0_ 20.0 17.5 18.5

’r; ’)Zd 1 ’7; ’7;

(b) The retention proportion of filter - Base Soil Mixture for the
finer base soil (upper row) and the cqfrser base s0il (lower row)
for r=0.0, 0.1, 0.2 and 0.4.

Pig. 2.23 DProperty of the Base s0il - Filter Mixture Soil
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Filter

10.0 X
(a) Filter Soil

20.0

L)

t=15,30

—_— Stadble Soil

Free Soil _

30.0

t=4
t=4
R N
/ $=15,%=30 t=30
P = —
10.0 X 20.0
(b) Coarser Base Soil
: N \ ——— Stable Soil
t=0 \\'—7
t=15. _z2n ~ Free Soil
t=4 =30
R
/ =
S tesoas IS5 =15
10.0 X 20.0 30.0

(c) Finer Base Soil

Fig. 2.24 Results of Calculation for Case A
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15.0 | =
10.0 B -
Y flow Pilter
d
5.0 | o
0.0 L
10.0 X 20.0 30.0
(a) Pilter Soil
———  Stable Soil
5.0 F t= Free Soil j
t=0 t=25
‘)’d /£ 7 ~Z //
’,_.______t=_6___t56____‘ t=100
0.0 =50, 700 X =
(b) Coarser Base Soil
) naavl t=25— ©1%0 -
t=0 — Stable Soil
~ ~ 77 Free Soil
d | t=6
10.0 h
5-0 = -
A e - L
t=6 A\ t=6
\ / t=25 t=25
\_—Ef‘:;::zéié‘

Pig.

X
(c) Finer Base Soil

2.25% Results nf Calculation for Caze R
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2cr -
18 | 20 19 .
7d
16 -
Flow - Flow
——
Base Filter Base Soil Filter
14 Soil I IJ - 14 l | o
1 - 1 : ! !
T 2122 T 1:'_, 1920 ’j:
0.0 0.1 0.2 0.3 6.3 0.4 0.5 71
r r
Filter Soil Coarser Base Soil
w Finer Base Soil
(a) The State Diagram for Base Soil Consist of 50% Finer Soil (Case A)
20 r 20 [- - -20
i 18
20 19
3 Flow ' 16
Base Soi
I Filter
[ HIA 114
L 920 T
0.7 O.Sr 0.9 1.0
R cem— P
Pilter Soil
srersoIT Finer Base Soil
0.0 2 22 0.0

(b) The State Diagraz for Base Soil Consist of 85% Finer Soil (Case B)

Fig. 2.26 The State Diagram of the Clogging Process
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CHAPTER III. STATISTICAL ANALYSIS OF LABORATORY DATA

In the light of the physical insights obtained
in the previous chapter, a statistical analysis of exist-
ing laboratory data on filter performance is carried out
in this chapter. General characteristics of the data
base are described in Section 3.1. Logistic regression,
which is the main tool of analysis, is explained in Sec-
tion 3.2. Fir2lly, in Section 3.3, numerical results
are presented. The objectives of the analysis are (i) to
evaluate the performance of conventional filter criteria,

and (ii) to propose improvements.

3.1 Data Base

We begin in Section 2.1.1 with some definitions and
rrotations. The soil parameters that are included in the
analysis as possibly influential on filter performance are
discussed in Section 3.1.2. Finally, some preliminary con-

siderations on the data base are presented in Section 3.1.3.

3.1.1 Definitions and Notation

400 experimental results on filter behavior from
13 references are summarized in Table 3.1. As previously
mentioned in Chapter I, these cases can be divided into
two groups: the earlier experiments (before the early
(60's) aim at establishing what we now call "conventional

filter criteria". The work by Bertram (1940), Hurley &
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Newton (1940), USCE (1941, 48, 53) and Karpoff (1955)
fall into this category; by contrast, recent experiments
more often aim at investigating the filtering mechanism
and special topics. For example, the experiments by
Vaughn & Soares (1981) have the objective of determining
the ability of filters to retain fines washed out from
crack walls of the core material.

In this section, discussion of the data is limited
to aspects related to the statistical anaysis. A more
detailed description of each laboratory experiment is
given in Appendix A.

References are identified through numbers, as
indicated in the "source" column of Table 3.1; for ex-
ample. [M0A] indicates Bertram(1940).

In Table 3.1(a), the result of each experiment is
classified categorically as "stable", "nonstable" or
"clogging"; specifically, if there is no migration of base
soil particles into the filter, the system is classified
as "stable"; if particles of the base soil wash easily
through the filter, the system is considered "non-stable”.
"Clogging” is a condition somewhat intermediate between
these two states: some base soil particles migrate into
the filter, but these particles clog the free path and
the system gradually becomes stable without significant

loss of base soil. 1In most of the literature, it is
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quite easy to distinguish between these three classes of
results, alhtough their description differs from one re-
ference to another.

Whether "clogging" constitutes failure or not de-
pends on the purpose of the filter. 1If the filter is ex-
pected to perform as a drain, then "clogging" is an un-
desirable (failure) state; whereas if the filter is just
intended to prevent migration of base soil particles, it
may be considered acceptable. 1In the statistical analysis
of the data, we consider separately these two interpreta-
tions, whereas conclusions are drawn mainly based on re-
sults for clogging = monstable, because this is a more
frequent and conservative assumption.

In most of the literature,it is reported that
filter performance can be classified as "stable", "non-
stable", or "clogging" through visual inspection. How-
ever, if classification is not based on an objective
criterion, subjective factors may influence the results.
For example, Hurley & Newton (1940) judged some filters
as "stable" even if they lost some of the fines, provided
that they finally reached a stable condition; on the other
hand, Leatherwood & Peterson (1954) used as a criterion
the change in the loss of hydraulic head across the base
soil-filter interface. This is considered to be a very
sensitive method to judge performance. The way in which

these differences are taken into account in the statistical
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analysis is by explicitly allowing for "laboratory

bias" (see Section 3.2.2).

3.1.2 Soil Parameters in the Data Base

The grain size distribution of base soil and filter,
the porosity of the filter, and the hydraulic gradient
may be expected to be the main factors in determining the
performance of the filter. 1In the present statistical an-
alysis, only the grain size distributions of base soil and

filter are used; this information is available for all the

cases of Table 3.1, and is the only one on which the conven-

tional filter criteria are based.

The hydraulic gradient has been ignored because:

(i) Many authors have investigated the influence
of hydraulic gradients on filter performance,
concluding in all cases that this parameter
affects the rate of the phenomenon, but
does not appreciatively change the final state

of the system.

(ii) Not all experimental studies report reliable

measurements of hydraulic gradients.

Porosity (or void ratio) of the filter is also ex-
cluded from statistical analysis. The reason is that,

unfortunately, this parameter is available from only very

few data sources.
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3.1.3 Preliminary Considerations on the Data Base

The gradations of base soil and filters are con-
sidered to be important factors in the stability of
the filter. A widely used measure of soil gradation is
the uniformity coefficient, UO = D60/D10. The combina-
tions of U, for the base so0il and the filter are sum-
marized in Table 3.1 (b). (For the notation, see the
footnote of the table). About half of the data refers to
very uniform base soil (Uo < 2) and very uniform filter

(U, < 2). The rest of the data is fairly evenly distrib-
uted among the other five categories.

Later in the analysis, we shall find that the
reported behavior of filters for the data sets [ 61],

[ 751 and. [ 82] is quite different from that of the other
data sets; for this reason, these three sets of data will
be excluded from the main portion of the analysis. One
possible explanation for the difference is that the
anomalies sets have relatively high fines content (size
less than 0.074mm) in the base soil. This can be seen
in Table 3.1 (c), which classifies each experiment by the
size of DB10 larger or smaller than the #00 seive
(0.074mm) .

A summary of the 277 data sets that remain after

exclusion of sources, [61],. [ 75) and [ 82] is given in
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the last row of Table 3.1.

Some plots of these 277 data points are shown
next. Figure 3.1 plots DB60/DR10 against DF60/DF10,
which gives essentially the same information as Table
3.1(b). There is a high concentration of data in the DB60/
DB10 < 2 and DF60/DFl0 < 2 region, but the rest of the
points are fairly well distributed over the uniformity
coefficients plane.

The uniformity coefficient represents a property
of the finer portion of the grain size distribution,
since it is the ratio between D60 and D10. On the other
hand, the conventional filter criteria (Terzaghi's criteria)
is based on DF15/DB85, suggesting that the coarser por-
tion of the base soil is more important. In order to
display the diversity of the coarser portion of the base
soil, DB95/DB75 is plotted acainst DF60/DF10 in Fig. 3.2.
This figure shows that except for the concentration in the
lower DB95/DB75 and lower DF60/DF10 region, the points
are widely distributed. Figure 2.3 shows that the cor-
relation between DB95/DB75 and DB60/DB10 is not very high,
implying that the finer portion gradation of the base soil
is not a good indicator of the coarser portion gradation.

In Figure 3.4, DB85 is plotted against DF15. DF15 var-
ies between 0.1 and 20mm. and DB85 between 0.07 and

10 mm. Terzaghi's criteria (DF15/DB85 < 5) is also shown
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in the figure. Many of the figures in this chapter use
the same symbols: "*" indicates stable,"+" clogging

and " [ ]" unstable cases.

3.2 Logistic Regression Model

Logistic regression is a convenient technique to
analyze the dependence of a binary response variable on a
set of control variables. The model is introduced in
Section 3.2.1. 1In Section 3.2.2, statistics are defined,
which are useful in assessing the adequacy of the fitted
model. Finally in Section 3.2.2, indicator variables,
which are useful in considering laboratory biases in the
analysis, and the stepwise regression procedure are in-

troduced.

3.2.1 Regression with a Binary Response Variable

Consider the problem of predicting a binary re-

sponse variable Y (either 0 or 1) from a vector of control

variables x =. [xl, Xy eoe s xp]T. Because Y 1is a bin-

ary variable, the distribution of (Yl§) is defined entirely by

P[Y = 1|x]=E[Y|x], i.e., by the regression of Y on

x. For simplicity, we assume that E[Y x] is a function

of on a linear combination of the components of x, i.e.,

B.X.) (3.2.1)

E[Y|x] = F(B, + L B3

N~ =

j
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where BO, Bl, ces g BP are coefficients to be determined
and F is a function between 0 and 1.

Three commonly used functions F are given in
Table 3.2. The logistic function is especially popular,
mainly due to the existance of simple sufficient statistics
(Cox. [1970], pp. 18-19) and to numerical stability (in-
sensitivity to outlier observations). The probit model
consists of using for F a normal C.D.F. The probit
and logit produce similar results, except in the tails,
which are thicker for the logistic function (Cox,. [1970]

pp. 27-28). The extreme value model is developed to

analyze longitudinal data and is based on the assumption
that the log of the occurrence rate is constant within
each interval and is egqual to SO + I Bjxj (DuMouchel &

J

Waternaux. [ 1982]).

The logistic model is the one used in the pre-

sent analysis. For this model,

A
E[Y|x] = — (3.2.2a)
l1+e
where
k
= + X X, (3.2.2b)
A Bo j=1 BJ J
Alternatively,
_ E[Y]x]
A= &n (T:Eji 5]) (3.2.3)

The most satisfactory method to estimate parameters

B Byr «onu Bp is. maximum likelihood. The log likelihood

ol
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function is given by (Cox [ 1970}, Dobson. [1983]).

N~
<
)
+

I 0o
w

R(BO' Bll ~--18p) =

i=1 % 5

]
[ R

n (1l + exp [BO + g Bjx..])
j

i=1

(3.2.4)
where n is the number of data sets. The function can be

maximized by setting to zero the partial derivatives of

2, i.e., by solving the following set of eguations:

n X,
LET I y.x, - % =3 =0
0B . iTir . p
r i=1 i=l1 1 + exp[B + ¥ B.x..]
o .2, 3743
3
(r =0, 1, 2, ... p) (3.2.5)

where Xig = 1. The solutions can be obtained numerically,

e.g., by the Newton-Raphson method.

3.2.2 Regression Statistics

Some statistics have been developed to evaluate
logistic regression models and to compare alternative
sets of explanatory variables X;. A brief review of

these statistics is given below.

(1) Likelihood Ratio Statistics

Consider two logistic models Mo and M, where Mg

is nested in M, in the sense the control vector X, in
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model M is included in vector x, used in M,:

g
Model M_: E [Y|x_] = F(B_ + jzl Byxs) = F(BX,)
(3.2.6a)
p
Model M,: E [Y]gl] = F(B, + jzl B xJ) = F(BX%;)
(3.2.6Db)
Where p > g. We want to test
HO: Model MO correct.
against
le Model M1 correct.
If the sample size is large, this can be done
LR = 2 [ £(8;) - 2(8))] (3.2.7)

where 2(§1) and Q(EO) are log likelihood functions of

M, and Mo respectively. Asymptotically, the distribution

1
of LR is x2 with p-g degrees of freedom. Therefore,

a test at significant level o is performed by accepting
HO if LR < Xi;rq' This test is especially useful

in stepwise regression, which will be described later.

Two of special cases of the LR statistic are es-

pecially useful. One is obtained by model M by setting
P(Y = 1|x) = 0.5, which implies we just randomly predict

the outcomes of Y regardless of x. Then the log likeli-

hood function for this case yields



) 141

1) = n3)"” = -n n2
and the likelihood ratio statistic, Eq. (3.2.7), yields

LRo = 2 [2(%1) + n 4n2] (3.2.8)

In this way, we can test the significance of model M, com-
pared to no information condition (i.e., Model MO) by
following the hypotheses testing procedure.

The other is obtained by not using any regression
variables in model Mo’ i.e., model Mo, E[Y] is constant.

In this case

R n,y n, n n
LB = In U —n) 7 GGy

1

nyin(ng) + noln(no) - nin(n)

where n,: number of data whose response is 0

: number of data whose resébnge is 1

~

n=no+n1

and the likelihood ratio statistic becomes

IR, = 2 [4B)) - njin(n;) - n_fn(ng) + nin(n)]

(3.2.9)

(2) Likelihood Ratio Indices

Because of the non-linear form of the logistic

model it is not immediately obvious how one could de-

fine an analogue to the coefficient of determination in
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multiple linear regression.

McFadden (1974) has proposed the likelihood index

ratio, 02, whose general form is

2(B,)
2o, A

(3.2.10)

Two special cases of p2 which correspond to LR, (Eq.

(3.2.8)) and LR, (3.2.9) are
2(B,)
pg =1 - ——Zl—f— (3.2.11)
(-nin”)
and ~
Qfﬁl)

(3.2.12)

P = 1- (—nllnnl-nolnnd+n2nn)

The likelihood ratio indices are analogous to R? in
ordinary linear regression and should be used with similar
cartion when comparing different models, especially be-
cause p2 are not adjusted for the number of fitted para-
meters.

The statistics introduced so far, LR and p2, can
be used in the comparison of nested models. Horowitz

(1982) has proposed the modified likelihood ratio index,

Bg, for comparing non-nested models. This index is given

by

Po = 1- (-n&n2) (3.2.13)



where p is the number of parameters in M1 plus one. The
number of parameters is included in the index as a penalty

so that it can be used in making comparisons of any models.

(3) Percent Correctly Predicted (PCP)

A data point (§i, yi) is said to be correctly pre-

dicted if

~
i

1 and F(x;) > 0.5, or

y 0 and F(x;) < 0.5.
The PCP statistic is simple to calculate and is easy to
interpret intuitively. However, it is not a very dis-

criminating quantity because it only depends on the 0.5

value of F.

(4) t Statistic

For each parameter Bi, the t statistic is defined

as

t = Bi/oi (3.2.14)

where

2
G. = {_ d Z(ﬁ) }" 1/?

i 2 ~
9B;  lpg=p

is the standard error of Bi. The hypotheses Ho: Bi=0 can

be tested at level o by comparing |t| with the (1-a/2) frac-

143
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tion of the t distribution with n-(p+1) degree of free-

dom.

3.2.3 Indicator Variables and Stepwise Regression

In the next section, it will sometimes be neces-
sary to include laboratory bias. This is mainly due to
the subjectivity of the criteria used for classifying the
results of the experiments (see Section 3.1.1). This
bias can be taken into account by introducing indicator
variables amona the explanatory variables. Let Ik

be an indicator variable such that
1 for data from lab.k
0 otherwise

These variables can be included in the logistic model

by writing
eA
E[Y]|x] = T (3.2.15a)
1+e
where
P k-1
= X 2.
A so + 21 Bjx] + kil B(p+k) Ik (3 15b)

where K is the number of laboratories or of data sources.
The effect of Iy is to shift the logistic regression curve
according to the labotayory effect. The regression stat-
istics presented preﬁiously can be used to judge the sig-

nificance of each laboratory bias.
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It is important in the regression analysis
to be able to identify the most influential parameters
among many candidate parameters. This can be done by

using a technique called stepwise regression. Two var-

iants of stepwise regression are the forward selection
and the backward elimination procedure.
Forward selection works as follows:
[ F1) Start from the best single parameter re-
gression, i.e., from the regression with the
parameter that gives the highest likelihood

ratio LFl‘

[ F2] Add the parameter that gives the best im-

provement of the likelihood ratio statistic, LR,
as long as the improvement is statistically sig-
nificant. This can be judged by comparing LR

with x2_ ;.
’

[ F3] Eliminate any parameters that no longer
make a significant contribution to the model.

This can also be decided on the basis of LR.

[ F4] Repeat steps F2 and F3 until no further

parameter is added or eliminated.

The backward elimination procedure is as follows:



[Bl] Fit the logistic model including all can-

didate parameters.

[ B2] Eliminate the least significant parameter
using LR until no parameter can be eliminated
without significantly changing LR, i.e., by com-

paring LR with xi 1°
’

[ B3] Add back parameters that significantly
improve the fit of the model.
[ B4] Repeatsteps B2 and B3 until no additional

parameters can be added or eliminated.

It is important to note that these are local (one-step)
optimization procedures and, therefore, may not converge
to the same parameter selection. Indeed, there may be
cases when the model could be significantly improved by
simultaneously adding several parameters, whereas no sig-
nificant imporvement results from adding one parameter.
Therefore, it often hapmens that the number of parameters
selected by the backward procedure is greater than that

selected by the forward procedure.

3.3 Results of Statistical Analysis

This section presents results from applying log-
istic regression to the data of Section 3.1.

The performance of conventional filter criteria
is evaluated first as a preliminary analysis in

Section 3.3.1; this is done by carying out

l4g
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the regression analysis using only the soil parameters
that appear in the conventional criteria. The best form
of such criteria is determined and uncertainty on the co-
efficients is quantified. The main aim of this pre-
liminary analysis is to illustrate the feature of logis-
tic regression model.

In Section 3.3.2 the data is analyzed to identify
anomalous subsets and to remove some of the data for
further analysis.

Analyses to improve current filter criteria based
on grain size characteristics other than DF15 and DB85
are presented in Section 3.3.3. The stepwise regression
procedure plays an important role here. Parameters
obtained are interpreted in the light of physical con-
siderations from Chapter 2. An improved filter criterion
is proposed, and uncertainty involved in it is gquanti-
fied.

3.3.1 Preliminary Analysis to Evaluate Conventional Fil-
ter Criteria

The purpose of this section is to evaluate the
degree to which variables such as DF15/DB85 and DF50/DB50,
can separate stable filters from non-stable ones.

Figures 3.5 and 3.6 show plots of DF15 vs. DB85
and DF50 vs. DB50 respectively; these are the character-

istic grain sizes used in conventional filter criteria. .
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The criteria are also shown in the figures. Although the
criteria roughly separate "stable" from "non-stable"
data, there is considerable intermixing between the two
classes of points.

Which is the best among conventional criteria?
What is the probability of misclassification? Are the
results from one laboratory significantly different from
those from other laboratories? There are the questions
we address in this section.

The stepwise regression procedure described in
Section 3.2.2 is used to select the best parameter or
set of parameters among those used in conventional cri-
teria: DF15/DB85, DF50/DB50, DF15/DB15, DF60/DF10 and
DB60/DB10. The uniformity coefficients of base soil
and filter are included because some of the criteria
account for the gradation of soils. If a uniformity
coefficient were an important explanatory variable, then
the stepwise regression procedure would select it to-
gether with filter/base soil grain size ratios. The re-
gression analyses are done with all 400 data under both:
(i) "clogging"="nonstable" (Analysis I-1), and (ii) "clog-
ging"="stable" (Analysis I~2) assumptions (see Sections
3.1.1).

Results are shown in Table 3.3 for both cases.

Since all the results of regression analyses will be pre-
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sented in the same format, it is worthwhile to explain some

notation here. "Data" indicates the data sets used in the
analysis. "Assumption" indicates whether "clogging" is
considered "stable" or "nonstable". "Candidate parameters"”
are these parameters considered in stepwise regression.
"é" is the regression coefficient calculated for each
parameter, and "t" is the t-statistics defined in Eqg.
(3.2.14). Finally, "mean" and "s.d." give the mean
value and standard deviation of the parameter for

the data set being considered. The hypothesis HO:Bi=O

is rejected at significance level a if t > t,/,» np¢
where n is the number of data points and p' is the number

of parameters introduced in the analysis plus one. 1In

the present case,tom./2 400-2 = to 005 398=2'58’ which
. i . H4
implies that Hy is rejected hencethat the parameter DF15/

DB85 is very significant.

p2 and 55 are the likelihood ratio index and the

modified likelihood index as defined by Egs. (3.2.11)
and (3.2.13). The former is useful inthe comparison
of nested models; the latter, the comparison of non-
nested models (see Section 3.2.2). From the relatively
small value of these statistics, one may conclude that the
chosen parameters are not producing sharp separation
between stable and nonstable cases. In later analysis,

2

both Po and Eg will become as large as 0.67, indicating a

significant improvement of the model. PCP denotes "Per-
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cent correctly predicted", as defined in Section 3.2.2.

In the case presently analyzed, DF15/DB85 is selected

as the best parameter; no other parameter is retained by
the stepwise regression procedure using a xz-test at

the 1% significance level. Results using DF50/DB50 are
shown in Table 3.4 for comparison (Analyses I-3 and I-4).

The models in terms of DF15/DB85 and of DF50/DB50 can

be compared using Eg or PCP. As explained in Section 3.2.

the former is a more appropriate statistics. 2All stat-

2

istics (i.e., 02 Eo and PCP) indicate that the model in

o’
terms of DF15/DB85 gives a much better fit to the data.
In Fig. 3.7, the results are plotted on the DF15-
DB85 plane together with 400 data points. Terzaghi's
criteria (DB15/DB85 < 5) lies on the conservative side
for both assumptions. Based on these regression analyses
one can calculate the probability of failure Pp assoc-
iated with Terzaghi's criterion. This probabilty is
Pp = 0.309 for Analysis I-1 and 0.257 for Analysis I-2.
Probability of failure contours can be drawn by follow-
ing the procedure shown in the figure: the contours pre-
sented in Fig. 3.7 are based on Analysis I-1.
Although DF15/DB85 seems to be a good criterion to
separate "stable" filters from "nonstable" filters, there
is considerable mixing of points between two classes.

Our final aim is to find a parameter or a set of para-

meters which can separate better these two classes of

2,
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points. Before doing so, we investigated the character-
istics of each data set; for not all the data has the
same quality; some may be biased or be affected by large

erros.

3.3.2 1Investigation of Each Data Set

Analyses are made to see whether there are data
sets with anomalous characteristics. Stepwise regres-
sion with indicator variables to account for laboratory
biases plays a major role in this analysis. DF 5/DB85
is used as a separating parameter. One should notice
that the presence of a "laboratory bias" dces not nec-
essarily imply that the data set is biased; the bias
can be induced by characteristics of the grain size dis-
tributions other than DF15/DB85 that are particular to
that data set.

As in the case without laboratory effects, two cases
are considered: "clogging" = "non-stable" (Analysis II-1)
and "clogging"="stable" (Analysis II-2). The results are
shown in Table 3.5.

Since the number of explanatory variables has in-
creased the regression statistics have improved (for ex-
ample pg has increased from 0.225 to 0.390 in the case of
Analysis II-1 and from 0.309 to 0.378 in the case of

Analysis II-2. The absolute value of the t-statistic for
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each laboratory indicator variable is an indicator of
significance of the bias: the larger this statistic, the
more significant the bias. The sign of B shows the direc-
tion of the shift of the logistic curve for that lab-
oratory; if it is negative the curve is shifted toward
larger DF15/DBS85.

Data sets. [ 40A]),. [ 49], [ 75] and. [ 82] are identi-
fied as anomalous in both analyses. Set. [ 84] is found
to be anomalous only in Analysis II-1 and set. [ 40B] only
in Analysis II-2.

The experimental set-ups of data sets. [ 75] and
[ 82] are very different from the rest of the data. They
used flocculated clay instead of base soil agaisnt fil-
ter (see Appendix A for details). It is, therefore, not
surprising that these two sets of data have been singled
out as anomalous by the anaysis.

It is also known that the critical DF15/DB85 values
separating nonstable from stable filters found in set
[ 40A] are .aconservative with respect to all other ex-
periments (see Appendix A). The reason for this is not
clear, but is possibly linked to the use of extremely uni-
form soils for both the base soil and the filter.

No obvious explanation can be found for groups

[ 49],. [ 84] and. [ 40B]. The diversity of filter per-
formance from laboratory to laboratory suggests that sep-

arating the data in terms of only the parameter DF15/DB85



153

may not be sufficient; i.e., there might be other para-
meters that can separate the data more efficiently. Iden-
tification of such parameters is the objective of the
next section.

The results of Analyses II-1 and II-2 are plotted
in Figs. 3.8(a) and 3.8(b) respectively. Looking sep-
arately at the data for each laboratory, one may conclude
that all the data sets are reasonably well separated by
DF15/DB85, except for. [ 61]1. The inclusion of many co-
hesive base soils in this group (see Table 3.1 (c)) could
provide an explanation. In order to avoid biasing the
results of the analysis, in all subsequent runs, group
[ 611 has been removed from the data base.

The sets [75] and [ 82] are also removed because they
utilize completely different experimental set-ups.

With these three groups excluded, we are left with

277 data points; this is the data base the rest of the

analyses are based on (see Table 3.1).

3.3.3 Improvement of Filter Criteria

In order to construct better filter criteria based
on grain size, the stepwise regression procedure is used
to select the most explanatory combination of grain sizes
among a large number of candidate sizes.

First, analyses based on parameters with single

grain size are performed (Analyses III-1 to 4); the aim
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here is to find the grain sizes that significantly affect
the filtering phenomenon. The backward elimination pro-
cedure is used in these analyses, to make sure that all
the significant grain sizes are retained in the final
parameter selection (see Section 3.2.2). However, it
is somewhat difficult to give physical interpretation to
the results because (i) each parameter is a single grain
size and (ii) the number of parameters selected is rather
large usually 5 or 6 parameters To overcome this dif-
ficulty, a second series of analyses is carried out. 1In
the second series (Analyses IV-1, 2, V-1, 2), the candi-
date parameters are ratios of two grain sizes (most of
the grain sizes are among those selected in the first
series). The forward selection procedure is adopted in
this case so that only the minimum necessary number of
parameter is selected using ratios facilitate the physi-
cal interpretation of the results.

A few additional analyses are performed whose pur-
pose is to e&aluate the probability of malfunctioning of
the filter. Finally, an improved filter criteria is

proposed based on the present analysis.

As mentioned earlier, the data sets [61], [ 75] and

[ 82] are not included in the data base.
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(1) Significant Grain Sizes

Tables 3.6 (a) and 3.6 (b) show results for "clogging"=
"nonstable" (Analysis III-1) and "clogging" = "stableJ
(Analysis III-2) respectively. The results are also il-
lustrated in Figs. 3.9(a) and 3.9(b). The separation of
the two data categories improved considerably compared to
the previous analyses (e.g., Figs. 3.8(a) and (b)). The
candidate grain sizes are given in Table 3.6. Logarithm
of them have been taken because usally parameters in the
criteria are expressed by ratios of grain size and they
can be written in a linear from if logarithm is taken.
Since we have increased the number of explanatory varia-
bles, the regression statistics have improved; however,
in these analyses, we are more interested in the combina-
tion of variables selected and in their relative signifi-
cance.

It is remarkable that the same grain sizes have been
selected in both cases. Even more interesting is the
fact that only one grain size, DF15 has been chosen for
the filter. 1In contrast, six grain sizes are selected
for the base soil, of which four are from the coarser
portion (> DB70) of the grain size distribution.

The fact that only DF15 is selected for the filter
suggests that this gquantity is a good measure of the filter

void sizes,or at least of the size of particles the filter
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can retain. The same fact supports the conclusion by
Vanmarcke and Honjo (1985) that DF15 is highly correlated
to the expected distance between particles (see Section
1.2.1 (3)). It also suggests that the standard require-
ment that "the grain size curve of the filter should
roughly parallel that of the base s0il" (see Section 1.1)
may not be critical for filter stability.

The other important fact that emerges from these
analyses is that the details of the coarser por-
tion of the base soil grain size distribution are important.
This is in accordance with the conclusion in Section 2.3.2,
that internal stability of the base soil is controlled
by the coarser portion of the grain size distribution.

The diameters DB95, DR90, DB85, DB70 are considered to

give information concerning this portion. On the other
hand, DB50 and DB10 may be viewed as indicators of the
spread of the base soil, which may be important in determin-
ing internal stability of the base soil.

In the previous analyses (i.e., the Analyses III-1
and III-2), actual grain sizes are used. One may argue
in physical bases that a better choice of parameters would
be in terms of relative grain sizes. For this purpose,
all grain sizes are normalized in Analyses III-3 and III-4
by diﬁiding them by DF15. DF1l5 is used as the normalizing

value, because this is the only size selected for the filter.
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Results are presented in Tables 3.6 (c) and 3.6(d).
Analyses III-1 and III-3, for "clogging"="Nonstable",

give very similar results in terms of the regression stat-

2

o (0.462 vs. 0.467) and PCP (84.1(%) vs. 85.2(%)).

istics p
Howeﬁer, there is some difference in the parameters sel-
ected: the major parameters of interest, such as DB95,
DB90, and DB85 are selected with relatively high t-
statistics (which implies relatively hich significance).
Two parameters are selected for the filter, namely DF80
and DF30, but their t-statistics are relatively small.
For Analyses III-2 and III-4, where "clogging"=
"stable" is assumed, the similarity is even greater
(p5: 0.581 vs. 0.562, PCP:86.6 (%) vs. 86.6 (%)): no
parameter has been selected from the filter, and the DB
values are the same, except for DB95 which is replaced
in Analysis III-4 by DB80. The same conclusions for

Analyses III-1 and III-2 apply for Analyses III-3 and

III-4.

(2) Significant Grain Size Ratios

Although the separation of the data in Analyses
ITII-1 to 4 (Table 3.6) is very good, it is difficult to
give a physical interpretation to the results. Our next
objective is to find combinations of grain sizes selected

by the analysis that are physically meaningful.

Again, the stepwise regression procedure is used to
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select the best set of parameters among many candidate
parameters. The forward selection procedure is used for
the reason mentioned earlier. All the candidate para-
meters are the ratios between two grain sizes of which
the larger size usually is in the numerator. Parameters
that conserve more than two grain sizes are not con-
sidered, in order to avoid difficulty in the physical
interpretation. Grain sizes are mainly among those sel-
ected in Analyses III-1 to 4 but a few other sizes are
also used. The set of 22 parameters that were finally
considered as candidate explanatory variables are listed
in Table 3.7.

Table 3.7(a) gives the results under the assumption
that “clogging” = "nonstable". Only two parameters,
namely DF15/DB85 and DB95/DB90, are selected when test-
ing is at the 1% significance level.

The very high significance of DF15/DB85 indicated by
the t-statistic (7.99) confirms that this is the main ex-
planatory varible of filter performance. A physical in-
terpretation of this parameter has been given elsewhere
(see Secticns 1.2.1(2), (3) and 2.3.1). 1In short, DF15
can be interpreted as a representative pore size of the
filter. On the other hand, DB85 is a grain size such
that, if the filter retains it, the whole base soil

stabilizes through the quick formation of a self-healing



159

filter. Therefore, the ratio DF15/DB85 is a good in-
dicator of filter performance.

As a secondary parameter, DB95/DB90 is selected. Be-
fore discussing the physical meaning of this parameter,
let us consider some more results obtained in the stat-
istical analysié. If one increases the significance level
in the forward selection, more parameters are retained as
significant. The one selected is DB95/DB85 (Table 3.7(b)).
It is surprising that two parameters are chosen from such a
narrow percentile range (i.e., between DB85 and DB95).

Another interesting result is that one can actually
obtain the second best, third best, etc. pairs of para-
meters from the result of the stepwise regression calcula-
tion. These pairs are listed in Table 3.7(c). Up to the
eighth best pair; all ratios involve grain sizes be-
tween DB70 and DB95. Although the pair (DB15/DB85, DB95/
DB90) has a slightly higher Eg value (0.388), the dif-
ference in goodness of fit with the other pairs is neglig-
ible if one fits the data to one of these eight models
and then tests the hypothesis "HO: the present model is
correct" against "le one of the other seven models is
correct", the nul hypotheses (Ho) is always accepted.

The preﬁious results strongly suggest that the

coarser portion of the grain size distribution for the
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base soil critical for filter performance. This result
corresponds to the conclusion in Section 2.3.2, that the
internal stability of the base soil is primarily controlled
by the grain size distribution around DBS85.

All 277 data point is plotted in Fig. 3.10 on the
DF15/DB85 - DB95/DB90 plane; this is the best two para-
meter combination selected by the regression analysis.

Of course, the ratio DB95/Db90 measures the gradient of
the grain size curve between the S0 and 95 percentiles.
The milder the gradient, the more tﬁe soil is susceptible
to piping. Because soil particles larger than DB85 are
considered to play a major role in the formation of self-
healing filters and because the ratio DB95/DB90 gives
information about this portion, the variable selection

by stepwise regression appears to be reasonable. How-
ever, it is somewhat hard to understand why the average
gradient between particles with only 5% difference should
control the phenomenon. Moreover, since the grain size
distribution is estimated from points determined through
seive analysis, there exists considerable uncertainty

in the measurement of this quantity. These are sufficient
reasons to exclude the use of DB95/DB90 in a practical
filter criterion in spite of the fact that this parameter
produces the best regression statistics (i.e., Eg).

The combinations presented in Table 3.7 (c) can be con-
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sidered as candidate pairs to replace the (DF15/DB85,
DB95/DB90) combination. The pair (DF15/DB85, DB95/

DB75) is chosen, based on the following considerations:

(i) All the grain sizes included in the secondary
parameter are between DB70 and DB95. The

ratio DB95/DB75 adequately covers this range.

(ii) The parameter is based on particles with a
20% difference. This reduces measurement un-

certainty.

(iii) DB95/DB75 can be interpreted as the local
average gradient of the base soil grain size
distribution around DB85. Therefore, this
quantity is considered to give the degree of
separation between base soil larger and smaller
than DB85: the more separated the two por-
tions, the larger the value of DB25/DB75;
see Fig. 3.11. Thus the physical interpreta-
tion of the parameter is as follows: DB85
is the critical grain size, and the self-
healing filter layer mainly consisting of
particles larger than DB85. If this layer
cannot retain the finer portion, then the filter
is internally unstable. This self-healing ab-
ility depends on the degree to which the two
portions are separated and DB95/DB75 is a

measure of this separation.
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The results of regression analysis using this pair
of parameters is presented in Table 3.7(d). 1In Figqg.
3.12, the data is plotted on the DF15/DB85 - DB95/DB75
plane. As one can expect from the regression statistics
(Eg, PCP), the model separates the two cases almost as
well as the model based on DB95/DB90, the latter is shown
in Fig. 3.10. Some discussion of the outlier points
will be given later.

Results from assuming "clogging"” = "stable" are shown
in Table 3.8 (Analysis IV-2). In this case, four
parameters, namely DF15/DB85, DBS5/DB75, DB90/DB70 and
DB95/DB90, are selected at the significance level of 1%.
The regression statistics are rather high compared to
Analysis IV-1l in Table 3.7(d). This is considered to be
due to laboratory biases, which will be considered later.
The grain sizes included in the parameters are between
DB70 and DB95, and the result is essentially showing a
similar trend as for "clogging" = "non-stable" (Analysis
Iv-1).

As stated previously in Section 3.1, the assumption
"clogging" = "nonstable" is more frequent and conserva-
tive than "clogging" = "stable". Therefore, we mainly
use the results obtained from the former assumption in
investigating the improved filfer cirteria.

In Fig. 3.13 through 3.22, the data from each lab-
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oratory is plotted separatelyon the DF15/DB85-DB95/DB75
plane. Using these figures, some considerations can be
made about outliers:

A total of 63 experimental results from Bertram (1940)
are plotted in Fig. 3.13. Only 2 cases failed at DF1l5/
DB85=8.8, whereas 20 cases were judged to be stable at
the same ratio. These results exhibit the highest criti-
cal values of DF15/DB85 among all the cases considered in
the present study. The use of extremely uniform soils
(UZ1.2) for both the base and the filter might be reaspon-
sible for the results.

Hurley & Newton (1940)'s results are plotted in
Fig. 3.14. This is the case in which the ratio DB95/
DB75 is the highest and the critical value of DF15/DB85
is one of the lowest among the data included inthe an-
alysis. As mentioned in Appendix A, Hurley and Newton
used the same base soil adopted in all their tests. 1In
spite of this, these base soils display some variation
(see Fig. 3.23). In the analysis, the finest grain size
distribution among these reported has been used (see
Fig. 3.23). This is a conservative choice. A
characteristic of the grain size distribution is that
its coarser portion is widely graded, whereas the finer
portion is relatively narrow graded (DB60/DB1024). Re-

garding these results, Soares (1980) points out: "It seems
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that the base materials were not well graded despite their
uniformity coefficient. The curves could be too concave
in the upper part (in the region of partiles with DB>DB60)
and this could be the reason for such low values of the
ratio DF15/DB85. Also it seems that self-filtering is
not only controlled by the 15 percent coarser particles.
A certain amount of the other particle sizes must exist to
establish the equilibrium at the interface". This state-
ment is consistent with results of the present analysis,
in particular with the use of the parameter DB95/DB75
in addition to DF15/DB85 in the prediction of filter per-
formance. Hurley & Newton's results are the main data
set in support of this conclusion.

The 13 experimental results of USCE (1941) are
shown in Fig. 3.15. The critical ratio DF15/DBS85 is
in this case rather low compared to other experiments.
Soares (1980) indicated that the small thickness of the
base soil used in the test (less than 2/1") could be
responsible for this poor performance for, if the base
soil is too thin, it cannot provide enough material to
form a self-healing layer at the base soil-filter inter-
face. Lund (1949) made the same experiments with the
soil against the screen to investiage this problem, and
concluded that at least 2 inches of base soil is necessary

to simulate natural filter conditions (see Appendix A).
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The USCF results can, therefore, be considered to be
biased.

Later results from USCE (1948) are shown in Fig. 3.
l16. Cases [ 48 20] (nonstable) and [ 48 19] (stable)
have a high DB95/DB75 ratio. These tests used the same
base soil-filter combination, and only differ on the direc-
tion of flow downward for [ 48 19] and upward for. [ 48 20].
It was noticed that, as soon as vibrations were applied
to the stable sample. [ 48 19], "immediate failure of the
base took place by subsidance and piping into the filter."
This fact indicates that the condition represented by these
experiments is a critical one. The grain size distribu-
tion of the base soil is shown in Fig. 3.23; the shape is
remarkably similar to that of. [ 40B].

In Fig. 3.17, USCE (1953) data are presented. The
test was planned to check the stability of standard con-
crete sand filter; as a result, it includes no non-stable
case and only one clogging case. This data does not seem
to have any bias.

Lund (1949)'s results are shown in Fig. 3.18. This
data is generally considered to be reliable and for this
reason has been used in several recent studies, i.e.,
Vaughan & Soares (1982) and Sherard, et al (1984a). The
experiment is well organized and Lund's paper provides

interesting physical insights (for example, the physical
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interpretation of DB85). Lund was the first author to
experiment with soil against screen (see Appendix A).

Six data points have relatively high DB95/DB75 ratio. The
associated grain size distributions for the base soil are
presented in Fig. 3.24. Based exclusively on this data,
one could not reach any positive conclusion on the

effect of DB95/DB75. An interesting feature of Lund’'s
results is that "clogging" cases are more mixed with
"nonstable" than with "stable" cases; this may suggest that
the "clogging" condition is closer to unstability than

to stability.

Figure 3.19 shows results by Leatherwood & Peterson
(1954). 1In this experiment, the evaluation of stability
was based on the change of hydraulic head loss across
the base soil-filter interface. This is a conservative
way to judge stability. The authors themselves state:
"The technique employed by the investigators reported here-
in is believed to be more sensitive (than the convention-
al visual inspection)". It is almost certain that the
cases judged by them as "clogging" would have been con-
sidered "stable" if one had used visual inspection. For
example, loss of head might have resulted in the formation
of a self-healing filter. Therefore, all the cases reported in

this experiment as "clogging" will be treated in later

analysis as "stable".
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Figure 3.20 shows results by Korpoff (1955). At a
first glance, it might appear that the results are biased.
Recently, Sherard, et al (1984a) criticized this experi-
ment claiming that the way in which Korpoff judged failure
(by Korpoff's terminology, "visual failure") does not
correspond to failure. Rather, they may correspond to
"a small movement of base fines into the filter needed to
allow base particles to enter and become trapped in the
filter voids" (in our terminology, self-healing process).
Sherard, et al, justify this observation by pointing at
the fact that, in most cases, flow increased linearly with
hydraulic head even after "visual failure". In some cases
(such as [ 55 a1-1}], [55 c-21, [ 55 ¢-3], [B5 A-5], a gradual
reduction of flow increment occurred indicating gradual
clogging of the filter by the base soil (see Fig. 3.20
(b)). Sherard, et al,also tried to duplicate the test [ 55

.C1-2], which has a widely graded base soil (see Fig. 3.23).
In two replications, for which DF15/DB85 was 5.7 and

7.6, they found the specimens to be stable. They finally
concluded: "We believe that all the Korpoff's tests should
have been considered as successful (stable), though some
were near the failure boundary".

Although Sherard, et al's analysis is rather per-

suasive, the facts should be pointed out:



(i)

(ii)
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Their use of the relationship between hydrau-
lic head and flow as a criterion for stab-

ility is inconsistent, in the sense that this
relationship is not significantly different

for stable or nonstable cases such as. [ 55

A-5] (whose DF15/DB85 = 11). The implication

is that "visual failure" could mean "nonstable",
and the hydraulic head-flow relationship is

not necessarily a good measure to distinguish

between "stable" and "nonstable" filter.

In the case of [ 55 Cl1-2] Karpoff presents a
picture of the failure state of the specimen
and sieve analysis indicated a 10% intrusion of
base soil material into the filter. The grain
size distribution for base soil is presented

in Fig. 3.23; the similarity between this curve
and that of other failure cases with low DF15/
DB85 (e.qg., [ 40 B] series and [ 48 20]) is
remarkably good in the coarser portion (upper
DB70 region). Because of these facts, it is
difficult to judge whether case. [ 55 Cl1-2] was
actually stable. One should regard this case

at least as being very close to the nonstable

boundary.



The writer agrees with the general conclusion of
Sherard, et al that the criteria used by Korpoff in
judging stability is somewhat conservative. However, it
seems impossible now to reevaluate his results.

Figure 3.21 plots results by Belyesherskii, et al
(1972). Since in this case there is no experiment close
to the border line, these results do not contribute much
in evaluating critical condition. The results are con-
sistent with other experiments.

Sherard, et al (1984a)'s results are presented in
Fig. 3.22. They are of good quality, but unfortunately
include only very uniform base soils.

In consideration of the previous laboratory biases,
the final calculations have been made under the follow-
ing conditions:

(i) As a general rule, "clogging” is assumed to be

equivalent to "nonstable". This is a common

and conservative assumption.

(ii) Data set. [ 40A] removed because, as already
mentioned, it is biased. Fortunately, there is a large
amount of other experimental results in the same range

of DB95/DB75 (i.e., DB95/DB7571.1).

169



170

(1iii) All "clogging" cases in [ 54] are considered

to be "stable", for reasons given previously.

(iv) Laboratory bias terms are included for data
sets [ 41] and [ 55] (see Section 3.2.3).
This means that the logistic curve that gives
the probability of filter failure is shifted
for these two data sets relatively to the
rest of the data. The shift is associated with
a difference in the criteria used to evaluate
filter performance or to other peculiarities
of the soils used. The significance of each
laboratory difference can be judged by using

the associated t-statistics.

The result of the analysis is shown in Table 3.9 (An-
alysis V). The regression statistics p§(=0.677), Eg (=0.660)
and PCP (=90.7%) all attain values higher than in any
previous anaysis. The t-statistics indicate high sig-
nificance of each explanatory variable.

A plot of the 0.5 failure probability line on the
DF15/DB85 - DB95/DB75 plane is shown in Fig. 3.25. As
one could expect, mixing between the two classes of points

has been considerably reduced by the introduction of the

ratio DB95/DB75 and of the bias term.
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(3) Probability of Filter Malfunctioning

The fitted logistic curve together with the distribu-
tion of the data is presented in Fig. 3.26. The logistic
curve gives the probability of filter malfunctioning for
a given specimen. For given ratios DF15/DB85 and

DB95/DB75, one first calculates

_ DF15 DBY95 _
A= 1.60 pme= + 1.39 m==2 - 14.75 (3.3.1)

and then finds the probability of filter malfunctioning

from

p. = -= (3.3.2)

For DB95/DB75 fixed to its sample average value of 1.95,
the probability of malfunctioning depends on DF15/DB85
as shown by line A in Fig. 3.27. According to the fitted
model, the probability of malfunctioning of the filter
for Terzaghi's 1iﬁit ti.e., DF15/DB85=5) is about
23.

In practice, one must often calculate the probability
of filter malfunctioning under rather safe conditions
(in the tail portion of the distribution). This probability
is obviously sensitive to the form of the regression model
used. A reasonable alternative to the present model
might be a linear logistic regression in terms of log

(DF15/DB85) instead of DF15/DB85.
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Results of logistic regression analysis using log
(DF15/DB85) and DB95/DB90 as explanatory variables are
presented in Table 3.10 (Analysis VI). The regression
statistics are very similar to those obtained in Analysis
V (Table 3.9): p2, 0.660 vs. 0.667; 5., 0.660 vs. 0.644;
pcp, 90.7(%) vs. 91.1(%). Line B in Fig. 3.27 corresponds
to the present analysis. For DF15/DB85 larger than 4;
the two lines are very close. However, significant dif-
ferences exist for DF15/DB85 < 3.

Since Pe is a function of both DF15/DB85 and DB95/
DB75, one can draw equal probability contours on the DF15/
DB85 - DB95/DB75 plane. Contour lines are shown in Fig.
3.28 for both Model A (solid lines) and Model B (dotted
linesO. The two models exhibit very similar behavior for

Pf > 10_2. However, below this value, they behave very

differently. Of course, results for probabilities P,

less than 10—2 are considerably uncertain because of the

limitation of the data.

(4) Improve Filter Criterion

Conventional filter criteria are considered to be
developed for uniform base soils (i.e., low DB95/DB75);
this can be understood from the fact that most of the data
points are concentrated in the lower DB95/DB75 range (see

Fig. 3.25). An improved filter criterion is proposed which
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can account for the effect of higher DB95/DB75 values.
The criterion is derived based on the condition that
safety provided by the'improved criteria for all ranges
of DBY95/DB75 should be the same as that provided by the
conventional filter criteria for uniform base soils.

An improved design criterion which satisfies the
condition stated above can be obtained by using Fig.
3.28. Since the conventional criterion, DF15/DB85 < 5
(see Section 1.1), is established based on the experi-
ments done in smaller DB95/DB75, one may find the cor-
responding probability of filter malfunctioning is
about 1072 by looking at Fig. 3.28. 1It, therefore, makes
sense to propose our criterion based on this line be-
cause the contour has the same safetv margin agaisnt
failure for all ranges of DB95/DB75. Unfortunately,
there are some discrepancies between 10"2 contour ob-
tained by (DF15/DB85, DB95/DB75) model and log (DF15/
DB85, DB95/DB75) model in larger DB95/DB75 ranges. There-
fore, a border region is proposed as an improved de-

sign criteria instead of a line as shown in Fig. 3.29;

Average : DF15 _ _ DBY5
veras ppes ~ °-% ~ 0-8 3§75 (3.3.3)
Most DF15 A DBI5
Conservative: pggs - 2-7° = 0-75 §g75 (3.3.4)
Most L

. . DF15 _ . DBY5
Conservative: T 5.5 0.50 BETE (3.3.5)
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The larger discrepancy of 10-2 contour predicted
by the two models is higher DB95/DB75 range is. caused
by the scarceness of the experimental data in this region.
To establish more accurate criterion in this region, ex-

perimental work is necessary.

3.4 Summary and Conclusions

Following considerations in Chapter II based on
physical arguments, a statistical analysis of laboratory
data on filter performance has been carried out in this

chapter. The purposes of the analysis are:

(i) to evaluate the performance of conventional
filter design criteria;

(ii) to derive improved design criteria.

The data base consists of 400 data from 13 sources
(Table 3.1). These include experiments done in the 40's
and 50's to establish what is now known as "the conven-
tional filter criteria" as well as recent experiments
to investigate the mechanism of filtering. The re-
sults of the experiments can be classified as "stable",
"nonstable", and "clogging" (Table 3.1(a)). Only grain
sizes of the base soil and the filter are used as ex-
planatory variables in the statistical analysis because
(i) they are the parameters used in the conventional
filter criteria, and (ii) these are the only parameters

that are reliably available for all 400 cases. About
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half of the data corresponds to very uniform base soil
(DB6N/DB10 < 2) protected by very uniform filter (DF60/
DF10 < 2). The remainder of the data is rather uni-
formly distributed over a range of uniformity coeffic-
ients (Table 3.1(b)). 1In nearly all cases used in the
statistical analysis, the base soil has DB10 > 0.074 mm
(Table 3.1(c)); therefore, the conclusions drawn from
this analysis are applicable only to cohesionless base
soil.

Logistic regression models have been fitted to the
data by the method of maximum likelihood. Each such
model gives the probability of filter malfunctioning on a
function of a chosen set of explanatory variables.

Several statistics are used to evaluate the re-
sults of the analysis. The likelihood ratio index (oz),
the modified likelihood ratio index (p-) and the percent
correctly predicted (PCP). Theoretical use of pg is appro-
priate for the comparison of nested models, whereas Eg for
the comparison of non-nested models. PCP can be used
in both cases, but it is not a very sensitive statistic.
The highest values of these statistics over the models

considered in the course of this study are pg = 0.677,

2 = 0.660 and PCP = 91.1(3).

E=—d

Laboratory biases have been introduced into the an-

alysis by using indicator variables. A stepwise version
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of logistic regression has been used to choose the best
model among a given set of nested models.

First, the conventional filter criteria have been
evaluated by using stepwise regression. It has been
found that DF15/DB85 is the most discriminating parameter
among those employed in conventional filter criteria.
Stepwise regression has been applied also to investigate
the characteristics of each data set. The imporant find-
ing concerning this analysis is that data sets. [61],

[ 75] and. [ 82] behave very differently from other data
sets. The fact that the experimental set-up for, [ 75] and
[ 82] is completely different from the other data sets

is an apparent course for this behavior. Data set. [61]
is rather unreliable, due to the inclusion of many co-
hesive base soil cases. In order not to bias the re-
sults, data sets. [61],. [ 75] and. [ 82] have been re-
moved from the data base (see Table 3.1). The sample

size has thus been reduced to 277.

An analysis has been made to improve the available
filter criteria. Stepwise regression analysis, with
many grain sizes of the base soil and the filter as can-
didate explanatory Qariables, produced two very important
results (Analyses IV-1 & 2 in Table 3.6(a) and (b)).

(i) oOnly DF15 is significant for the filter.

This means that DF15 represents the void

characteristics of the filter.
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(ii) DB95, DB90, DB85, DB70, DB50 and DB10 are
selected for the base soil. The implication
is that for filtering, what counts is’ the
coarser portion of the base soil (larger

than DB70).

These results agree with physical considerations in the
previous chapters. The first result corresponds to the
fact that the void size is highly correlated with small
grain sizes, such as DF10 or DF15. The second result re-
flects the fact that the coarser particles of base soil
play a major role in the self-healing filter formation.
The effectiveness of the self-healing filter, which is
important for the internal stability of the base soil,

is also controlled by this portion of the bare soil. From
both statistical and physical considerations, it has
been concluded that (DF15/DB85, DB95/DB75) is the best
parameter combination to explain the phenomenon. The
physical interpretation of these two parameters is as
follows:

(i) DF15 represents the pore size of the filter,
where DB85 is a grain size such that if DB85
is retained by the filter, the whole base be-
comes stable after the quick formation of a
self-healing filter. Therefore, the ratio
DF15/DB85 must be a good indicator of filter

performance. .
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(ii) The ratio DB95/DB75 is the local average
gradient of the grain size distribution,
centered at DB85. Since the self-healing
filter mainly consists of particles larger
than DB85, the ratio DB95/DB75 is a measure
of the separation (or gap) between the por-
tions coarser and finer than DB85. The

ratio is termed a self-healing index.

The data set from each laboratory has been plotted
separately on the DF15/DB85 - DB95/DB75 plane in order
to detect anomalous groups and outlier results. As
a result of this analysis,data sets [ 40A], [ 41]] and

[ 55] have been found to possibly contain bias. The re-
sults from three different laboratories include non-
stable filter cases with high DB95/DB75 ratio; the base-
soil grain size distributions of these cases are very
similar (see Fig. 3.23), implying that the result can-
not be contributed to anv laboratory bias, but is due to
the nature of the base soil grain size distributions have
been made.

Based on the above considerations, final anayses
have been made with DF15/DB85, DB95/DB75, and the biases
of. [ 41] and. [ 55] as explanatory variables. . [ 40A] has
been remo?ed from the data base to avoid bias. The proba-

bility of filter malfunctioning can be calculated based
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on this result:

P, = e’
£ 1+eA
where
_ DF15 DB95 _
A =1.60 DEBS + 1.39 SVE 14.75.

This result is also illustrated in Figs. 3.27 and
3.28. The border line (i.e., Pf = 0.5) between stable

and nonstable filters can be obtained by setting A=0.0:

DB95
DB75°

DF15

D—B—8—5- = 9,22 - 0.87

The line is shown in Fig. 3.25.

An improved design criterion has been proposed
which can account for the effect of DB95/DB75. It is
proposed based on the condition that the proposed cri-
terion should have the equal margin of safety against
failure to that conventional Terzaghi's criterion
(DF15/DB85 < 5) has. A band is proposed on the DF15/
DB85 - DB95/DB75 plane of which the average is given

by

DF15 _ DB95
DEE2 = 5.60 - 0.6 DB22 .

The band is presented in Fig. 3.29. The wider spread
of the band in the larger DB95/DB75 range is due to un-

certainty caused by the scarceness of the experimental
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data in this region; more experimental results are
needed for the accurate prediction.

The findings in this chapter can be summarized as
follows. DF15/DB85, the parameter, the conventional Ter-
zaghi's criteria is based on the fundamental parameter that sep-
arates stable from nonstable filters. However, a second parameter DB95/
DB75 is found to be significant. The second parameter gibes information
on the self-healing and the internal stability properties of
the base soil. The implication is that the conventional
filter criteria (DF15/DB85 < 5) is conservative for
base soils with low DB95/DB75, but is unconservative for
soils with high DB95/DB75, i.e., for soils with widely
graded coarser portions. The improved filter criterion
in Fig. 3.29 is based on the condition that safety should
be the same as that provided by the conventional fil-
ter criteria in the case of uniform base soil.

Finally, one should emphasize the usefulness of
a formal statistical analysis in this type of complex
problems; the secondary parameter DB95/DB75 could not

have been found easily without it.
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Table 3.3 Prellimimary Analysls {Analyses I-1 & I-2)

Analysis I-1
Data: All data, N=400 (Stable 224, Nonstable 176)

7 ssumption: Clogging=Nonstable

Parameter candidates: DF15/DB85, DFS0/DB50, DF15/DB1S,
DF60/DF10, DB60/DB10

Ctopping criterion: Chi-square 1% significace level,
Backward procedur

N\
Parameters ﬁ; t mean variance
I '15/DB85S 0.283 8.90 6.88 4.95
C\JNST- -2-22 -9-03
2 —2
P, = 0.225, P,=0.222, PCP = 72.5 (%)

Analysis I-2

Data: All data, N=400 (Stable 291, Nonstable 109)
Assumption: Clogging=Stable

I:rameter candidates: DF15/DB85, DFS0/DB50, DF15/DB15,
DF60/DF10, DB60/DB10

Ctepplng criterion: Chi-square 1% significace level,
Backward procedur

r.n—z: - /\\
Parameters ﬁ? t mean varlance
DF15/DB8S 0.234 7.81 6.88 4.95
CONST. -2.82 -10.11

-_—2

Q= 0.313, P,=0.309, PCP = 79.0 (%)
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Table 3.4 Regression on DF50/DB50 (Analysis I-3 & I-4)

Analysls I-3

Data: All data, N=400 (Stable 224, Nonstable 176)
/.ssumption: Clogging=Nonstable

No stepwise regression

P
Parameters f? t mean varlance
DF50,/DBS0 0.0317  4.07
CONST. -0.860 0.176
2 -2
P, = 0.051, P, = 0.047, PCP = 57.8 (%)

Analysis I-4

Data: All data, N=400 (Stable 291, Nonstable 109)
Assumption: Clogging=Stable

No stepwise regression analysis

5 3
Parameters ﬁ? t mean variance :
DF50/DBS0 0.0279 3.92
CONST. -1.56 -8.38

— 2
P,= 0.191, p,=0.181, PCP = 71.8 (%)
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Table 3.5(a) Analysis on laboratory difference (Anaysis II-1)

Analysis II-1

Data: All data, N=400 (Stable 224, Nonstable 176)

Assumption: Clogging=Nonstable

Parameter candidates: DF15/DB85, [40A)., [40B], [49]. [54].
[55]. [61]., [72]. ([75])., [82]. [84]

Stopping criterlion: Chl-square 1% significace level,
Backward procedur

Parameters z§\ t mean varlance
DF15/DB85 0.760 9.07 6.88 4.95
[40A] -5.21 -6.85

[49] -2.15 -4.31

[75] 3.74 4.11

[82] -6.63 -5.82

[84] -2.58 -4.02

CONST. -3.86 -9.71

—_—2

A=0.390, [0 =0.378, PCP = 82.5 (%)
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Table 3.5(b) Analysis on laboratory difference (Anaysls II-2)

Analysis II-2

Data: All data, N=400 (Stable 291, Nonstable 109)

Assumption: Clogging=Stable

Parameter candidates: DF15/DB85, [40A], [40B], [49]. [54].
[55]. [61])., [72]). [75]. [82]. [84]

Stopping criterion: Chi-square 1% significace level,
Backward procedur

Parameters Z? t mean varliance
DF15/DB85 0.425 8.20 6.88 4.95
[40A] -1.54 -3.24

[40B] 1.73 3.38

[49] -1.30 -3.06

[75] 3.77 4.17

[82] -3.17 -3.42

CONST. -3.84 -10.03

2
L= 0.391, P, = 0.378, PCP = 83.8 (%)
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Table 3.6(a) Analysis of significant grain sizes (Analysis III-1)

Analysis III-1

Data: All data except [61], [75] and [82]
N=277 (Stable 157, Nonstable 120)

Assumption: Clogging=Nonstable

Parameter candidates: log DB(10,15, 30,50,60,70,80,85,90,95),
log DF( 5,10,15, 20, 30,50, 70)

Stopping criterion: Chi-square 1% significace level,
Backward procedur

N\
Parameters [9 t mean varlance
log DF15 5.81 7.29 0.838 0.065
log DB10O -8.21 -3.70 -1.95 1.02
log DBSO 33.0 3.77 -1.39 0.947
log DB70 -33.6 -3.84 -1.13 1.07
log DB85 26.8 3.44 -0.893 1.24
log DB90 -41.6 -3.21 -0.770 1.32
log DB95 19.1 2.83 -0.631 1.41
CINST. -10.9 -6.73

=2
P’=0.462, P ’=0.441, PCP = 84.1 (%)
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v

Table 3.6(b) Analysls of significant graln sizes (Analysis III-2)

Analysis III-2

Data: All data except [61], [75] and [82]

N=277 (Stable 197, Nonstable 80)

Assumption: Clogging=Stable

Parameter candidates: log DB(10,15, 30,50,60,70,80,85,90,95),

log DF( 5,10,15,20,30,50,70)

Stopping criterlon: Chl-square 1Y% significace level,
Backward procedur

-
Parameters é; t mean variance
log DF15 7.63 7.11 0.838 0.065
log DBiO -8.67 -3.56 -1.95 1.02
log DBSO 38.1 3.87 -1.39 0.947
log DB70 -46.9 -4.55 -1.13 1.07
log DB85 42.0 4.07 -0.893 1.24
log DB90 -54.5 -3.41 -0.770 1.32
log DB95 . 23.2 2.86 -0.631 1.41
CINST. -17.2 -7.15

P’= 0.s81, P =0.560, PCP = 86.6 (%)
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Table 3.6(c) Analysis of significant graln sizes (Analysis III-3)

Analysis III-3

Data: All data except [61], [75] and [82]
N=277 (Stable 157, Nonstable 120)

Assumption: Clogging=Nonstable

Parameter candidates: DF30/DF15, DF50/DF15, DF60/DF15,
DF80/DF15, DB10/DF15, DB30/DF15,
DB50/DF15, DB60/DF15, DB70/DF15,
DB80/DF15, DB85/DF15, DB90/DF15,
DBS5/DF1S5, DB99/DF15

Stopping criterion: Chi-square 1% significace level,
Backward procedur

N
Parameters é? t mean varlance
DB95/DF15 163.3 5.06 0.476 1.33
DB90/DF15 -360.9 -5.13 0.378 0.739
DB85/DF15 148.2 4.12 0.314 0.453
DB60/DF15 -678.5 -4.11 0.176 0.0603
DBSO/DF15  1190.7 4.25 0.147 0.027
DB30/DF15 -522.3 -4.34 0.112 0.0117
DE80/DF15 -1.52 -3.46 3.60 29.9
DF30/DF15 9.80 3.25 1.32 0.272
CONST. -3.00 -1.20

—_—2

2
P = 0.467, 0.443, PCP = 85.2 (%)

[~
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Table 3.6(d) Analysis of significant grain sizes (Analysis III-4)

Analysis I1I-4

Data: All data except [61],

[75] and [82]

N=277 (Stable 197, Nonstable 80)

Assumption: Clogging=Stable
Parameter candidates: DF30/DF15, DFS0/DF15, DF60/DF15,

DF80/DF15, DB10/DF15,
DB50/DF15, DB60/DF15,
DB80/DF15, DB85/DF15,
DB95/DF15, DB99/DF15

DB30/DF15,
DB70/DF15,
DB90/DF15,

Stopping criterion: Chi-square 1% significace level,
Backward procedur

AN
Parameters é; t mean variance
DB90/DF15 -171.9 -4.46 0.378 0.739
DB85/DF15 620.3 4.62 0.314 0.453
DB80/DF15 -623.9 -4.59 0.272 0.295
DBS0/DF15 249.6 3.42 0.147 0.027
DB10/DF15 -161.9 4.08 0.086 0.0072
CONST. 6.50 6.59
2 —
R = 0.562, P, = 0.547, PCP = 86.6 (%)
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Table 3.7 Analysls of significant grain size ratlos (Analysis IV-1)

Analysis IV-1.

Data: All data except [61], [75] and [82]
N=277 (Stable 157, Nonstable 120)

Assumption: Clogging=Nonstable

Parameter candidates:
DF15/DB85, DBSS/DB90, DB95/DB85, DB95/DBSO
DB95/DB75, DB90/DBS80, DBS0/DB70, DB90/DBS0
DB85/DB75, DB85/DB70, DB85/DB60, DB85/DBS50
DB85/DB10, DB80/DB50, DB80/DB10, DBS50/DB30
DBS50/DB10, DB70/DBS50, DB70/DB10, DF80/DF15
DF30/DF15, DF15/DBS0, DF15/DB9S5, DF15/DB75

Stopping criterion: Chi-square 1) significace level,
Forward procedur

(a) The best combination selected by the procedure

N
Parameters K; t mean variance
DF15/DB85 0.572 7.99 7.48 21.5
DB95/DB90 3.56 3.88 1.17 0.040
CONST. -8.84 -5.90

R°= 0.39, P, =0.388,  PCP

83.8 (%)

(b) The best combination by three parameters

Parameters ﬁ; t mean variance
DF15/DB85 0.628 7.85 7.48 21.53
DB95/DB90 17.53 3.05 1.17 0.040
DB95/DB85 -6.00 -2.49 1.37 0.201
CONST. -17.42 -4.46

—2
P*= 0.412, P.’= 0.401, PCP = 84.5 (%)



(C) Some of other best combinations by two parameters
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Parameters LR PCP
1 DF15/DB85, DB95/DB90 -116.04  0.388  83.75
2 DF15/DB85, DB85/DB75 -117.03  0.383  83.03
3 DF15/DB85, DB95/DB80  -117.24  0.382  83.39
4 DF15/DB85, DB95/DB75 -117.28  0.381  84.12
5 DF15/DB85, DB85/DB70 -117.42  0.381  82.67
6 DF15/DB8S5, DB95/DB85 -117.64  0.380  83.03
7 DF15/DB85, DB90/DBS0  -117.78  0.379  83.03
8 DF15/DB85, DB90/DB70  -117.80  0.379  83.03

(d) DF15/DB85, DB95/DB75 Model
A
Parameter 8 t mean varliance
DF15/DB85 0.543 8.06 7.48 21.53
DB95/DB75 0.563 3.66 1.75 1.16
CONST. -5.44 -7.36
2 ——
R°= 0.389, P, = 0.381, PCP = 84.1 (%)
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Table 3.8 Analysls of significant grain size ratios (Analysis IV-2)

Analysis IV-1

Data: All data except [61], [75] and [82]
N=277 (Stable 197, Nonstable 80)

Assumption: Clogging=Stable

Parameter candlidates:
DF15/DB85, DB95/DB90, DB95/DB85, DBS5/DB80
DB95/DB75, DB90,/DB80, DBS0O/DB70, DBS0/DBSO
DB85/DB75, DB85/DB70, DB85/DB60, DB85/DBS0
DB85/DB10, DB80/DB50, DB80/DB10, DBS0O/DB30
DBS50/DB10, DB70/DB50, DB70/DB10, DF80/DF15
DF30/DF15, DF15/DBS0, DF15/DB95, DF15/DB75

Stopping criterion: Chi-square 1) significace level,
Forward procedur

Parameters 2§> t mean varlance
DF15/DB85 0.736 7.67 7.48 21.5
DB85/DB75 35.4 4.34 1.20 0.072
DBS0/DB70 -13.68 -4.27 1.54 0.541
DB95/DB90 10.65 3.39 1.17 0.040
CONST. -41.04 -5.60
P*= 0.539, P.= 0.526,  PCP = 85.6 (%)
Analysis IV-2'
N\
Parameters ﬁ? t mean variance
DF15/DB85 0.566 7.63 7.48 21.53
DB95/DB75 0.933 5.20 1.75 1.16
CONST. -7.44 -7.80

2 . =2
R~ = 0.470, P, = 0.463, PCP = 82.7 (%)
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Table 3.9 Final Analysis: DF15/DB85-DB95/DB75 (Analysis V)

Analysis V

Data: All data except [40A], [61], [75] and [82]
N=214 (Stable 131, Nonstable 83)

Assumption: Clogging=Nonstable. For [54], "clogging" is
corrected to "stable" (4 cases).

No stepwise regression

N
Parameters ﬁ? t mean variance
DF15/DB85 1.60 6.09 6.12 16.55
DB95/DB75 1.39 4.55‘ 1.95 1.32
[41] 3.63 3.46
[55] 4.54 3.51
CONST. -14.75 -5.91

2 —_2
R°= 0.677, P = 0.660, PCP = 90.7 (%)
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Table 3.10 Final Analysis: log(DF15/DB85)-DB95/DB75 (Analysis VI)

Analysis VI

Data: All data except [40A], [61]., [75] and [82]
N=214 (Stable 131, Nonstable 83)

Assumption: Clogging=Nonstable. For [54], "clogging” is
corrected to "stable" (4 cases).

No stepwise regression

~
Parameters f? t mean variance
LOG (DF15/DB85) 23.15 6.01 0.663 0.145
DB95/DB75 1.37 4.45 1.95 1.32
[41] 3.37 3.20
[55] 4.90 3.45
CONST. -22.68 -5.89

2 —2
R“= 0.660, P, = 0.644, PCP = 91.1 (%)
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CHEAPTER IV. PROBABILITY OF FILTER SYSTEM MALFUNCTIONING:
GENERALIZED WEAKEST LINK MODEL

In the previous two chapters, we have studied the
physical behavior of soil particles in the filtering
process, and analyzed laboratory data by the logistic
regression model. An improved filter criterion has
also been obtained. However, the scale of the phenomenon
we have considered so far is limited to that of a speci-
men. In this chapter, a model is proposed to evaluate
the probability of malfunctioning of filters for a whole
earth structure.

A fundamental feature of the dam filter problem is
that the structure is considered to have failed if mal-
functioning of the filter occurs at any point. This is
one example of problems De Mello (1977) referred to in
his Rankine Lecture as "controlled by the statistics of
extreme value conditions", i.e., it is the extreme value,
not the average value, of some parameter that controls
the performance of the filter.

In order to account for this feature, a "generalized
weakest link model" is developed. The qualifier "gen-
eralized" is added because the model is continuous in
space and is not simply a series of discrete elements.

The model is potentially applicable to the systems
whose behaﬁior is determined by the extreme value of func-

tions of one or two variables (e.g. 1-D and 2-D continous
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space).

4.1 Introduction

Consider first a one-dimensional problem, e.g. a
string in tension (Fig. 4.1). Let X({s) denote the state
of the string at location s, such that X(s) = 1 if the

load at s exceedsthe resistance at the same location and

X{s) =0 otherwise, then for a strength of length S:
b = Prob{x(s) = 1 for at least one s in
[0,S]}.

Because of the geometry of dam filter system, we
are interested in two dimensional extensions of this
model. For this purpose, a binary random process is
defined on a two dimensional lattice. Special attention
is given to autoregressive models on the plane, for which
explicit expression for QF can be found. Taking the limit
on the spacing between the lattice points tends to zero,

a continuous model is derived.

A review of binary random processes on lattice is
given first in Section 4.2. This review is useful for ex-
plaining the necessity of approximations introduced in
the final model. A generalized weakest link on the plane
is derived in Sectin 4.3. An analysis of the model and

numerical simulations are given in Section 4.4.



229

4.2 Review of Lattice Models

A general review of autoregressive random fiels
on one dimensional (1-D) and two dimensional (2-D) lat-
tices is given in Section 4.2.1. Since models have been
developed extensively for the case when the random se-
guence Xij (i=1, ..., ny j=1, ..., n2) is continu-
ous (especially for the case when the variables xij are
Gaussian), discussion is limited to this continuous var-
iables case first.

In the second portion of this section (4.2.2),
Besag's (1974) general characterization of conditional
lattice models is introduced. Binary process on a lat-
tice are included as a special class of models. 1Ising
model, which is binary variable model on square lattice
and is very popular in physics, is explained next \Sec-
tion 4.2.3).

In the case of dam filters, one needs to obtain
parameters of the binary 2-D lattice model from the
marginal failure probability at each lattice point.

The problem is similar to obtaining likelihood function
in parameters estimation problem. In Section 4.2.4,
two methods to estimate model parameters are introduced.
One is the "coding method" of Besag (1974), and the
other is the "one sided approximation method" by

Bartlett & Besag (1969) and Bartlett (1971).
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4.2.1 Simultaneous and Conditional Autoregressive Models
in 1-D and 2-D: Continuous Case

Before considering 2-D models, it is convenient
to review the 1-D case first. This is because in 2-D,
the situation becomes complicated not only due to the
increase of dimensions but also due to the fact that
variables are symmetrically correlated in all directions.
A simple autoregressive time series can be de-

fined either by

X; = BX, ; +* v, (4.2.1)
or

E[x,[x;_;1 = Bx,_; (4.2.2)

where Yy is an i.i.d random variable whose expectation is

zero,

B is the autoregressive coefficient.

However, the identity of these two expressions is lost
when one assumes X, is correlated symmetrically to both

and x. Egs. (4.2.1) and (4.2.2) correspond to

*i-1 i1’
two different ways to define autoregressive models on dis-
crete points in 1-D space; they are called the simultaneous
autoregressive (SAR) and conditional autoregressive (CAR)
models. Later, one finds that the former definition is an

alternative expression of the second order Markov series

(Yule process), whereas the latter can be derived from the
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first order Markov series.

The simultaneous autoregressive (SAR) model has

originated from early work by Whittle (1954). 1Its 1-D
form is

X; = Blx;_ 1+ x.4) + vy, (4.2.3)
where

X is a random varialbe at site i

Yy is an i.i.d. random variable at site i,
whose expectation is zero.

B is the auto-regressive coefficient.

It is immediately apparent that Eq. (4.2.3) is a special
form of second order Markov series (Yule Process). The
procedure to obtain mean power spectral functions based
on the representation theorem is applied (Lumley &
Panofsky. [ 1964]): For X, and yr,tjere exists another

random process Zx(w) and Zy(w), and they can express X

and Xy as

(4.2.4)

_ irw
y,= ¥ e dzy(w)

rs-—ow
where dzx(w) and dzy(w) are increments of the processes.

Both processes Zx(w) and Zy(w) have orthogonal increments,

i.e.,
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=0 if w, # w

dzx(wl) dz§(w2)

=0 if w, # w..
dzy(wl) dz§(w2) 1 2

By substituting Eq. (4.2.4) to Eg. (4.2.3), one obtains

4o, +oo o
y  elfv dz, = B{Z etr-lw 3, 4 ; eifxl)uw
Y==00 r=-® X Ir=-o
te irw
dz }+ I e dz
X Y==-c y

Because of the orthogonal property of the increments,

az_ = p(e *“

iw
. + e ) dzX + dzy

2Bcosw dZx + dZy

Therefore,
daz
Y

(1 - 2Bcosw)

dzy =

The mean power spectral density function of the se-

uence X S W is
d ! xx( ),

S, (0) = dz_(w) dz;(w)

a 1 5 (4.2.5)
(1-2Bcosw)

Notice that Syy(d) is constant.



233

The other possibility is to use a conditional auto-

regressive model (CAR), as suggested by Bartlett (1955).

The 1-D form is giQen by

E [xilxi_l, Xipq) = vilxy_ X, 1] (4.2.6)

It is possible to show that Eg. (4.2.6) can be derived
from a first order Markov series as follows: A lst

order Markov series has the form
X, = PRy, + v, (4.2.7)

where y, is an i.i.d. random variable whose expectation
is zero. If one multiplies by p both sides of Eqg.

(4.2.7) written for i + 1, one obtains

)
PXjp1 = 0 X3 F Yy (4.2.8)

Subtracting Eq. (4.2.8) from Eg. (4.2.7) gives

2 — > -—
(1+ p%)xy = plxy_ g + x5,9) + (yy = pYy,)
o 1
X, = (x, . + %, ,) + —=(y.-oy., ;)
i l+p2 i-1 i+1 1+p2 i i+l
(4.2.9)
Since E[ Yl] = E [ Yl+l] =0
] _ _b
E [xi'xi-l’ xi+l] = 5 (xi_l + Xi+l) (4.2.10)
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Therefore, Eg. (4.2.6) is derived from the first order
Markov series in Eg. (4.2.7) with v/ p(1 + pz). The

fact that 1-D CAR model can be derived from the first
order Markov process gives one reason for using the

one sided model +0 approximate 2-D CAR model (see Sec-
tion 4.4.4). By comparing Eg. (4.2.9) to Eg. (4.2.3),
one can see CAR model no longer has the i.i.d. error term
which SAR model has. One the other hand, CAR model has
simpler correlation structure (i.e., the first order Mark-
ov series) than SAR model has (the second order Markov
series). The mean power spectral density function

can be obtained from Eg. (4.2.9) by following the same

procedure as before:

2 _ iw, _-iw _ o iw
(1-o )de = ple +e )dzx+(l pe )dZV

{(1+p2) -2p{cosw} dZX = (l—pelw)dzy

Therefore,

iw
1-pe az

dz =
X (l+p2)—2pcosw Y

Finally,

— A7 Ao ¥
Sxx(w) = de de

(1-p_cosw)2+(psinw)2
{ (1+ p2) -2pcosw}?
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1

=

(l+02)-2pcosw

1
1 - 2ycosw (4.2.11)

o

Comparison of Egs. (4.2.5) and (4.2.11) shows that CAR
models have a different mean power spectral density
function (therefore, a different correlation structure)
than SAR models, even in the 1-D case.

The simplest 2-D SAR model is defined as

FXii1,50 F B (g1t ®y ge1) Yy
(4.2.12)

The mean power spectral density function of this process

Xi5 = B1®io1,4

can be obtained through the same procedure as for the 1-D

case. By this procedure, the function is proportional to

2

L - 2(B; cos wy + B, cos wz)]‘ (4.2.13)

One difficulty with this model is that, even if
yij and hence Xij are Gaussian, the estimation of Bl and
62 from data is not a simple least squares problem, due
to the complicated Jacobian when transforming from the
independent yij to the observed xij (Bartlett [1975]).
Thittle (1954) obtained an asymptotic expression for this

Jacobian, which he applied to obtain the likelihood

function of Bl and 62.



In its general form the 2-D CAR model, can be

given as

236

Prob.(xij]rest)=Prob.(x.jlxi_l’j, Xi401,9" *i,9-1" %i,5+1

1

(4.2.14)

This model is sometimes referred to as a Markov Field.

Some of the difficulties the model exhibits are:

(i) It has been proved by Besag (1972) that the
only case in which the conditional variable xij can be a
linear combination of the neighboring values is when the

xij's are normal variables. That :s, a relationship

of the type

]

BlXi4]%39-17 ¥ige1r ¥i-15, *irl1j
(4.2.15)
)

-—

= vy (xyyop *

Xise1) ¥ Yo X157 iy
holds only if the Xij's are Gaussian. This model is us-

ually called auto-normal scheme.

(ii) There is no general way to evaluate the joint
p.d.f. on the lattice; thus, the likelihood function
usually cannot be obtained.

By using a class of linear conditional spatial-
temporal models, Bartlett (1975) showed that the spec-

tral density function of CAR models is proportional to
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-1
[1 - 261 cos w; - 282'cos w2]

which is similar to Eg. (4.2.11) in the 1-D case.

As previously mentioned, many difficulties a-
rise in the extension of autoregressive lattice models
from the line to the plane (1-D to 2-D). A more gen-
eral formulation of conditional lattice model proposed by
Besag (1974) is presented next; the formulation is valid
for both continuous and binary lattice process xij'

4.2.2 General Specification of Conditional Lattice
Models

Besag (1974) developed a convenient and rather gen-
eral procedure to formulate conditional lattice models.
The procedure is the same for continuous as for binary

(more in general, discrete) variables. The procedure Be-

sag proposed based on the Hammersley-Clifford theorem,
which gives a rather general expansion of any probability
function that satisfies a certain loose condition (i.e.,
the positive condition). By using this expansion,
one can produce groups of different conditional lattice
models. Besag's procedure is briefly summarized here.
Let i denote a point of the lattice which con-
sists of n sites. Site j (j # i) is said to be a

neighbor of site i if and only if P(xilxl,xz,...,

xi-l' Xi+1' .o xn) depends on the variable xj. Second,
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any set of sites which either consists of a single site

or else in which every site is a neighbor of every other
site in the set is called <clique. The cligque plays

a crucial role in the Hammersley-Clifford theorem. Fin-

ally, the positive condition is defined: if P(xi) > 0

for each i, then P(xl, oo xn) > 0. Under the positive
condition, it is easy to see from the definition of con-

ditional probability that

P (x) n P(x le, cee X _10Yiiqo ..yn)
T
PY) 4oy POYGI¥ps «oe Xy 90 Yypq0 -or )
(4.2.16)
where X = (xl, ceey ees X_)
_X'—:(ylr e o0y yn)-

Let us assume X <. Furthermore, without loosing gen-
erality, assume P(xi = 0) > 0. Vectors x and X and

a function Q(x) are defined as follows:

X = (xl, Xoy eovy xn)

Ei = (xl, .o xi-l' 0, Xi+l’ .o xn)
and

Q(x) = &n P(x) - 2nP(0) (4.2.17)
where 0= (0, ... 0).

The Hammersley-Clifford theorem says that under the as-

sumptions made above, Q(x) can be written in a general ex-
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pansion form:

QIx) I xX.G.(x.)+ I I x.%X. G. .(x.,x.)+ ...
T 1<i<n 'Y Y 1<i<i<n i3

e +xlx x n(xl,xz, . e xn)

2 e Xp Gl,Z""

(4.2.18)

where

xiGi(xi) = RnP(0,0,...O,xi,O...O) - ¢nP(0,...0)

X Gi.(x.,x.) = ZnP(O,...O,Xi,O,...O,x.,O...O)

X
1J13 1 7 J

- lnP(O,...O,xi,O...O) - RnP(O,...O,xj,O,...O)

+ 4nP(0,...0), etc.

and the function G, .«.,5 in Eg. (4.2.18) may be non-

37
null if and only if the sites i,j,...,s form a cligue.

Subject to this restriction, the G-functions may be
chosen arbitrarily. Therefore, given the neighbors of
each site, we can immediately write down the most general
form for Q(x). A proof of the theorem can be seen in
Besag (1974).

Based on the Hammersley-Clifford theorem, we can
general classes of conditional lattice models. It can
be done by using a very convenient form of equation which

can be obhtained from Egs. (4.2.16) and (4.2.17):
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exp. [ Q(x) - Q(x,)]

exp, [ &nP(x) - nP(0) - nP(x.) + nP(0)]
(4.2.19)

P(x) /P (x,)

P(xi]xl,'"Xi—l’xi+l""xn)

P(O]xl,...xi_l,xi+l,...xn)

"

By using this equation, one can derive the conditional
probability of x; from knowledge of Q(x).
A specially useful class of models, so called

auto-models, can be derived under the assumption

that the probability structure of the system depends only
on contributions from cliques containing no more than

two sites.” Under this assumption, Eq. (4.2.18) be-
comes:

Q(x)= I xiGi(xi) + I I X'X'Gij(xixj) (4.2.20)

1<i<n 1<i<j<n B

Therefore, applying Eg. (4.2.19) to this equation yields

*
In Besag's original paper, an additional assumption

that the conditional probability distribution belongs
to the exponential family of distributions. However,
this assumption seems "more a matter of convenience
than of necessity", and is not considered here. (See
Bartlett's discussion on Besag's paper, J. Roy. Stat.
Soc. B36 (1974), p. 231).
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P(xilxl,...xi_l;xi+l,...xh)

P(lel, X:_ 17 xi+l""xn)

[[Iac o]

= exp [xi{Gi(xi) + G..(x.,xj)xj}]

5=1 i3 71
(4.2.21)
where G., (x.,x.) is assumed to be zero.
ii'"vti’Ti
One can generate a number of models based on

Eg. (4.2.21); two such models are presented here.

(1) Auto-Binary Models

If X, is a binary variable (0 or 1) and cliques
consist only of single sites and of pairs of sites, then

the auto-logistic model follows:

Q(x) = I a.X., + I I B,. X.X. (4.2.22)
= 1ii§n i%i 1<i<j<n ij "i73]
From Eg. (4.2.20),
P [xi=llrest] n
= exp [ l-{oci + E Bijxj}]

P [xi=0|rest] j=1

We have another condition that

P_[xi=1]rest] + P [xi=0|rest] =1

By solving these two equations simultaneously, one ¢ -

tains
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n

exp{xi(ui+j§15ijxj)}

P [xilrest] = =

1 + exp [ui + jgl ﬁijxj]

where Bij = 0 for i=j.

Therefore, the explicit form of a conditional auto-re-

gressive binary model on a lattice (sometimes called

Markov field) is

PIxy s ®0,9 %5013, %19-1" %1441

exp [x;51omBy (X5 g, 5% %i40,5)% By (K55 1% 4,90 1]

1 + exp [a+81(xi_j+xi+lj) + Bz(xij—l+xij+l)]

(4.2.23)

Equation (4.2.23) is called Ising Model (Eg. (4.2.23)

is its conditional form)and is considered in more detail

in the next section.
One could extend the model to make xij depend on
more than the nearest neighbors, but the model would

cease to be one of the linear logistic types.

(2) Auto-Normal Models

In many applications, it may be reasonable to
assume that the joint distribution of site variables is

multivariant normal; one model of this type is the auto-

normal model:



1/2 k- - -y 12
exp | 20'2{(xi M) ;;Bij (xj pj)} ]

This model can be transformed to the form of Eg. (4.2.18)

P(xilrest)=(2n02)-

by using Eq. (4.2.19).

In this case, the joint distribution can be der-
i?ed from the conditional distribution. Again, simul-
taneous autoregressive (SAR) models yield different joint
distributions than CAR models (Besag [ 19741, Ripley

[ 1981]).

4.2.3 The Ising Model

The 2D binary model considered here was introduced
by the German physicist Ernst Ising to study certain
empirically observed facts in ferromagnetic materials.

Suppose a piece of metal which is assumed to con-
sist of many small depoles is exposed to a magnetic
field. At each site there is a small depole which is in
one of two positions; "up" or "down". 1Ising defined the

energy of whole systems to be

E=-{a I X,4(By T X..X, ..+ B, T x..x.. )}
ij ij 1 i3 ij7i-1j 2 i3 ij Tij-1
(4.2.24)

where xij is +1 for "up" and -1 for "down", and o, Bl and
82 are constants. The first term inside the bracket
represents the effect of the external magnetic field.

For o > 0, the energy is minimized if all the depoles

243
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have the same direction of the external field. The sec-
ond term is the energy caused by the interaction of the
depoles and is smallest if the neighboring depoles have
the same direction (provided that Bl > 0 and 62 > 0).
It is assumed that only interactions between the neighbor-
ing depoles are important (Markov property).

A probability is assigned to each combination x

according to

P(x) = C T exp [ - E(x)/kT] (4.2.25)

where C is a normalizing constant (C = [ exp [FE(x)/kT])
Allx

T is absolute temperature

k is a constant.
According to Eg. (4.2.25), states of smaller energy are
assigned higher probability. Eqg. (4.2.25) is called the
Gibbs model.

It is easy to derive the conditional probability

P(xijlrest):

P (x)

P ~11 x with xij=0) + P(all x with xij=l)

P(xij!rest)=

_ exp inj{a+sl(xi-1j+xi+lj)+82(xij-l+xij+l)}

l+exp F{a+61(xi—1j+xi+lj)+62(xij;1+xij+l)]

(4.2.26)
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Eq. (4.2.26) is identical to Eg. (4.2.23). For more de-
tails on the model, see Kinderman & Snell (1980).

The correlation properties of the Ising model have
been studied extensively; however, it is known that "the
correlation properties of the only possible binary model
with the required bilateral properties (of model (4.2.26)
are the most complicated” (Bartlett [ 1975], pp. 31-40).

4.2.4 sStatistical Analysis of Binary Variables on
2-D Lattice

It can be seen from the form of Eg. (4.2.25) that
the maximum likelihood estimation of parameters o, Bl
and 62 from given binary data on 2-D lattice is not pos-
sible: if one takes the logarithm of Eg. (4.2.25)
(i.e., the log likelihood function) and then take partial
derivative of it by «a, Bl and 82, they all become con-
stants, meaning the function is monotonic in the
a-Bl- 62 space. To overcome this difficulty, some by-

passing techniques are porposed; they are reviewed here.

(1) Coding Method: Conditional Likelihood Function

This method, proposed hy Besag (1974), uses a
simple conditional likelihood function in place of the
usual likelihood function. In order to fit the model to
data, one begins by labelling the interior site of the
lattice alternatively as "x" and "." as shown in Fig.

4.3. It is straightforward that the variables associated
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with "x" sites (or "." sites) are mutually independent,
and, therefore, the conditional likelihood function is ob-

tained:

u P(x,.|x, . X, . X, . X. 2.4)
ij for all x site *J i-1,3, "i+1,3 7i,3-17 71,041

Besag estimated the unknown parameters so that this func-
tion is maximized. The same procedure applies for "."
sites. It might be reasonable, in practice, to carry out

both cases and then combine the results appropriately

{e.g., by taking an average).

(2) One-Sided Approximation to the Likeihood Function

Another way to obtain (quasi-) likelihood func-
tions is to use a one-sided approximation of the two-
sided model. It was previously shown that for the 1-D
case, the conditional auto-regressive (CAR) mdoel is
identical to a lst order Markov series (see Egs. (4.2.6)
through (4.2.10)). Unfortunately, this correspondence
ceases to hold in 2-D. However, one-sided 2-D models
may still provide useful approximation.

One simple and intuitive way to do this is to
introduce the one-sided model which has a similar form

as 1-D case (Eq. (4.2.7)), as follows (Bartlett &
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Besag [ 1969], Bartlett. [1971]):

P(x;. = llrest) = C+ a(x,_ + x ) (4.2.27)

1] 1,3 i,j-1

where ¢ and o are constants.
Provided that xij is a 0-1 variable, E [xij|rest] =

P(xij = l|rest). Then the expectation of Eg. (4.2.27) is

E [xij] = C+ta {E [xi_l,] + E [xi'j_l]}

If the field is homogeneous,

E [xij] = P(xij =1) =C/(1-2) (4.2.28)

The autocovariance function of the one sided model may

be obtained as

w o {w.._ W o_q)
rs r-1,s r,s-1 (4.2.29)
where
= ' ' ' = -
Wes T BIXig ¥y, gogly ¥ig = %5 7 Blxg4)

Another way to obtain one-sided approximations is
to consider an analogy with the 1-D continuous variables
case (Bartlett & Besag [ 1969], Bartlett [ 1971]): for
1-D CAR continuous variable models we have seen that the
spectral density function is proportional to, [1-2\(cosu;]-l
(see Eg. (4.2.11); based on this , Bartlett suggested,
for the 2-D lattice system, to use one sided approxima-

tion with spectral density functions proportional to
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[1 - y(cos w; - cos wz)]-l

iw iw -iw -iw
[1 - y{e 1 + e 2 + e 1 + e 2}]

i

A first-order approximation to this spectral density func-

tion can be obtained as follows: since

-iw -iw
2

iw iw
-1 -
[1-ve T+e 217 [1-y(e *+e &7t
iw iw -iw -iw
= [1 + 2y2-Y(e 1 + e 2 + e 1 + e 2)
-iw iw iw -iw
+ Yz(e 1 e 2, e 1 e 2)] 1
To eliminate the unwanted terms on the right hand side
of the equation, one may consider
iw iw -iw, =-iw
[ 1-v(e Le 2)-Y2e le 2].l
-iw -iw : :
2 iw, =iw
[1-v(e +e )—Y2e 1e 2]-1
iw iw, =iw -iw -
= [1+2v2-v(e Yre e e %y 4+ oyl (4.2.30)

Thus, the unwanted term is less than the order of Y3-

One sided approximation form that correspond to Eq.

(4.2.30) 1is

_ 2
Blxgylrest]l = y(x;_3 5+ %5 5210+ v X7 501

(4.2.31)



One might be a little suspicious about the argument
presented because of the fact that they are based on a
continuous variable system on lattice. Unfortunately,
there is no way we can extend this argument to binary
variables on lattice, we just postulate the form to this

case also:

2.,
Y YTX,5-1

(4.2.32)

= = 1
P [xij 1|rest] vy (x! X

1 ]
i-1,37%i,3-1

] = -
where xij xij E [xij]‘

Notice y is restricted to give O0<P [ xij=l|rest]i1.
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4,3 Derivation of the Model

The following problem is studied in this section. Let
2 {s) be a quantity which varies randomly in space, and the
failure probability function Rf(z) is a function of these
variables. From these two pieces of information, we can
obtain marginal failure probability at each point of
space, Pf(s). Our task here is to evaluate the failure
probability of whole system (i.e., @F) from this marginal
failure probability field Pf(s).

For example, let z(s) be DF15/DB85 on core-filter
interface plane. Since we have a failure probability func-
tion Pf(DF15/DB85), the distribution of marginal failure
probability on the interface plane can be obtained, i..e,
Pf(s). The aim is to evaluate the probability of malfunc-
tionihg of filter at anywhere in this whole plane, Ore

As mentioned earlier, we shall evaluate by introduc-
ing a binary random field x(s) such taht x(s)= 1 denotes
filter malfunctioning at s and x(s) = 0 denotes satis-

factory performance at the same location. The expecta-
tion of x(s)

Pf@)=E[x@H (4.3.1)
is the probability of malfunctioning at s, whereas dp is
given by

¢o = Prob. [ x(s) = 1 for some s in Sl (4.3.2)
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in which S denotes the spatial region of interest.

Our interest is mainly in the evaluation of ¢F for
S a region in 2-D space. For this purpose, we find it
useful to model x(s) through one of the binary random
process introduced in the last section. We start by con-
sidering s to be points of a lattice and then take the
limit as the spacing of the lattice goes to zero to
generate a model in continuous space. For convenience,
we begin with homogeneous fields, for which Pf(g) = Ff

is rate function of s.

4.3.1 Homogeneous Field: E [ x(s)] = const.

A rectangular lattice of mx n points is defined on
the plane at each point (i,j) a binary random variable

(i.e., 0 or 1) xij is defined under the present assumption
of homogeneity
E [xij] =P [xij = 1] = Pf (4.3.3)

for all i j. It was mentioned in the last section that the
two-sided conditional autoregressive binary model is one

that corresponds to the logistic relationship:

X ]

B [xijlxi-lﬁin+l,j, ¥i,9-1" *i,4+1

eXP'f{d+31‘xi_1,j+xi+1,j’+Bz(xi,j-1+xi,j+l)}]

Trexp RX+Bl(xif1,j+xi+l,j)+62(xi,j-l+xiqj+1)]

(4.3.4)

The correlation structure of this model is very complicated
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and the parameters q, Bl and 82 are difficult to estim-
ate (see Section 4.2.3). Moreover, even if one could es-
timate o, Bl and 82 and kT in Eg. (4.2.21), one would find
it difficult to calculate ¢F because of the form of the joint
distribution of the variables xij'

The difficulties of calculating ¢, are similar to
those encountered in parameter estimation and suggest that
similar approximations might work.

Consider first the "coding method" by Besag (1974).

Because of the defined, correlation structure of the

model, the conditional system failure probability can be

written as (see Fig. 4.3)

CI)Flall "." gites are 0

= 1.0 - ™
i,j for all "x" sites

0,x., ,=0,x. .= O'Xi,j+l=0)

P(x, .=0]|x, i3

i,3 i-1,37
(4.2.5)

In order to obtain the system failure probability, one
needs the joint distribution of all "x" sites, which, un-
fortunately, is almost impossible to obtain from the
available information. It seems, for our purpose, this
method does not give very good results.

A more fruitful approach is to use one-sided approx-

imations. Two such approximations were reviewed in Section
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4.1.4. According to the simulation study of Bartlett and
Besag (1969) there is not much difference between the
two approximations and for this reason, we prefer here to
work with the model of Eg. (4.1.23), which is simpler

and more intuitive. Their model has the form

o+t
EDx;gl%5 0,4, %5, 52115005 ByXy_q 54 Bp%; 4 q)
(4.3.6)
Taking expectation,
Elx,.] = o+ %

and under the condition of homogenity,

= 1 -
Pf =a+ 3 (Bl + BZ)Pf

Therefore,

_ . _ 1 -

The autocovariance function of this model can be obtained

easily: multiply both sides of Eg. (4.3.6) by Xi_r,j-s’
4

Elxgl%i 50 %5 5-1) *5op 3-8

~ 1
=ax; o5 g*SB1% g 5%¥ir, 58" Bo%i5-1%i-r, §-5)

If expectation is taken of both sides, and with W' =

1,

ELIx55 % r,5-5
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- 1
] - - v . '
wrs an * Z(Blwr—l,s + BZ Wr,s-l)'

This equation has solution

v = _ s r _s =2
Wig = Pe(l - Pg) By By + Py

The autocovariance function Wrs = Cov.[xij, Xi—r,j—s] is
related to W' _ and P_ was
rs f
W._ =E[x,. x; ] - {E[x ]}2
rs ij “i-r,j-s ij
=2
— ' -
= Wrs Pf .
Therefore,
W =7P.(1 - 7B, g2 gS (4.3.8)
rs £ £ 1 72 T

according to Eg. (4.3.8) Bl and 82 have a straightforward
physical interpretation: these parameters give the one-
step correlation of the process in the direction of the
two indices of the lattice. Also the correlation struc-
ture shows an exponential decay as one might expect from
having assumed a Markov definition of order 1. This
simple interpretation of Bl and 82 makes it easier to es-

timate such parameters.

Suppose that Bl and 82 have been estimated either by
statistical means or judgmentally since §f is also given,
one can calculate o from Eq. (4.3.7). This defines com-

pletely the model.
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The failure probability for the system of m x n lat-

tice points can be found as follows:

°p

l1 -7p [xiﬁ=0 for all i=1,...m;j=1,...n]

= = m-1 = n-1
1—(1—Pf){l-Pf(l-Bl)} {1-Pf(1-62)}

- Byt B - -
Note that Eg. (4.3.9) make the following approximations
along the bottom and left boundaries of the lattice (see

Fig. 4.4):

E [xillxi-l,l] =a+ By X, 14 (4.3.10a)

’

E [xljlxl,j—l] = o + Ble,j—l (4.3.10b)

which imply one sided Markov series with correlation co-
efficients Bl and 82 are assumed along the boundaries.
Finnaly, we consider the limit of Eg. (4.3.9) as the
number of lattice points is increased to infinity within
the region of interest. More precisely, we first con-

sider
m, m_y

= k., -k = 2 2
op (k,2) = 1-{1-Pf(1—81)} -{l—Pf(1—82 ) }

1) (g-1)
(l—PF

k

C[1-B.{1-L 8% 8% ) ) (4.3.9')
gl1-5 (BB, -3.

where 1/k and 1/% are the numbher of points between the
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original lattice points in the horizontal and vertical
direction, respectively. As k~+0 and 2+0, the last equation

becomes (for detailed derivation, see Appendix B):

mPf nPf Pf 2 _
op =1 -{Bl "B, exp [—nm(§~) RnBlZnBZ]}(l-Pf)
=~ m—P'F (4.3.11)
61 and 82 come from the boundaries, whereas exp [']
term results from the inside lattice. (l—ﬁf) is the mar-

ginal nonfailure probability of the initial point. Under
conditions of symmetry with respect to the two axes (i.e.,

for Bl=62=8) Eg. (4.3.11) gives

(m+n)P Pe

o, =1 - {8 fexp Emn(f—zns)z]}(l-ﬁf) (4.3.12)

The condition Bl=62 does not correspond to exact isotropy

2as will be mentiond later. For 1-D conditions (i.e.,

A

82=1), Eg. (4.3.11) gives

@F =1 - Bl (1 - Pf) (4.3.13)

Some calculated results based on Eg. (4.3.12) are pre-
sented in Fig. 4.5(a)-(c): the results are for a square

are (L x L) for Ef = 10-2, 1073

and 107% respectively.
All three figures exhibit similar results. If B = 1.0,
the whole area acts as one element. Therefore, @F is
identical with ﬁf. Oon the other hand, if B = 0.0, the

system acts just the same as a chain consists of infin-

ite numbers of links; as a result, @F 1.0. It is.very



257

interesting to see the system failure probability, Opr
is much influenced by B even for very low B (e.g., 0.1
or 0.5). Some numerical simulation results are presented
in the next section.

The model developed here will be used in evaluating

malfunctioning of filters of a dam in the case study.

4.3.2 Non-homogeneous Field

Suppose now that

E[x..] = P_... (4.3.14)

i.e., that the probability of filter malfunctioning depends
on the location (i,j). In this case the random field xij
is nonhomogeneous. The objective is to obtain the failure
probability of the system, @F, through generalization of
Eq. (4.3.11).

Although the marginal failure probability fluctuates
in space, we assume for simplicity that the correlation
structure is homogeneous. This should be a reasonable
approximation. In the case of nonhomogeneous fields, we use
a one-sided approximation of the type
J=(ota,.) + 1 (8,x, A BoX, . )

ij 2 "17i-1,3 "27i,3-1

Blxigl%i0,5,%,51

(4.3.14)

where a,Bl,Bz are auto-regressive coefficients for the

homogeneous component of the model.
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aij is a function of space such that

m
I a;. =0 (4.3.15)

Taking expectation of both sides of Eg. (4.3.14) with

and x. ._1r one obtain

respect to Xi—l,j i,3

1
Elx,.) = oo, + 5(8B[x;_;

i3 i3 1+ BzE[xi,j-ll)

’/3J
i.e.,

- 1
Prig = o035 % 5 (By Py, % B Pgy,y-1)

(4.3.16)
In order to obtain the homogeneous portion of the
field, Eg. (4.3.16) is averaged over space; indicating

this averaging by a bar,+

— _ l —
Pf = o + 3 (81+ 82) Pf (4.3.17)
_ m n
where P. = I I P.o . . (4.3.18)
£ o1 501 FA0D
Therefore,

*There is a slight inconsistency among Egs. (4.3.15),
(4.2.17) and (4.2.18) due to boundary effects. The in-
consistency is negligible if the lattice under consid-
eration is large enough. Since we are ultimately in
terested in the continuous model (i.e., a lattice with in-
finite points), this inconsistency is not of concern. ‘
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B, + B _
a={1--2-217 (4.3.19)
f
It is assumed that the homogeneous portion has the same

covariance function as the homogeneous field case, i.e.,

_ s .3 r .s
Weg = P (1 - Pg) By B,

rs (4.3.20)

The non-homogeneous component can be calculated by

subtracting Egq. (4.3.17) from Eg. (4.3.16):

- _ ;]_- 3 -5
(Pf i3 Pf)-aij + Z{BI(Pfi-j,j Pf) + BZ(Pfi,j—l Pf)}
(4.3.21)
If one defines P!. . as
£i,3
. _ =
Pr i35 = Pri,5 " Tt
then one can obtain aij from
1
o' = L - ] . 1) . . . .
i3 = Pfi,3 ~ 3 By Prio1,5 % BoPr g, 5o (4-3-22)

The failure probability of the system, @F, can be

obtained following the same procedure as in the homogeneous

case (Fig. 4.4):

¢F=l.0—(l-Pf0'O) igz{l—(u+uil){j%z{l—(a+alj)}
m n
.izz j£2 {1 - (o+ aij)}
m —_
=1.0 - E [1.0-{P.(1-8;) + (Péi,jiszpéi—l,l)}]-
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n
I .0 - {P - ! , = ! .
53 [1.0 {Pf(l 82) + (Pfl,j 82P fl,j-l)}]
m n B,+8
= 172 1
I T [1.0-{P_.(l- ——=)+P!..-= PL, .
1e24a2 £ 7 P53 B1PEio1,
]
+ szfi,j-l)}
- D - '
(1 Pf Pfl,l) (4.3.23)
In deriving Eq. (4.3.28), dependencies along the
boundaries have been assumed to be of the form
E [xi,llxi—l,ll = (a + ail) + 8y Xio1,1 (4.3.24a)
E [xl,jlxl,j-I] = (o + a;4) + ByXy 5 (4.3.24a)

The limit of Eg. (4.3.23) is calculated following
the same procedure as in the homogeneous case (see Ap-
pendix B for the derivation). Note that some additional
(but minor) assumptions are necessary due to non-

homogeneity of the field. The final result is

§fm P.n 1 —2
®F=1.0 - [(1-%N))Bl 82 exp [5 menznelinBz]

+{1-(P{(m,0)-P£(0,0)) }{1-(PL(0,n) - P1(0,0))}

1. ® m
» 11 - S/ Pr(x,m)dx+/ Pr(m,y)dy
o o
m n
-/ Peix,0)dx - J PL(0,y)dy}] (4.3.25)
o) o
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The first portion of Eg. (4.3.25) is exactly the same as
Egq. (4.3.11), which is the solution for the homogeneous

field. The next two terms account for the nonhomogeneous
effect along the boundary, and the last term account for

that of the inside lattice.

4.4 Numerical Simulation and Discussion

In order to study the properties of the model pro-
posed in the last section, a simple numerical simulation
program has been written. Focus has been mainly on two
problems:

(i) The relationship between the degree of

spatial correlation (i.e., Bl and 82)
and the average size of the failﬁre zones

here are often called "patches".

(ii) The influence of the one-sided approximation

on the results and specificallv on departure

from isotropy.

A flow chart of the numerical simulation procedure
is shown in Fig. 4.6. The correlation model used to
generate the bottom and the left boundaries of the lat-
tice is the same as that explained earlier while deriv-
ing the model (see Eq. 4.3.10)).

Some simulation results are shown in Figs. 4.7(a)-(e)

for 50 x 50 lattices, a point failure probability of 0.05,
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and for different Bl and 82.

Figures 4.7(b) and (c) have (nearly) isotropic cor-
relation structures. As B becomes larger, the average size
of the patches increases. There is some discrepancy
between the probability §f and the fraction of area where
X.,. = 1. This discrepancy is larger for the larger 8

1]
and is due to the relatively small size of the simulation

region.

Figures 4.7(d) and (e) show cases with anisotropic
correlation. In this case, the patches are elongated in
the direction with larger 8.

Table 4.1 presents results from simulations on 200 x
200 lattices, with Pf = 0.01 and five different values of
Bl = 82 = B. The average area of the patches increases
in approximately an exponential way with 82.

In order to study the anisotropy introduced by the one-
sided approximation, zones and sizes are analyzed. In part-
icular, we consider the pattern of five grid points in Fig.
4.8. Each point of the pattern has a letter associated
with it. The pattern is identified by a string of 0's and
l1's in the order (j,k,1l,m); for example (0,1,0,0) cor-
respond to 0's at points j,% and m, and 1 at point k. The
number assigned to i is given separately.

The idea of studying these patterns to test anisotropy

is that, if one counts, patterns which include the same
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number of 0's and 1's, such as (L,0,0,0), (0,1,0,0),
(0,0,1,0) and (0,0,0,1), for i=1 and i=0, the number of times
each pattern is generated should be nearly the same for all
patterns if the generated lattice is large enough and if it
is isotropic.

Figures 4.9(a)-(c) show such results. Fiqure 4.9(a)
refers to the case when ﬁf = 0.10 and 8, = B, = 0.1;
the size of the lattice is 200 x 200. 1In this case, the
frequencies of realizations for the patterns with the
same number of 0's (or 1's) are nearly the same, which is
an indication of near isotropy. However, Figs. 4.9(b)
and (c) (for which B = 0.5 and B = 0.9 respectively), dis-
play some degree of anisotropy. Anisotropy is more pro-
nounced for Fig. 4.9(c) due to the higher value of B(=0.9)
and is stronger for patterns that include two 1l's. 1In
particular, there is a relatively high frequency of
(0,0,1,1) and (1,1,0,0) cases for both i=0 and 1. This is
due to the high correlation between k and j, and between
m and £ in the cne-sided approximation. In patterns with
three i's, anisotropy is less pronounced.

Another way to visualize anisotropy is to use the aver-
age projection of the patches for different values of R.
Their average projections are shown in Fig. 4.10. Note that
the scale is the same for all five cases in the figure.
As B increases, the average size of the patches increases_

and their shape becomes less circular.
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One may conclude that the anisotropy induced by the
one-sided scheme is not significant if the correlation is
weak (say, for B < 0.7); whereas if B is high then the

patches tend to be elongated.

4.5 Summary and Conclusions

A dam filter is considered not to perform properly
if it "fails: at least one point. This is the basic no-
tion behind the proposed weakest link model. For the
purpose of calculating the probability of failure of the

system, ¢ a binary indicator random field, x(s), is

FI
introduced whose mean value gives the probability of local
malfﬁnctioning. In terms of x(s), failure probability

is

@F,

¢n = Prob. [ x(s) = 1 for some seS]

where S is the spatial extent of the filter (a range of
the core-filter interface plane).

Binary random fields x(s) on 2-D lattices are studied
first. Some of the difficulties in describing and an-
alyzing these models are reviewed in some detail, and one-
sided approximations are introduced to make the model trac-
table. Finally, properties of indicator random fields in
continuous space are derived through limiting operation.
The models are specified in terms of only few parameters,

which control the local probability of failure and the



degree of correlation in space of the random field x(s).
The latter is related to size and spacing of failure
"patches". Homogeneous models are considered first and
then extensions are made to non-homogeneous models. The
latter allows one to analyze cases in which the prob-
ability of filter malfunctioning depends on spacial loca-
tion.

The consequences of the one sided approximation in
particular anisotropy are studied through numerical
simulations. The present model will be used in Appendix
C to quantify the reliability of filter systems for a

particular dam.
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(a) Ordinary Weakest Link Model

N a SR @ S

«— Y} 333 >

AN
R=1031,(10- &)

where <DF : the System Failure Probability

F £’ Failure Probability of i th Link
Extention to Continuous Space

(b) 1_- Dimension (e.g. strength of a string)

S« R{x): sirength )—>S
F? x) R :
!
, i X A X =
(¢) 2_- Dimension F Correlation Structure
(e.g. Piping Potential on Core-Filter
Interface)
R
Y
\ Critical Path P (X/Y)

>

Correlation Structure

—>X

ean Failure
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Pig. 4.1 Procedure to Calculate the Probability of
Malfunctioning of the Pilter System
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. = n
Step 1: Data Input; PF' Bl’ 82, m, n
Step 2: Generation of the Initial Point
y
If Random > §F, x(1,1) =0
Otherwise , x(1,1) = 1 1.1 i m

Step 3: Generation of Horizontal Boundary (i Boundary)

PFH = (l-Bl)PF + 81 x(i-1,1)
If Random > PFH x(i,1) =0
Otherwise x(i,L) =1 ie [ 2,m]

Step 4: Generation of Vertical Boundary (j Boundary)

Pov = (1-82)PF + Bzx(lli—l)

If Random > P x(1,3) =0

FV

Otherwise x(1,3)

1 je [ 2,n]

Step 5 Generation of Main Part

- (1 - L 5 4+ 1 1 44l s
PF = (1 2(81 + 82))PF + 2le(l l,j)+282X(l,j 1)

0

If Random > Pp x(1,3)

1 ie [ 2,m]
je [ 2,m]

Otherwise x(i,3)

Step 6: Output the results

Step 7: Stop
Note: "Random" is a random number generator in [ 0,1].

FIGURE 4.6 FLOW CHART FOR NUMERICAL SIMULATION OF
THE BINARY PROCESS ON A LATTICE BY ONE-
SIDED APPROXIMATION



Nl.= 50 Betal =0.100
N2 = 50 Beta2 =0.100

Mean Probability of Failure =0.05000
Estimated Pf from the sample=0.05240
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Fig. 4.7 (a) Results of Numerical Simulation:
P, = 0.05,3, 192 = 0.1
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Nl = 50 Betal =0.500
N2 = 50 Beta2 =0.500
Mean Probability of Failure =0.05000
Estimated Pf from the sample=0. 05520
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Fig. 4.7 (b) Results of Numerical Simulation:

P, = o.os,ﬁ1 -ﬁz = 0.5
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Nl = 50 Betal =0.900
N2 = 50 Beta2 =0.900
Mean Probability of Failure =0.05000
Estimated Pf from the sample=0.03440
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Pig. 4.7 (c) Results of Numerical Simulation:

P, = 0.05.191 “Bz = 0.9
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N1 = 50 Betal =0.950
N2 = 50 Beta?2 =0.100
Mean Probability of Failure =0.10000
Estimated Pf from the sample=0.09880
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Pig. 4.7 (d) Results of Numerical Simulation:
P, = 0.10,191 = 0.95,4, = 0.1



N1l = 50 Betal =0.100
N2 = 50 Beta2 =0.950
Mean Probability of Failure =0.10000
Estimated Pf from the sample=0.10800
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Fig. 4.7 (e) Results of Numerical Simulation:
Py = 0.10,, = 0.10,; = 0.95
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Testing Anisotropy of the Model



N1 200 Betal =0.100
N2 200 Beta2 =0.100
Mean Probability of Failure =0.10000
Estimated Pf from the sample=9.09980

k11
m
j k 1 m/i=20 1 Total
0 1 0 0 2427 364 2791
0 0 0 1 2484 350 2834
0 0 1 0 2429 364 2793
1 0 0 0 2458 374 2832
0 1 0 1 270 62 332
0 1 1 0 270 59 329
0 0 1 1 249 68 317
1 1 0 0 279 63 342
1 0 0 1 228 66 294
1 0 1 0 282 54 336
0 1 1 1 32 14 46
1 1 0 1 23 7 30
1 1 1 0 27 7 34
1 0 1 30 9 39
6 0 0 | 23808 2042 25850
i 1 1 1 3 2 5

Fig. 4.9 (a) Results of Simulation to Test Approximation

Induced Anisotropy: Pf = 0.10,

152
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A

N1l
N2
Mean

200
200

Probability of Failure =0.10000
Estimated Pf from the sample=0.09618

Betal =0.500
Beta2 =0.500

ki1
m
j k 1 m/i=20 1 Total
0 1 0 1801 388 2189
0 0 0 1 1810 392 2202
0 0 1 0 1903 317 2220
1 0 0 0 1844 368 2212
0 1 0 1 193 146 344
0 1 1 0 132 181 313
0 0 1 1 255 249 504
1 1 0 0 296 250 546
1 0 0 1 118 180 298
1 0 1 0 134 164 298
0 1 1 1 21 87 108
1 1 0 1 30 67 97
1 1 1 0 14 94 108
1 0 1 1 20 113 133
0 0 0 0 26861 702 27563
1 1 1 1 7 62 69

PMg. 4.9 (b) Results of Simulation to Test Approximation

Induced Anisotropy: Pf = 0,10,

1 2

= 0,50

281



RN

200 Betal =0.900
200 Beta2 =0.900

N1
N2

Mean Probability of Failure =0.10000
Estimated Pf from the sample=0.10970

k11
m
j kX 1 m/i=0 1| Total
o 1 0 0 | 735 112 847
o o0 0 1 | 728 104 828
o o 1 o0 | 772 79 851
1 0 0 0 | 816 68 884
o 1 0 1 81 101 182
o 1 1 0 24 114 138
o o 1 1 | 367 401 768
1 1 0 0 | 363 404 767
1 o o0 1 41 96 137
1 0o 1 0 27 82 109
o 1 1 1 35 333 368
1 1 0 1 37 338 375
1 1 1 o0 16 390 406
1 o 1 1 13 370 383
o o0 0 0 |30868 74 | 30942
1 1 1 1 11 1208 | 1219

Pig. 4.9 (c) Results of Simulation to Test Approximation

Induced Anisotropy:

Pe

= 0010' 1

2

= 0,90
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B=0.7
Mean Size 3.93

?

B =0.55

Mean Size 225
B=05
Mean Size 2,57

B=0.3
Mean Size 197

£=0.90
Meagn Size 122

Pig. 4.10 The Average Size of Patches of "1%°S3
Results of 100 x 100 Latice Simulation, Pf = 0,10
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CHAPTER V. SUMMARY AND CONCLUSIONS

Dam filters are usually installed between the core
and the shell of earth and rockfill dams in order to pre-
vent seepage forces to produce internal erosion of the core

material. Filters must meet two basic requirements:

(i) Stability requirement: the filter material
must be fine enough to prevent the particles

of base material from washing into its voids.

(ii) Permeability requirement: the filter material
must be pervious enough to avoid development

of large seepage forces.

Two widely accepted design criteria, so called Terzaghi's

filter criteria, are as follows:

(i) sStability requirement: DF15/DB85 < 5,

(ii) Permeability requirement: DF15/DB15 > 5.

Occasionally, other requirements are added. Most of
the current design criteria are based on experiments made
in the 1940's and 1950's.

It is the consensus of the profession that the
criteria, although sometimes conservative, works well
in most cases. However, because of the broadening of the
applications and the requirement for more economical de-

signs, there is a need to understand the filtering
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phenomenon in more detail. 1In addition, there are a

few cases in which the conventional criteria did not work
satisfactorily.

Current research efforts can be classified as
follows:

Studies that aim at using a broader spectrum of the
filter and the base soil including

(1) Internal stability of widely graded and gap-

graded base soils,

(ii) Design criteria for geotextile filters.

Studies seeking more economical designs, e.gq.
(iii) Design of filters to protect the sea bed

from wave action,

Studies to understand the mechanism involved in the
filter process,
(iv) Experiments on soil against screen,
(v) Void phase description based on microscopic
and geometric cons;aerations,
(vi) Influence of spatial variability of soil
parameters.
Studies on the applicability and improvement of conven-
tional criteria,

((viii) Criteria for filters to retain fines migrated

from crack walls.
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The present study focuses on the mechanism of
filtering on the reliability of filters and filter
systems, and improving current design criteria.

Therefore, results obtained in this study are
directly relevant to areas (i), (ii) and (vi).

In order to study the physical mechanism of soil
particle transport, a mathematical model is introduced.
The model is based on the principle of mass conserva-
tion for free and stable particles. Absorption and re-

lease of these particles are described by the retention

ratio, i.e., by the ratio between the dry density of
stable and free particles for each particle size. The
resulting equations have the same form as the equilibrium
absorption isothermals in chemical solute transport.
These equations are mathematically very tractable.
Another spatial feature of the proposed model is the

distance lag effect for the velocity, absorption and

release of free particles. That is the state of the
particles at a given location are controlled by the
state of the medium a little distance Ax downstream.
Under this condition, the retention ratio has the physi-
cal interpretation of ratio of particles mechanically
blocked by skeleton particles located Ax downstream. A

numerical scheme is used in solving the equations under

given initial and boundary conditions.



The case of soil against screen has been considered

to study the self-healing process of base soils. Two as-

pects of this process are emphasized:

(1)

(ii)

It is known that the self-healing process of
the base soil results from the formation of

a filtering layer of large particles next

to the screen. This layer retains the rest of
the soil from washing through. A critical quan-
tity is the minimum size of particles that
should be retained by the screen for success-
ful formation of a self-healing layer. Ex-
perimental evidences (Soares [ 1980] indicates
that this size lies between DB80 and DB90.

The experiment of Scuthworth (1980) is suc-
cessfully reproduced by the present model;

it is also found that the combined effects

of (a) the percentage of particles retained

by the screen and (b) the thickness of the
layer to be formed, are responsible for the
considerable increase of soil lost through the

screen when the screen opening increases from

DB80 to DB90.

The internal stability of the base soil is an-

other important factor in the self-healing pro-

cess. If the self-healing filter cannot retain
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the rest of the soil from washing through or
loses too much soil before a successful
filtering layer is formed, the base soil can-
not be stable. This can occur in gap graded
soils (Wittman. [ 1978]) and perhaps also widely
graded soils. Numerical experiments that
simulate this behavior are presented. Gradual
clogging of the filter by base soil particles

simulated by the model.

The physical insight gained by the physical model is
helpful in evaluating and interpreting experimental re-
sults and findings from statistical analysis of the
filter performance data.

400 data from 13 sources have been collected for
statistical analysis (Table 3.1). The result of each
experiment is either "stable", "nonstable" or "clogging".
The purpose of the analysis is to quantify the probability
of nonstable conditions as a function of a few influen-
tial parameters, such as certain fractiles of the grain
size distributions for the filter and the base soil.

Logistic regression is used as the main tool for
this analysis. A few regression statistics (the like-
lihood ratio index pg, the modified likelihood ratio in-
dex Bg, the percent correctly predicted PCP and the t-

statistic) are used to evaluate the filtered models. Jab-

oratory bias can be introduced in the analysis. A step-
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wise version of logistic regression is used to automatic-
ally select the best model.

In a preliminary analysis, models are fitted in
terms of the conventional filter parameters DF15/DB85,
DF15/DB15, and DF50/DB50. At the same time, conventional
criteria are evaluated. As a result of this analysis,
it has been decided to remove some of the data sets
(i.e., [61]1, [75) and. [ 82]) because of their unreliability
or because of substantial differences in the way experi-
ments were conducted. This elimination left us with 277
cases from 10 sources. Among all the parameters, the
ratio DF15/DB85 is the most explanatory one (i..e, the
parameter that best separates "stable" cases from "non-
stable" cases).

The search for improved filter criteria is carried
out in two stages. In the first stage, many grain sizes
of base soil and filters are considered as candidate
parameters and stepwise regression is used to select
those that are significant (Table 3.6(a) and (b)). The
main results of this analysis are:

(i) Only DF1l5 is selected for the filter, which

implies that DF1l5 represent well the void

characteristic of the filter.

(ii) DBY95, DB90, DB85, DB70, DB50 and DB1l0 are
selected for the base soil; meaning that de-

tails of the coarser portion of the grain size



distribution for the base soil (diameters
larger than DB70) are critical to the

filtering process.

Qualitatively, these results agree with those of the
physical model and with characteristics of the filtering
process no&iced earlier by other authors. In the second
stage, stepwise regression is used with ratios of pre-
viously determined grain sizes as explanatory variables.
The objective here is to find parameters that can be
used in improved filter criteria (Table 3.7). From both
statistical and physical considerations, it is concluded
that the combination of DF15/DB85 and DB95/DB75 is the
best one to explain the phenomenon. The physical inter-

pretation of these two parameters is as follows:

(i) DF15/DB85: As previously mentioned, DF15
represents the pore size of the filter, where-
as DB85 is a grain size,such that of this grain
size is retained by the filter, the whole
base so0il becomes stable through the quick
formation of a self-healing filter. There-
fore, the ratio DF15/DB85 must be a good in-

dicator of filter performance.

(ii) DB95/DB7: this ratio can be thought of as
the local average gradient of the grain size

distribution of base soil centered at DB85.
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Since the self-healing filter consists main-

ly of particles larger than DB85, the ratio
DB95/DB75 indicates the degree of separation
between the portion of soil that forms the
self-healing layer and the portion of soil that
is retained by such layers. The ratio DB95/

DB75 is called here the self-healing index.

Finally, a logistic regression analysis have been
madw ith two laboratory bias indicators (i.e., Soares
[41] and. [ 55], whose results have also been recognized
as biased ones in the recent literatures) to obtain im-
proved filter criterion and to quantify uncertainty in-
volved in it. The final result for low values of DB95/
DB75 is shown in Figs. 3.25 and 3.26 together with the
data. The value of DF15/DB85 that best separates
"stable" from "nonstable" cases is between 8 and 9. This
is consistent with many experimental results; however,
the separating value becomes lower as DB95/DB75 increases.

The probability of filter malfunctioning is a basic
result of the analysis. Based on this probability, the
region of the improved filter criteria on the DF15/DB85 -
DB95/DB75 plane is shown in Fig. 3.29. The region of
Fig. 3.29 has been calibrated so that the proposed and
conventional criteria agree for a small value of DB95/

DB75 (i.e., in case of uniformly graded base soil). The



proposed design criterion can be presented by the following

formulas:

Average:

Most

Conservative:

Most Un-

conservative:

The implications of the present study on filter de-

DF15
DB85

DF15
DB35

DF15
DB85

DBS95
< 2-6 - 0.6 5575
DB95
< 5.75 0.75 DBIS
DB95
< 5.5 0.5 68—7"'5-

sign criteria are as follows:

(i) The ratio DF15/DB85, which is used in Terzaghi's

criteria,is the parameter with highest ex-

planatory power.

clear physical interpretation.

This parameter also has a

(ii) The ratio DB95/DB75, is less important but

still significant.

the capability of the base soil to form a sat-

isfactory self-healing filter.

conventional criteria are based on experiments

using relatively uniform soils

S

(i

This ratio 1is related to

ince the

.e., low

values of DB95/DB75), these criteria are

unconserva*+ive when the base soil has

widely-graded coarser portions.

The proposed

design criterion is based on both DF15/DB85

and DB95/DB75 (Fig. 3.29).
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(iii) The use of DF50/DB50 as a parameter in
filter design criteria cannot be justified,
either on statistical or on physical grounds.
Furthermore, the requirement that "the grain
size distribution of the filter should be
roughly parallel to that of the base mat-

erial" appears questionable.

The results here are for cohesionless soils (spec-
ifically, DB10 > 0.074mm), and for ratios DB95/DB75
soils between 1 and 5. These limitations should be con-
sidered when applying the proposed criteria to actual cases.

A dam filter system fails if it fails at any one
location.

In order to evaluate the probability of malfunction-

ing of a dam filter system, a Generalized Weakest Iink

Model is proposed. The term "generalized" comes from the
fact that the model is developed for 1-D and 2-D contin-
uum. An indicator random field, x9s), is defined such
that P [x(s) = 1] = E[x(s)] = Pg(s), where P.(s) is

the probability of filter failure at location s. The

probability of failure anywhere in a region S is then

@F = Prob.. [x(s) =1 for any s € S].

Binary random fields on 2-D lattices and their

limits on the lattice spacing goes to zero are studied.



The difficulties of treating these models are reviewed
and approximations that are amenable to simplified an-
alysis are introduced. For these approximations, closed
form expressions are found for the system failure prob-
ability @F (see Eg. (4.3.11).

The same models should be applicable to other re-
liability problems when failure depends on the extreme
value of a random function in 1-D and 2-D.

A case study is presented using construction data
for Carters Dam, Georgea (Appendix C). The purpose of
this case study is toc illustrate the applicability of
the model. The results seem to be reasonable, although
they are sensitive to the tail of the logistic regres-

sion model, which is difficult to verify by empirical

means.
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APPENDIX A. DESCRIPTION OF FILTER EXPERIMENTS

The objective of this appendix is to review the
laboratory experiments, results from which are used in
the statistical analysis. Surveys on this tovic are in
Thanikachalan & Sakthivadival (1973, 1974), Southworth
(1980) and Soares (1980). 1In particular Soares' the-
sis presents a detailed comparison of experimental pro-
cedures. In the present apoendix consideration is
limited to experiments in the data base of Section 3.1.
Conventional soil parameters and typical grain sizes

are listed in Table A.1l.
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(1) Bertram (1940); ab. [40A]

Test arrangement: Soil to soil arrangement, 2"

and 4" ID. (inside diameten cylinder. No shock or vibra-

tion applied.

Materials: Very uniform (Uo = 1.2) Ottawa sand
(round) and crushed gquartz (angular), for both case

soils and filters.

Results: Many combinations of base soils and fil-
ters were examined. 30 boundary cases are tabulated in
the paper. At the limit of stability, the grain size
ratios DF15/DB85 and DF15/DB15 1lie respectively between
6.5 and 11.5, and between 8.5 and 15 Bertram proposed a
filter criterion: DF15/DB35 < 6, DF15/DB15 < 9. Com-
paring the critical values of DF15/DB85 with those from
other experiments, Bertram's results are on the high side
(only 2 out of 30 cases failed at DF15/DB85 = 9, for the
other failure cases, DF15/DB85 > 12). The use of ex-

tremely uniform soils may be responsible for the results.

Miscellaneous Comments: The test was the first

systematic investigation of the filter stability problem.
Bertram published his paper with a detailed account of
the experimental procedure. The effectiveness of the
filters was judged mainly by visual inspection. In the

statistical anaysis, we considered 2 experiments, one
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from each side of the stable-nonstable boundary. In some
cases, it was difficult to categorize the result as

stable or nonstable. In such cases, 3 experiments were
considered in the analysis: one stable, one non-stable,
and the third clogging, (i.e., an intermediate condition).
Sina Bertram did not report all of his experimental re-
sults, the procedure described is taken. We obtained 63

cases from this experiment.

Reference: Bertram, G.E. (1940): "An Experimental
Investigation of Protective Filters", Harvard Graduate

School of Engineering, Soil Mechanics Series No. 7.

(2) Hurley and Newton (1940); ab. [ 40B]

Test Arrangement: Soil to soil test arrangement,

4" ID. cylinders.

Materials: Base Soil: a sand with DB15 = 0.3mm,

and DB60/DB10z4; Only one kind of base soil was used
throughout the experiment. However, the grain size dis-
tributions had a range which it varied from experiment to
experiment. It had a widely graded coarser portion (Fig.
3.2.3). Filters: selectively screened gravel, DF60/DF10=<
1.2 .3.3 and one with 25. The aim of the investigation
was to establish filter criteria for graded base soils.
These materials were considered to be representative

samples of earth dam materials in the New England area.
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Results: Main conclusions by the investigators are:

(i) The proposed grain size rations for stability
criteria are DF15/DB15 < 22, DF15/DB50 < 15.
DB50 was used instead of DB85, because the
range of DB50 was found to be smaller than

that of DBS85.

(ii) Both ratios,DF15/DB15 and DF15/DB50, tend
to decrease slightly with increasing DF60/

DF10.

Miscellaneous Comments: Stability mainly deter-

mined visually. Judgment seems to be on the unconserva-
tive side compared to other experiments. For even if
some migration of fines occurred throuch the filter,

the filter was judged safe provided that stable condi-
tions were finally attained without significant loss of
base soil. Re-sieving was done after the experiment,
but no significant change in the grain size distribu-
tion was observed. As mentioned earlier there was some
variation of grain size distribution from experiment to
experiment. In the statistical analysis, the most un-

conservative side of the distribution was introduced (see

Fig. 3.23).

Reference: Hurley, H.W. and Newton, C.T. (1940):

"An Investigation to determine the practical application
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of natural bank gravel as a protective filter for an
earth embankment", M.S. Thesis at M.I.T., Department of

Civil Engineering.

(3) U.S.C.E. (1941): ab.. [ 41]

Test Arrangement: Soil to soil test arrangement,

8" and 8" 3/4 ID. cylinders. The side of the cylinder was

tapped with a rubber mallet after usual test procedure.

Materials: Base Soil: fine sand with DB60/DB10 =

1.6~2.0. Filter: mixtures of concrete sand and gravel.
DF60/DF10 varies from 1.2 to 8.0. Various grain size
curve shapes were examined (e.g., linear, S-shaped, etc.).
One of the purposes of the experiment was to investigate

the influence of filter gradation on the performance.
Results: Conclusions are as follows:
(i) DF15/DB85 < 5 for stability.

(ii) In order to minimize washing of the fine
base material into the filter the grain size
distributions of the base soil and the fil-

ter should be approximately parallel.

Miscellaneous Comments: Stability mainly judged

visually. 1In the statistical analysis, only results
before tapping were used. Soares (1980) points out

that, because of the very thin (1/2") base soil layers
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used in the experiment, the result might be too con-
servative. (In order to simulate the natural filter
behavior, at least 2 inches base soil thickness is nec-
essary to supply enough material for the self-healing

process (Lund, 1949).)

Reference: U.S.C.E., Waterways Experiment Sta-
tion (1941): "Investigation of Filter Requirements for

Underdrains", Technical Memorandum No. 183-1.

(4) U.S.C.E. (1948): ab. [ 48]

Test arrangement: Soil to soil test arrangement,

8" ID. cylinders. Since some of the materials were plan-
ned to be used as riprap, vibration was applied after a
steady flow test. In some cases, surging was also ap-

plied.

Materials: The purpose of the investigation was
to develop criteria for filters and blankets used in
Enid and Grenade Dams. Two groups of tests were carried

out. Croup I teéts: Laboratory tests to examine all

the possible combinations of the base and filters:

DB10O 0.03 - 0.9 (mm) with DB60/DB10 = 1.8 - 5.7, and

DF15 = 0.9 - 8.0(mm) with DF60/DB10 = 2-15. Group I

]

tests: design satisfactory blankets under the riprap
on the upstream face of the dam. The materials were
obtained by screening borrow material at the site

DB = 0.05 - 0.3 (mm) with DB60/DB10 = 1.8 - 25, whereas
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DF15 =1 - 9(mm) with DF60/DF10 = 3.21.

Results: The following conclusions have been ob-

tained:

(i) For base soils and filters that are rather
uniformly graded, DF15/DB85 < 5 appears to be

a satisfactory design criterion.

(ii) In addition the following conditions are de-

sirable; DF15/DB15 < 20, DF50/DB60 < 25.

Miscellaneous Comments: Because this experiment

was done in order to check the proposed design for the
filter, the results include only a few non-stable cases
(4 out of 27). 1In the statistical analysis, stability
of the filters was judged based only on the behavior of

steady flow (i.e., tapping and surging was disregarded).

Reference: U.S.C.E. Waterways Experiment Sta-
tion (1948): “Laboratory Investigation of Filters for

Enid and Grenada Dams", Technical Memorandum No. 3-245.

(5) U.S.C.E. (1953): ab. [ 53]

Test Arrangement: Soil to soil test arrangement

2 & 5/8", 5" and 12" ID. cylinders. Vibration net applied

to Series I tests, but applied to Series II tests.

Materials: Series I (3 experiments): The pur-

pose was to determine the types of material which could
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be protected effectively by a standard concrete sand
filter (DF15 = 0.36mm, DF60/DF10 = 5.6). 1In three cases,
the base soils were selectively sieved from usual con-
crete sand (DB60/DB10 = 1.2 - 2.1). In the other case, a
slurry of the Vicksburg loses were used as base soil
(DB10 = 0.03mm, DB60/DB10 = 8.5), which resulted in clog-

ging of the filter. Series II: These tests were con-

ducted to determine the stability of using standard con-
crete gravel aggrecate of which grain size distribute
between No. 4 (=4.7mm) and 3/4 in. as a filter (DF15 =
7.4mm, DF60/DF10=2.0). Standard concrete sand was used
as the main base soil in this series (DB10 = 0.15 -1.7(m),
DB60/DB10 = 1.2 - 5.€).

Results: Besides presenting the results of their

own experiments, the authors compiled a series of pre-

vious published results. Their final conclusions are:

(i) DF15/DB85 < 5; but for very uniform base

soils (DB60/DB10 < 1.5) the limit may be

increased to 6.
(ii) DF50/DB50 < 25

(iii) DF15/DB15 < 20; but for widely graded base
materials (DB60/DB10 > 4) the limit may be

extended to 40.
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Miscellaneous Comments: The main aim of this in-

vestigation was to check the stability of standard con-
crete sand filters. Because of this objective, the test

includes no non-stable case and only one clogging case.

Reference: U.S.C.E. Water Experimental Station

(1953); "Filter Experiments and Design Criteria", Tech-

nical Memorandum No. 3-360.

(6) Karpoff (1955); ab.. [55]

Test arrangement: Sil to soil test arrangement.

8" ID. cylinder. Vibration applied.

Materials: The experiments are divided into two

groups; one with uniform filters (DF60/DF10 = 1.2 - 1.4,
11 cases), the other with graded filters (DF60/DF10 = 2 -
33, 13 cases). In the latter tests, various grain size
curve shapes were obtained through selective sieving. As
for the base soils, a silt (DB10 = 0.0lmm, DB60/DB10 =
6.5) and a fine sand (DB10 = 0.08mm, DB60/DB10 = 1.5) were
used for the uniform tests, whereas silt (DB60/DB10 =

6.6 & 23 was mainly used for the graded tests.

Results:

(i) For uniform filters: 5 < DF50/DB50 < 10
(ii) For graded filters: 12 < DF50/DB50 < 58 and

12 < DF15/DB15 < 40.



The author states that a reason for using DF50/
DB50 as a representative value for the criteria is that
since 50% fine is actually very close to the mean value
of a grainsize distribution. Based on the fact that a
uniform filter could nto retain the graded base soil
(Series Cl experiment) it is also suggested that their

agrain size distributions should be roughly parallel.

Miscellaneous Comments: The effectiveness of the

filters were judged by maximizing the permeability of the

base soil-filter system. Visual observations are also
used in judgment. It is not clear why DF15/DB85 was
not adopted as the criterion parameter, since a value of
DF15/DB85 between 3 and 6 can separate the stable re-
su:lts from the non-stable resuls for both uniform and

graded filter cases.

Reference: Karpoff, K.P., (1955): "The Use of

Laboratory Tests to Develop Design Criteria for Protec-

tive Filters", Proc. ASTM, Vol. 55, pp. 1183-1198.

(7) Lund (1949): ab. [ 491

Test arrangement: Soil to soil test arrangement.

3" ID. cylinder was used for DB60/DB10 < 3, otherwise an
8" ID cylinder was used. The apparatus was gently tap-

ped during the test.

304



Materials: Group I: Tests combine uniform filters
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(DF60/DF10 < 1.2) and uniform base soils (DB60/DRBR10 X 1.2).

They are systematically combined to investigate the crit-

ical conditions. Group II: The base soils have D10 =

0.1lmm and DB60/DB10 from 1.2 to 7; whereas the filters are

the same as for Group I. The purpose of this group of
experiments was to investigate the influence of grada-
tion of the base soil. Group II: The base soils have
DB85 = 0.5mm and DB60/DB10 from 1.2 to 3; the filters
are very uniform (DF = 3.4 - 6.7mm, DF60/DF10 = 1.15 -
1.4). The aim of this part of the experiment was to
analyze the influence of base soil gradation while DB85

remains constant.

Results: Lund reached the following conclusions:

(i) DF15/DB85 < 8 for DB60/DB10 < 7.

(ii) There is some evidence that the critical
value of DF15/DB85 decreases with increasing
DF60/DF10.

(iii) The coarser particles of the base soil should
be the ones that control filteration through

self-healing at the base soil-filter inter-

face.

Miscellaneous Comments: Results were classified

based on (1) change of filter permeability, and (2) vis-

usal inspection. The author classified the results in-
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to three categories: STABLE - no permeability change and
no migrations of base soils even under tapping of the
apparatus. UNSTABLE - significant drop in permeability
after gentle tapping; this was almost always accompanied
by migration of base soil particles into filter. If

the intrusion was less than 1/2", the condition was con-

sidered unstable. COMPLETELY UNSTABLE - when all or a

significant amount of base soil was washed through the
filter.

In addition to these usual soil to soil tests, Lund
examined the physical meaning of using DB85 in the fil-
ter criteria by conducting soil against screen tyre ex-
periments. It was found that, if the opening size of
the screen exceeds DB80 to.DB85, the amount of soil lost
through the screen increases exponentially. This fact
suggests that DB85 could be a key parameter of the self-
healing" process of the base soil.

The author found in this soil against screen type
tests that if the base soil thickness on the screen is
less than 2", there is significant differences in stab-
ility of the base soil. Based on this fact, Lund con-
cluded that the thickness of the base soil should be at

least 2" in order to simulate "natural filter" behavior.

Reference: Lund, A (1949): "An Experimental Study

of Granded Filters", Thesis presented to the University
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of London in fulfillment of the requirements for the de-

gree of Master of Science.

(8) Leatherwood & Peterson (1954); ab. [54]

Test arrangement: Soil to soil test arrangement,

6" ID. cylinder. No vibration applied.

Materials: ©Natural sands and gravels, artifically
graded by selective sieving (DB10 X 0.2-2.5mm, DB60/

DB10 Z 1.4 with one 2.8, DF15 I 0.8-5.0mm, DF60/DF10 <

1.3).

Results: The limiting grain size ratios are
DF15/DB35 < 4.1

DF50/DB50 < 5.3

Miscellaneous Comments: The effectiveness of the

filters was judged based on the changes in head loss at
the base soil-filter interface, which is considered to

be a very sensitive method. The authors themselves
stated that "The technique employed by the investigators
reported herein is believed to be more sengitive (than
the conventional visual inspections)". As a result, the

limiting grain size ratios are more conservative than

in other experiments.

Reference: Leatherwood, F.N. and Peterson, D.F., Jr.

(1954): "Hydraulic Head Loss at the Interface between



308

Uniform Sands of Different Sizes", Transactions, Ameri-

can Geophysical Union, Vol. 35, No. 4, pp. 588-594.

(9) Kawakami, et al (1%61): ab [ 61]

This is a set of experiments conducted from 1957
to 1961 at Tohoku University, Sendai, Japan, under the
Supervision of Prof. F. Kawakami. Only a summary paper
by Kawakami & Esashi (1961) is known internationally.
The data used in the present statistical analysis were
taken from a thesis by Takemura & Yamamoto (1961), which
completed this series of experiments. The authors give a

very detailed summary of all the experiments.

Test arrangement: Soil to soil test arrangement,

ID. 15cm cylinder, thickness of base soil and filters

were 7.5cm and 15cm respectively.

Materials: Base Soil: sand, sandv loam and silty

lome. Many had cohesion. Filters were prepared in four
ways:
(i) parallel to the base soils.
(ii) non-parallel to the base soils.
(iii) For some filters that are very close to non-
stable condition, the changes were made on
the coarser portion of the grain size dis-

tribution while keeping constant the portion

finer than DF20.
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The same as (iii), but changing the finer
portion (finer than DF20), while keeping the

coarser porticon constant.

Results: The following conclusions were drawn:

(i)

(ii)

DF15/DB85 is not a good criterion to separate
stable from non-stable filters especially
when the base soils have cohesion. The con-
ventional criterion DF15/DB85 < 5 is un-

conservative for some cohesive base soils.

Comparing the filters that changed the shape
of distribution finer than DF20 and the fil-
ters that changed that of coarser than DF20,

it was found that the stability of the former

was influenced by the change, while that of

the latter was not. This suggests that the
finer portion of the filter is important in the

filtering process.

(iii)Comparing the filters prepared according to

(iv)

the procedures described in (iji) and (iv) in "Mat-
erals” section, it was found that the stability
of the latter was influenced by the change while
that of the former was not. This suggests that
the finer portion of the filter is important in
the filtering process.

The finer portion of the grain size distribution

is important both for the filter and the base



310

soil. The authors also proposed the following
criterion based on DF10 and DB10 (units is mmn,
and 0.009 < DB10 < 0.4):

DELO _ ,, 1.9 .

DB1O log (DB10 - 0.001)x10

log (

Miscellaneous Comments: The stability of filters

were judged mainly based on the mechanical analysis of
the filter after each experiment. Results were clas-

sified into three groups:

STABLE: almost no base soil varticle found
in the filter.

UNSTABLE : After the experiment, the filter con-
tains more than 2% of base soil part-
icles.

PIPING: A considerable amount of base soil

washed through the filter.

References: Kawakami, F. and Esashi, Y. (1961):

"On Drainage Filter for Earth Structure", Abstract paper,
16th Annual Meeting, Japan Society of Civil Engineers
(in Japanese). Takemura, S. and Yamamoto, H. (1961):

"A Study on Filters", Graduate Thesis at Tohoku Univer-

sity, Sendai, Japan (in Japanese}.

(10) Belyasherskii, et al (1972): ab.. [72]

Tests Arrangement: Soil to soil test arrangement

with filter layer top; 8" ID cylinder. Fluctuating flow

was applied with average gradient 0.3-0.7, amplitude
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of pressure fluctuation 1.85 - 3.2, and frequency 1.6 -

4.5 Hz.

Materials: Base soil was a river sand, DB1l0 =
0.17mm, DB50/DB10 = 2.24. Various grain size curves
for the filter were used, with DF10 Z 0.5 - 0.6 mm and

DF60/DF10 X 2-33.

Results: A stable region on DF60/DF10 - DF50/

DB50 plane was proposed as follows:



Miscellaneous Comments: The effectiveness of the

filters was judged based on the amount of penetration of
filters into the base soil. The condition was judged to

be stable when the penetration was less than lcm. Only

two cases were judged unstable among a total of 13 cases.

Description of the experimental details is poor and some-
times unclear. It seems that the conclusions are stated
too strongly considering that they are based on only 13

experiments.

References: Belyashevskii, N.N., et al (1972):

"Behavior and Selection of the Composition of Graded
Filter in the Presence of a Fluctuating Flow", Hydro-
technical Construction, Vol. 6, pp. 541-6 (translated

from Russian).

The next two sets 0f experimental data are the re-
sult of investigations on the design of filters for
cracked clay cores of earth dams. The main investigator
is P. Vaughan (see also Section 1.2.2(3)). Balderhead
Dam was completed in 1965 and suffered internal erosion
of well-graded glacial till core material after first
filling of the reservoir. The investigation showed that
cracking of the core by hydraulic fracturing followed
by fine clay particles washed out from the crack wall was

the mechanism responsible for failure. The filter failed

312
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to retain soil particles migrated from the crack walls.
(Filters are usually designed for intact core conditions,
not for cracked conditions).

Vaughan proposed a method to design filters for
cracked conditions based on a "perfect" filter principle,
i.e., the filter should retain the smallest particles
that could migrate from the crack walls. This principle
does not necessarily mean the filters have to retain
clay mineral particles. For a combination of seepage
water and clay chemistryv, flocculation of clay particles
occurs. Therefore, it is these clay flocs that should
be retained by the filter.

Cow Green Dam has a similar clay in the core. 1Its
construction had just started when the damage of Balder-
head Dam became known. Vaughan did some experiments
to ensure the effectiveness of the filter of the Cow

Green Dam (Vaughan (1975)). Group (11l) is from this ex-

periment. Later on, vaughan and Soares did a more sys-
tematic study on this topic. aGroup (12) is the result

of the latter study (Vaughan & Soares (1982)).

11. vVaughan (1975); ab. [ 75]

Tést Arrangement: ID. 50mm cylinder. Thickness

of the filter 75mm. The tube was filled with water and

flow was allowed. Flocculated clay was introduced.
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Materials: The flocculated clay was produced

by using the clay used in the core and river water. The
floc size was in the fine silt range (DBO -~ DB50 = 0.002 -
0.006mm). Three types of filters were prepared:

(1) artificially sieved uniform sand filters (DF15 =

0.06 - 0.3mm, DF60/DF10 X 1.4), (2) natural sand
- (DF15 - 0.lmm, DF60/DF10  12), (3) natural sand after
washing on No. 200 (0.074 mm) sieve (DF15 = 0.15mm,

DF60/DF10 = 7.7).

Results: The permeability of the filter is pro-
posed as a filter criterion (see next section for de-

tails).

References: Vaughan, P.R., Lovenbury, H.T. and

Horswill, P. (1975): "The Design, Construction and Per-
formance of Cow Green Embankment Dam", Geotechnigue 25 (3).
Vaughan, P.R., and Soares, H.F. (1982): "De-

sign of Filters for Clay Cores of Dams", Proc. ASCE,

Vol. 108, No. GT1.

(12). Vvaughan & Soares (1982); ab. [ 82]

Test arrangement: Same as in (11) Vaughan (1975).

Materials: Suspensions of fine quartz particles
(30g/%) were used as base soil (DB1l0 = 0..0007 - 0.023mm.
DB60/DB}0 X 1.2 - 1.7). Filters were artificially
sieved and were all in the sand range (DF15 = 0.1 -

0.8mm, DF60/DF10 = 1.5 - 5.6).
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Results: The authors proposed a filter criterion
based on the permeability of filters; the critical value

of permeability is proposed to be

k 6.7 x 1077 x §1-°2

k: permeability (m/sec)
§: particle size (m)

8 = {DB85 for cohesionless base soil or the mini-
mum size of floccurated clay.

A filter whose permeability is less than k is considered

capable of retaining particles of size larger than ¢.

(13) Sherard, Dunnigam & Talbot (1984A);. [ 84A]

Test Arrangements: Soil to soil test arrangement,

4" I.D. cylinder. The thickness of the base material

and the filter were 2" - 4" and 5" - 7" respectively.

Materials: Very uniform base soils were used

~

(DB10 X 0.1 ~ 2.0mm, DB60/DB10 X 1.1 ~ 1.2) which were ob-
tained by selective sieving. Filters were mostly uni-
form sands and gravels consisting of subrounded to sub-
angular particles (DF15 T 1.0 ~ 13.5mm, DF60/DB10 < 1.1

.~ 3.9). 20 experiments were carried out.

Resulfs: The authors' conclusions are as follows:
(i) The Borderline between the stable filters
and nonstable ones v, DF15 = 9 DB85. This

value was also supported by the results of



(ii)

(iii)

(iv)
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Lund (1949) and Bertram (1940).

The authors‘compared the results with those

of Karpoff (1955) and found them to be sub-
stantially different (DF15 - 5 DB85 was
Karpoff's borderline). They attributed this
discrepancy to the way in which filter
stability was judged by Karpoff. They claimed
that "visual failure" in Xarpoff's paper just
indicates base particles movement during the
formation of a self-healing filter; this was

supported by the fact that permeability did

not increase after "visual failure".

The pore of thé filter was observed by us-
ing molten wax. The channel's linear dimen-
sions normal to the direction of flow ranged
approximately from 0.1 to 0.6 DF15. There-
fore, it is speculated that particles smaller
than 0.10DF15 can pass through the void with-

out being caught by the skeleton.

DF15/DB85 < 5 is shown to be a conservative
criterion and DF15 and DB85 to be appropriate
characteristics of the filter and the base;
Therefore, it should be continued as the main

criterion for judging filter performance.
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(v) Criteria that use DF50/DB85 or DF15/DB1l5 are
not founded on sound theoretical or experimental

bases.

{vi) There is no necessity for the grain distribution
curves of the filter and the base so0il to be

parallel.

Reference: Sherard, J.L., Dunnigan, L.P. & J.R.
Talbot (1984): "Basic Properties of Sand and Gravel

Filters", J. of Geotechnical Eng. (ASCE), Vol. 110, No. 6.
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APPENDIX B. LIMITS OF EQ. (4.3.9) AND EQ. (4.3.23)

B.l Limits of Eg. (4.3.9)

Eg. (4.3.9') is rewritten:
m n
‘]"("'1 I'l

(15 (-8 K (15 (1-8"
@F—l-{l-PF(l-Bl) {l-PF(l—Bz)}

@1y (F - 1)

P _ 1,k o0 k -
{1-pp (1 - 5(B{+E3))} (1-P.)

Let us consider Qn(l—@F) for calculational convenience:
en(l - ¢F)

m = k n = Q
(E—l)ﬁn{l-PF(l—Bl)}+(E—l)ﬂn{l—PF(l-p2)]

=

1 2

m n 1.,k 2 -5
(-}E"l) (-f-l)ﬂ,n {l-PF(l"‘Z‘(B + B7))} 4+ an(l PF)

+
3

The limit is considered separately for terms 1 , 2 and 3.
For term 1,

= k
Qn{l-PF(l-Bl)}

2im m = k _ im
k>0 (E - 1)2n{1—PF(l-81)} = k0 ( % )
m-k
= .k
= pim __ FpP1fn By
ko _
Toktk (17, (1-85))
(m-k)
= mPFJLnBl
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For term 2 ,

2im ,n = 2 -
2v0 (E - l)ln{l-PF(l—Bz)} = nPanB2

For term 3 ,

. m-k, ,n-% = 1, .k .9
]silm (—k—) (-2—) ln{l-PF(l-—2-(81+82)) }
-0
2-+0
- 1, .k .2
im K

£
k->o —__ —_—
2+0 m-k n-2

Applying Hospital's theorem for multivariate functions,

ol

P
- "F _k F_L
= By &nB., - —%B, &4nB
_ gim 2 1 1 272 2
T k-o
pro (—B— - B _3(1-F (1-1(85480)0)?
(m-k) (n-2)
P
- _ “F,2
= mn ( 2) lnBlan2
From 1 , 2 and 3,
P

S ) - _F,2 -7
Zn(l—@F) = mPFRnBl+nPF2n82 mn(2 ) QnBllnBZ-fﬁn(l PF)

mp np P
_ F F F,2 . (1-P
(l-®F) = Bl 82 . exp(-mn(i—) RnBlQnBZ) (1 PF)
Therefore,
mP, nP PL _
on = 1 -{81 " B, + exp[-mn () QnBllnle(l-PF)}
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If 82 = 1, which is 1-D case, ¢F becomes

mPp, -
op =1-8;, "(1-P)

B.2 Limit of Eg. (4.3.23)

The system failure probability can be written as

1
mk i
= - . Py -
°p T 1 Proe) " M 1 (Peyy =By Peiy,p)!
e 1
j=1
mk nk " =
I 0 {1-(P...-5 R Pge., 1:~5R P_.. )}
i=15=1 ( fij 2 % fi-135 2 % fij-1
where Pfij is the marginal failure distribution at point
(i,3), and the distance between two points are divided by
k and 2.
Thus
Qn(l-QF) = Qn(l~Pfoo)
nk %
+ n _§ {1 - (Pfil-Bl Pfi—ll)} 1
i=1
ng %
mk nf 1 % 1 % )
+en T 0 {1-(P.,y = 5B, Pc._7:==B, P_.. )
i=1 =1 £ij 21 "fi-13 272 "Fij-1
3
(B8.2.1)

For term 1,



329

mk %
Iy =4in T {1-(Pp;,=B8;" Pp;_qp))
i=1
mk = %
= - - - 1 - []
. = &n N [{1-(1-8; ") P.}-{PL, -8, Pfi_l’l}]
1

1
 (1-(1-2 K3 _ _ak

Note that Bi << A.

mk
I, = 4n 1 (A-B.)
1l i=1 i
mk
I (mk-1) &nA + Zn(A - I Bi)
I 7 1=l
i1 12

The limits (k->«) are taken for the two terms above.

£im

k»o 111 = Fp ™ 08
and
1 1
. . = km =
f£im I, =2im k.= k
12 an[{1-(-B, )P} = I {PL., = B, PL. . ;1]
k>0 k>0 1 F i=1 fil 1l “fi-1,1
Therefore,

2im _ 3 J '
koo I] = Pp ming; + 2n{l-Pp(m,0) + P;(0,0))}
(B.2.2)

£im _ = _p '
oo I2 = PF n2n82 + gn{l PF(O,n) + PF(O,O)}
(B.2.3)



330

For term 3

mk n#i Py 1
I.=f¢n I 1 {1-(p...-28.%p_. .- Lgtp .. )}
37 j014=1 £i372°1 Ff£i-13° 272 “fij-1
mk  nt 1 % 1 -
=i 1T H1-(1-38,%- 28,715 .)
i=1 j=1
1 1
o Ll.E 1.7
{Peiy = 38 Prj14” 38 Peyqo1)]
1 1
. gl k1, T=
Let A =1- (1-38,° - 3 8,15,
1 1
-— ] - _]: k [] _]_-_ 2
Biy = Peiy ~ 2 B1 Pri-15 T 2 B2 Prig-1
then
mk nf
I.=2n 0T T (A-B..)
3 i=1j=1 i3
mk ni
~ Qn[Aman _ Amknﬁl—l 5 5 Bi']
i=1 j=1 *J
mk nf
= (mkn2-1) &nA - &n(A - I I  B,.)
i=1 j=1 J

I3 oY)



2im
k>ooT

g+

f.im
| S

L0

L

Finally,

2im I
k>

>

+

Egq. (B.2.1)

ln(l-@F)
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1

k

o=

1— 1—
gim  n[(I-PL)+5Pp8, "+3PL8 7]

= ko

1—
= 5P

2
) fmn QDBl QnB2
(mkni-1)

Qo

1
_ 2im k
32 7 kow

Q>0

I +

— 1—
zn[{(l-pf) + Epfel

mk nf
z z
i=1 j=1

1
k
1

1

£ij 2

{p B

' -
Pri 15

m

1 n
={/ Pl(x,n)dx +
2 ° f

J Pc(m,y)dy
o £

n{l -

m
- /P
o

n
£(x,0)dx - é P:(0,y)dy}]

2
Pp

3

(NI

mn£n812n82

n
2 (" py dx+/ PL(m,y)dy -
o

n ]
fon(o,y)

meé(x,O)dx - dy}]

(o]
(B.2.4)

becomes

zn(l-Pfoo)



Thus,

+ PFm2n81 + Qh{l-P%(m,O)-Pé(0,0))}

+ §fn£n82 + ln{l—(Pé(O,n) - P%(0,0))}

1 =2
+ 5 Pf mnznslznsz

m n m

+ in[l- 1 {/ PL(x,max + / Pr(m,y)dy - / PL(x,00dx -
(o] O (o}
n
/ PL(o,y)}
/ Pt
PFm Pn

5. =1- [(1-P,_ )" B "8 'exp[%- PZmnin8, n8,]
'{1‘(P%(m,0)"P%(O'O)}{1-(P%(0,n)—P%(0,0))}

1. W n m n
.[1—5{£ Pé(x,m)dx+£ P%(m,y)dy-é P%(X,O)dx-é P%ﬂhy)dy}]]
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APPENDIX C. CASE STUDY: PROBABILITY OF MALFUNCTIONS
OF THE FILTER OF CARTERS DAM

Construction records from Carters Dam, Ceorgia,
are used to estimate the probability of filter malfunc-
tioning. Calculation is based on model and results ob-
tained previously in Chapters II, III and IV. A brief ex-
planation on the dam project and a description of the av-
ailable data are given in Section C.1 followed in Sec-
tion C.2 by preliminary statistical analyses. Fin-
ally, the probability of filter malfunctioning anywhere
in the structure is calculated in Section C.3.

The present calculations are limited mainly by the
amount of grain size data available for the core and the
transition zone and by unceftainty on the tail behavior
of the logistic models fitted to data from laboratory
experiment. For this reason, the main purpose of this

application is to illustrate the methodology.

C.1l Introduction

Carters Dam is located on the Coosawatt River in
northwest Georgia, 75 miles north of Atlanta. The pro-
ject is part of the development of the Alabama-Coosa River
and tributaries for navigation, flood control, and power.
The dam was built by the Mobile District, Corps. of En-
gineers, U.S. Army. Construction of the embankment started

in April 1964 and was completed in February 1970. The lay-
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out and a cross section of the dam are shown in Figs. C.1
and C.2 respectively. The overall dimensions of the dam
are given in Table C.1.

The rock foundation consists of quartzites, argil-
lite and phyllite with quarzites predominating. The over-
burden material (mainly lean clay) and the weathered
rock (10 to 60 feet in depth on top was removed.

Carters Dam is a compacted, zoned rockfill embank-
ment with centrally located impervious core (Fig. C.2).
The core, Zone 1, consists of highly weathered and dis-
integrated rock. Most of the material for the core was
taken from the same borrow areas. Zone 2 is a transi-
tion zone which protects the core against internal ero-
sion by seapage; it was built using weather~d rock from
the excavations. The rockfill consists of 4 zones,
sound gquartz with up to 30% argillite and/or phyllite
which was considered to be the best quality rock at the
site and was used for Zone 42; Intermediate quality
rock was used for Zone 3B; and Zone 3C is made of random
rock. The crest, Zone 3AA, was made of sound quartz
with 30% finer than the number 4 sieve (4.7mm). Most of
the material used for the dam was a by-product of excava-
tion. Ranges of grain size distributions for Zone 1 and
Zone 2 are shown in Fig. C3. For more detail, see Robe-

son & Crisp (1965) and U.S.A.C.E. (1876).
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Construction records of the Dam are used to evalu-
ate the probability of malfunctioning of the filter sys-
tem. The available data is summarized in Table C.2. Un-
fortunately, the grain size distribution data is not
abundant for the core and the transition zone (one sample
per (33)3 C.Y. and one sample per (26)3 C.Y. respectively).
Because of this limitation, construction control density
date (one sample per(12)3 C.Y.) are used to estimate the
correlation in space of material properties.

The procedure for the estimation of the prob-
ability of malfunctioning is shown in Fig. C.4. First,
the spatial variation of critical grain size values
(e.g., DF15,DB85) is analyzed. In particular, the dam is
partitioned into regions such that these grain size
parameters are statistically homogeneous within each re-
gion. The mean probability of malfunctioning of the fil-
ter is the same at all points of a region. The correla-
tion function of dry density is used as an indirect
measure of the correlation of grain sizes, for which data
is limited. These correlation analyses are described in
Section C.2.

The failure probability at the given point of
each homogeneous portion of the plane between the core
and the transition zone is obtained using results from

the logistic regression analysis of Chapter III.
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Finally, the probability of malfunctioning of the
filter system for the entire structure is obtained us-

ing the generalized weakest link model.

C.2 Statistical Analysis of Grain Sizes and Estimation of
the Failure Probability at a Point

First, grain size data is analyzed for the
purpose of partitioning the core and the transition zone
into homogeneous regions. A cluster-analysis method known
as K-menas is used for this purpose. The spatial cor-
relation function is estimated from the construction con-
trol density data because of the relative abundance of

this type of measurement. Section C.2.2 is devoted to

this topic.

C.2.1 Estimation of the Probability of Malfunctioning
at a point.

Grain size distribution data is available at 57
points of the core (zone 1), and at 28 points of the down-
stream transition zone (Zone 2). Log DB85 and Log DF15
are plotted in the sampling sequence in Figs. C.5 and C.6.
Logarithm taken because (i) the finer grain sizes are
considered to be more important in this phenomenon;

(ii) in approximation grain sizes follow log normal dis-
tribution. Figure C.5 clearly indicates the existance of
several subregions with homogeneous properties.

There are several ways in which one can partition a
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set of data into homogeneous groups. The K-means method,
one of the most popular nonhierarchical procedure
cluster analysis is used here mainly because of its sim-
plicity. (Johnson, R.A. & Wichern, D.W. (1982)).

The procedure consists of the following three

steps:

Step 1l: Partition the data into K initial clus-

ters;

Step 2: Assign each data point to the cluster
with nearest mean (Euclidean distance
is often used, although other distance
function are allowed). The mean values

of the clusters are recalculated.

Step 3: Step 2 is repeated until no data point

is reassigned.

Another way of describing the method is as follows:
It is well known in ANOVA (Analysis of Variance) that a
total sum of squares (S.S.) can be decomposed into a

within-group (a within-cluster) and a between-clusters

S.S.:

(Total S.S.) =

(S.S. within clusters)+(S.S. between clusters)

(C.2.1)

Explicitly,
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k m, _ k m,
s ozt (x. -%% = 3 5t ox.-x. )2
i=1 j=1 ] i=1 =1 1J 7
k B
+ I m, (x,.-%) (C.2.2)
i=1 * 7
where k: number of cluster

m, : number of data points in the ith cluster

xij: data

and where x and §i are the averages

n m,
X = % z El t ox, .
i=1 M §=1 *J
m.
; = —J: Zl X, .o
i. Myog=2

The objective of k-means is to minimize the within-cluster
S.S. for a given number of clusters.

Cluster analysis are presented in Figs. C.7(a)
and (b) for log DB95 and in Figs. C.8(a)-(c) for log DF15.
One of the criteria that can be used to determine the
number of clusters k is to consider the ratio between the
within-cluster S.S. and the total S.S. as a function of
k. This function is shown in Figs. C.9(a) and C.9(b)
for both cases. On the both of these Figures, it is de-
cided to use 3 clusters for log DB85 and 5 clusters for
log DF15.

The analysis applies strictly only to the sample

locations. In order to obtain a complete zoning of the
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dam, each point is associated with the cluster of the near-
est sampled point. The final results are shown in Figs.
C.10 and C.11 for log DB85 and for log DF15 respectively.

Regions that consist of combinations of a homogen-
eous core zone and a homogeneous transition zone, are
identified as shown in Fig. C.13. For each such region,
Table C.13 gives area and the mean values of DF15, DB85
and DF15/DB85 (the latter using first order approximation).

It is straight forward to calculate the mean pro-
bability of filter malfunctioning at the given point of
each zone based on the result of the logistic regression
analysis of Chapter III. Two differrent logistic models
have been fitted to the data: One is in terms of (DF15/
DB85, DB95/DB75) (see Table 3.9), the other is in terms of
(log DF15/DB85), DB95/DB75) (see Table 3.10).

The models are nearly the same except for extreme
value of the parameters. 1In all calculations, the ratio
DB95/DB75 is equal to 5 because (i) the base soil has a
widely dispersed grain size distribution and (ii) the
data base on which the results of the regression analysis
is based includes only cases with DB95/DB75 < 5. There-
fore, regression results are considered less reliable be-
yond this value.

The results are shown in Table C-4. As expected,

the two models give very different results because of the
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low lattice DF15/DB85. Clearly, the data is scarcely
an indication of the probability of malfunctioning under

these conditions.

C.2.2 Estimation of the Spatial Correlation Function

Because of the sparsity of grain size data,
indirect information on the degree of spatial correlation
of data grain size is obtained from the construction
control density data.

Baecher (1984) lias done some statistical analyses
of density data including spatial correlation analysis.
The only case in which he found significant correlation was
in the analysis according to the sampling sequence. Cor-
relation in terms of spacial distance was found to be
not significant. This is an expected condition because
material properties are expected to be strongly correlated
to the borrow sources. As a consequence, the present
correlation analysis uses the sampling sequence as a

parameter for ordering the data.

The correlation function is estimated as follows:

(i) The data is grouped according to Y3 max°
(ii) Bartlett's test (Bancoft & Han (1981)) is used for

the hypothesis that the variance is the same for

all the groups.
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(iii) If Bartlett's test passes (this is found to be the
case here), then the F-test is used to reduce the
number of groups when the difference in groups
mean is not significant.

(iv) The correlation function is estimated for each

group.
These procedures are explained next in detail.

(1) Use of Y3 max to group Yg

During construction, only dry density Yq and w are
measured at each sample point; on the other hand, the
criteria used for control are in terms of the ratio
D=Yd/Yd max® Yd max is usually estimated from compaction
tests on the borrow material. This implies that the value
of Y4 max assigned to each measured point indicates the
construction engineer's classification of that particular

soil. Por this reason, is used here to classify

Yd max
the data into homogeneous groups. As a result, 1045 data

are classified into 25 groups.

(2) Bartlett's test on the homogeneity of variance

Suppose one has k sets of independent samples of
size n; (i=1,...k). sSamples of this ith set are from

N(pi, oi). We want to test the null hypotheses

against an alternative hypotheses that for of#oz at least
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one i. The mean values in i are unknown, and must be

estimated from the samples.

Under the present condition the likelihood function
is
2
k n, (x.. - uy.)
_ 1 exp[- Z1 i3 i ]

L = i q
i=1 (2nof)nl/2 j=1 soi

(C.2.3)

It is easy to show that the maximum likelihood estim-

ators of My and oi are

A — 1 %4
H, = X, = — L (i=1,...,k)
i i n, 521
A n, _ (C.2.4)
oi = Hl gt (xi. - xi)2
i j=1 J

Substitution of Eg. (C.2.4) into Eg. (C.2.3) gives the

maximum of the likelihood function:

-2
k n. (x.. - x.)
1 = ,\21n.72 exp[- .21 ljn. i
max i=1 (2mwoi) 1 i=1 2 1 = 2
i P z (xi. xi)
i §=1
k n,
_ 1 -1
_.'JT “"—A——-—Tz exp[ ) ] (C.Z.S)

— 2,nj
i=1 (Zwoi)

On the other hand, under Ho' the maximum likeli-

hood estimators of My and 02 wre
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“oi = xll
~2 _ 1 - .2
% = R ? z (xij - xi) (C.2.6)
i]
where N =12 n,
i

Hence the maximum of the likelihood is

: N N
o

~2.°2 2
L =
max (2ﬂoo) e (C.2.7)

Taking the ratio between Egs. (c.2.5) and (c.2.7),

0

Lmax
y = 4=

lmax

== (C.2.8)

H, is rejected if Aika (where Aa corresponds to a% sig-
nificant value of A). This test is slightly biased due to
the use of biased estimators Si.and og. In order to cor-

rect this bias Bartlett suggests replacing the sample

size n; by ni—l in the expression for A. He proposed
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use of the statistic

2 2
vlog so-iglv. log Si

B = = (C.2.9)
A SRR S
3(k-1) 1=1Y3 v
where
v, = n, - 1; v o= ; vy = N-k
i
n,
2 1 i - .2
8§, = — I (x.. - x.)
2 _ 2
So = i visi/v

Under Ho for large sample size n., B is approximately dis-
tributed like x2 with (k-1) degree of freedom. Hence Hg
is rejected if B > Xi,k-l' The test is unfortunately not
robust with respect to departures from normality. For
detail, see for example Bancoft & Han (1981).

For the present data set, the guantity B Eg.
C.2.9) has value 33.6, and Ho is accepted at the 5%

significant level because xg 0.f.=24 = 36.42.

(3) PF-test to reduce the number of clusters

From the previous analysis, we have concluded that
all the group variances can be considered the same. Next,
we want to test whether the group means can be considered

the same. In this case, the null hypothesis is
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and is tested against Hl: My = u. for at least one i.

This is a standard problem in analysis of variance

(ANOVA) ,

see e.g., Snedecor & Cochran [1980].

consists of calculating the ratio

where

P o= zztreat??;fé;k'l)
error
koong 0 =0 2
85, reatment iil jil(xi'- X )
k o
SS.rror = iil jil (xij ~ l.)

and of rejecting HO if

The test

(C.2.10)

This test has been used to reduce the number of statis-

tically different groups from 25 to 9.

shown in Fig. C.11l.

(4) Estimation of the Correlation Function

Final results are

Correlation functions are estimated using only

groups with more than 100 data points.
the number of useful groups to 5.

in Fig. C.12(a)-(e).

This reduces
Results are shown

For groups 5 and 8 (Fig. C.12(a)
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(e)) showed no obvious trend, possibly due to the small

sample size (Baecher, 1984).

C.3 Results
The generalized weakest link model of Chapter IV
can be used now to calculate the probability of filter

malfunctioning. Eg. (4.3.11) gives

mp np P

= 1—{81 fB F exp[-mn(§£)22n812n82]}(l-ff)

? 2

F
(4.3.11)

where @F: the system failure probability

F mean failure probability
m,n: size of the 2-D continuum.
Bl 82: correlation coefficients at distance

As = 1 in two othogonal directions.

varies from region to region (Section C.2.1).

Let us consider 20 ft. as unit length for calculational
convenience. Because of the scarceness of the data, this
procedure will not affect the result. Each latter in
Fig. C.13 indicates square area with unit length sides
(i.e.,'20 ft. bv 20 ft. sguare). Because of the nature
of the construction procedure, we assume these unit
squares are correlated only to the horizontal direction.
For the vritual direction, correlation is only assumed
within each square. As obtained in Section C.2.2, the

correlation coefficient for points unit distance apart
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is estimated to be 0.35, than Eg. (4.3.11) becomes

(n+l)Pf sznﬁ 2

P, =1- (B exp[-n(~—§——) ]}(l-ﬁf)

F

The calculated results are given in Table C.4.

Results based on (DF15/DB85, DB95/DB75) model give
an unreasonably high failure probability. On the other
hand, the model based on (log (DF15/DB85), DB95/DB75)
give probability that are negligibly small for all regions
except region C for which ¢ < 10", rThis discrepancy
in the results comes from the difficulty of evaluating
§f under very safe conditions, using statistical data
from laboratory experiments (see Section 3.3.3). Results

obtained under the second model (smaller failure prob-

ability) appears to be more reasonable.



TABLE C.1 LEADING DIMENSIONS OF CARTERS DAM

Crest of embankment

Top water level

Maximum height above
foundation

Length of embankment

Crest

Upstream slope

Downstream slope

Total] value of Embankment

Rock

impervious material

random material

Er. 1112.3 ft

Eg. 1107.2 ft

348

445 £t (135.6m)

2053 ft (625.8m)

40 £t (12.2m)

1:1.8

14 766 000C.Y.(11 296
12 416 000C.Y.( 9 498
1 800 00OC.Y. ( 1 377

550 000C.Y. ( 420

000 m3)

000 m°)
000 m3)
000 m3)
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TABLE C.3. SUMMARY OF CLUSTER

ZONES
Core (Zone 1) - DB85 -
I!

Cluster # # of Data Mean s.d.

Bl 16 -0.818(0.152) 0.256

B2 12 0.142(1.39) 0.189

B3 26 0.962(9.16) 0.245

Transition (Zone 2; Downstream) - DF15 -
H

Cluster # $# of Data Mean s.d.
. F1 5 -1.86(0.0139) 0.252
| F2 12 -1.39(0.0404) 0.101
F3 7 -0.686(0.206) 0.184
F4 3 -0.242(0.796) 0.199

F5 1 0.845(7.00) -
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8 Core=Filter Interface
Plane

N4

e Filter
vore

(a) Analysis of Spatial Variation of Soil Parameters. (Correlation Structure

log DB8S Core log DM5 Filter p
Yt .. .. e 1.0
= i Oo
As
(b) Transformation to _P—f by logistic Mode
1.0
?f 0.5 [ gistic A
Curve
0.0
DF15/DB85
Mean Failure -ff (s) J
Prod. Function
e .s_
(¢) Generalized Weakest Link Model to ?valuate System Pailure [Probability
-

Generalized Weakest Link Model

J

Probability of Malfunctioning of
Filter for BEntire Dam, P

P

Pig. C.4 .The Proposed Procedure to Calculate the Prodability of
‘Malfunctioning of Dam Pilter System
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