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Design Methodology for Unmannded Aerial Vehicle (UAV) Team Coordination
by
F.B. da Silva, S.D. Scott, and M.L. Cummings
Executive Summary

Unmanned Aerial Vehicle (UAV) systems, despite having no onboard human pilots, currently
require extensive human involvement to accomplish successful mission operations. Further,
successful operations also require extensive colalboration between mission stakeholders,
including operators, mission commanders, and information consumers (e.g. ground troops relying
on intelligence reports in their area).

Existing UAV system interfaces provide little to no support for collaboration between remote
operators or for operators to collaborate with information consumers. As reliance on UAVs
continues to increase in military and civilian operations, this lack of support for collaboration will
likely become a substantial limitation of existing UAV systems.

In order to introduce effective collaboration support to UAV system interfaces, it is essential to
understand, and be able to derive system design requirements that address, the necessary group
interactions that occur in UAV task enviroments. However, few collaborative requirements
analysis methods exist, and to our knowledge, no method exists that captures design requirements
for collaborative decision making in complex, time-critical environments.

This report describes the development of a new design requirements analysis method for deriving
information and functional requirements that address the collaboration needs of UAV (and other
complex task) operators, and the needs of stakeholders interacting with these operators. More
specifically, theis method extends a recently developed requirements analysis method, called the
Hybrid Cognitive Task Analysis (CTA) method, which enables the generation of information and
functional requirements for futuristic UAV system interfaces. The original Hybrid CTA method
focused on deriving single user system interface requirements. This work extends this method by
introducing analytic steps to identify task and decision-making dependencies between different
UAV operations collaborators.

This collaborative extension to the Hybrid CTA utilizes the notion of boundary objects, an
analytic construct commonly used in the study of group work. Boundary objects are physical or
information artifacts that cross the task boundaries between members of distinct groups.
Identifying boundary objects in complex task operations help the analyst to identify task and
decision-making dependencies between local and remote collaborators. Understanding these
dependencies helps to identify information sharing requirements that the UAV system should
support.

This report describes the analytic steps of the collaborative extension, and provides background
information on the original Hybrid CTA method and the boundary object construct. The report
also describes a project in which the new design requirements method was used to revise a
proposed set of UAV operator displays.



Table of Contents

Chapter 1 INTrOAUCTION .......c.coiieieeie et e e et eera e aeenaeaneenreas 7

1.1 Background and ReSearch CONEXL .........cciveriiiiiiieiiiie e 9
1.2 Problem Statement and Research HypOthesis ... 10
1.3 RESEAICH GOAIS ...t bbb 10
1.4 Results and ContriDULIONS. .........oiiiiiiie i 11
1.5 Organizational OVEIVIEW..........c.ueiieiieiieieeie ettt ae et a e e aeeneennaenreenee e 11
Chapter 2 BaCKgrOUNG ..........ooiiiiee ettt ettt enneenneenee e 12

2.1 Cognitive Task ANAIYSIS (CTA) ..cciciiieiieieiieseesiesie e este e e esaesree e eseesseesraessesneesseeneens 12
2.2 HYDBIIA CT A ettt e et et et e s e e be b e s e besbeste e are e 13
2.3 DecCision Ladders in Detail ..........ccccoieiiiiiiiiiieiee e 17
2.4 BOUNCAIY ODJECES ....viiieiitieieeie sttt sttt sttt e st ettt esseesbeeneenreenbeeeeas 19
Chapter 3 The Hybrid CTA Collaborative EXtENSION ..........ccoccviiiiieieniesieneee e 21

3.1 Hybrid CTA @pPPHICALION ....c..eiieiiiiiiiee e eees 21
3.2 Role-Specific DeCiSION LAUUErS.......c.ccveiieieiieieeie ettt 21
3.3 Collaborative Decision Process Diagrams (CDPD) ........ccooviuiiieninienin e 23
3.4 BOUNCAIY ODJECLS .....ovieeitiiiiiiieeee bbb 23
3.5 ldentifying RelatioNSNIPS. .......ccviiiiiicie e 26
3.6 SUMMAriIZING REQUITEMENTS .....cueiiiiieieieesie sttt 26
Chapter 4 Application of the Method to a Representative UAV Team Task ................... 27

4.1 The Hybrid CTA Collaborative EXIENSION.........cccoiiiiiiiieiciercese s 28
Chapter 5 Re-Designing Displays Based on the Hybrid CTA Collaborative Extension..50

5.1 Displays Obtained Based on the Original Hybrid CTA ... 50
5.2 Displays Based on the Hybrid CTA Collaborative EXtension ............ccccccvveveiiieiievnenee. 55
O gF-T o] (=] gl ol @0 o o1 [U 1] T ] o OSSPSR 75

6.1 RESEAICN GOAIS ......oviiviiiieiieieie ettt bbb 75
O T O] 1 {0 1U1 [ USROS 75
8.3 FULUIE WOTK ... ittt ettt bbbttt et bbbt e b e ne e 76
ACKNOWIBAGMENTS ...ttt 76
=] (1 =] [0TSR 77

Appendix A The Hybrid CTA DetailS .......cccoviiiiiiiicccccr e 80

Appendix B Hybrid CTA Collaborative Extension Details.............ccoocevvviiinenininiinens 92



List of Figures

Figure 1.1 — Current and futuristic UAV cONtrol teams...........ccooevierieiinin e 8
Figure 2.1 — SCenario taSK OVEIVIBW ..........ccuiiiiiieieieiiesie sttt 14
Figure 2.2 — EVENt FlOW diagram ..........cooueiiiiiie e 15
Figure 2.3 — Situation awareness reqUIrEMENTS ........c.ccvveieeiieeieieese e sre e e sre e e e e 16
Figure 2.4 — Decision ladder (augmented with display requirements)...........cccoceeverieniiinnnnen. 17
Figure 2.5 — DECISION AR ........cc.oiiiiiiiieieeee e 18
Figure 3.1 — Breakdown of original decision ladder to capture coordination aspects.............. 22
Figure 3.2 — Decision 1adder's SNOIMCUL ..........c.coveieiieiece e 23
FIGQUIE 4.1 — CUITENT TOCUS .....eiiiieitiee sttt sttt sttt besneenneas 29
Figure 4.2 — Reassignment event flow diagram ..o 29
Figure 4.3 — Mission commander's decisSion ladder ... 31
Figure 4.4 — Starting operator's deciSion 1adder ...........ccovvevieriiieii e 33
Figure 4.5 - Receiving operator's deciSion 1adder ............ccccveieiieri e 35
Figure 4.6 — Collaborative Decision Process Diagram (CDPD) ........cccoovviviiiienenienieiesee s 37
Figure 4.7 — Part of the step-by-step walkthrough proCess ............ccooeverenenenieninieseeeeee, 37
Figure 4.8 — Reassignment task and the UAYV StateS...........ccceviveveiieiiieie i 39
Figure 4.9 — Example of information components and levels of detail for the CDPD ............ 43
FIQUre 5.1 — Map DISPIAY ...couviiiiiiiiieie ettt s ee e 51
Figure 5.2 — Communication DISPIAY ........cccueviiiiiiiiiiie s 52
Figure 5.3 — Target 1D DiSPlay.........cciueiiiieiieii e 53
Figure 5.4 — Reroute/Reassign DISPlaY ..........cccciveiiiiiiieir e 54
FIQUre 5.5 — CDPD — STEPS L 10 7 .veeiiiiieieie ettt sttt st 55
Figure 5.6 — Communication display — pending tasks ...........ccccooviiiiinnieeceeee, 56
Figure 5.7 — Re-planning diSPIaY .........c.ccveieiiieiieie e 57
Figure 5.8 — Operators’ current and pending aCtiVIties ............ccccveveiiieii s s 57
Figure 5.9 — Temporal information about the possible threats to the convoy..............ccccenee 58
Figure 5.10 — UAV altitude and SPEEM ..........coviieiieieiieiie e 58
FIQUrE 5.11 — CDPD — SEEP 8...ueeieeeie ettt s enteeneeeneennes 58
Figure 5.12 — Task Display after mission commander activation ..............c.cccceveevveseesecinennnnn 59
Figure 5.13 — CDPD — StEPS 910 15 ..ottt 60



Figure 5.14 — Starting operator selects the UAV to be reassingned..........cccccevvevvevesivnieanens 60

Figure 5.15 — Starting operator selects the shot down UAV ... e 61
Figure 5.16 — Starting operator starts planning the reassignment ............ccccoccevvevivevesieeiecnens 61
Figure 5.17 — Starting operator reassignment display ..........ccooevvriiiieneiin e 62
Figure 5.18 — UAV fuel and health ..., 62
Figure 5.19 — Route management fEALUIE..........c.cccverveiieiieiiee e 63
Figure 5.20 — Routes displayed on the Map ........cccveiveiiiiiie e 63
FIQUIE 5.21 — TIMEIINE ..ottt sttt be e nbe e nneas 63
FIQUIE 5.22 — TIME SEAMPS ...ttt bbbt 64
Figure 5.23 — Creating @ NEW FOULE .......ccveveiieieeieeeesteesteseesieeeesseessaeeesseessneseesseessesnsesseessens 64
Figure 5.24 — Creating the new route - Step BY STEP ....cveiiiii e 65
Figure 5.25 — SAVING @ NEW FOULE ......ocueiiiiiieiie ittt sttt nne s 65
Figure 5.26 — Route 2 (LIGNt GIEEN) .......ciiiiiieieieeete et 66
Figure 5.27 — Defining the Safety rOULE..........ccoiiie i 66
Figure 5.28 — Reassignment display With 3 rOULES...........cccvveiiiiiiiccece e 67
Figure 5.29 — Uploading the FOULES .......ccoiiiiiriieie et 67
Figure 5.30 — PIan CONTIMMALION ........cc.oiiiiiiiieie e 68
Figure 5.31 — UAV starts following the planned route ............ccccceeveiieiiiie e, 68
Figure 5.32 — Initiating handoff...........c.ooviii e 69
Figure 5.33 — CDPD — Step 16 t0 the @Nd .......coiviiiiiieecee e 69
Figure 5.34 — Starting operator’s reassignment display after handoff is initiated.................... 70
Figure 5.35 — Receiving operator’s reassignment display after handoff is initiated ................ 71
Figure 5.36 — Receiving operator’s map display after handoff is initiated .................ccccuenie 71
Figure 5.37 — Receiving operator’s communication display after handoff is initiated ............ 72
Figure 5.38 — Receiving operator’s target ID display after handoff is initiated....................... 72
Figure 5.39 — Receiving Operator's OPLIONS .........cccueiverieiieiierreee e sie e see e ee e sraesee e snens 73
Figure 5.40 — Receiving operator’s reassignment display after UAV handoff ..................... 73



List of Tables

Table 4-1 — Possible information about the reassigned UAV in each state ............ccccevveenne 39
Table 4-2 — Possible information about the CONVOY .........ccooeiiiiiiiiiiieee e 40
Table 4-3 — Possible information about the target............ccveveiieii i 41
Table 4-4 — Special assumptions about boundary objects state changes...........c.cccccvevveivenenne. 41
Table 4-5 — Example step of the final CDPD. ... 44
Table 4-6 — Example step of the final CDPD — Graphical Representation ...............cc.ccoevvuenne. 45
Table 4-7 — ICON MEANINGS ...c.vvivieiieieeie e se et e e et e e et e sseesreeeeaseesaeeaeaneesraeneeenes 45
Table 4-8 — Starting operator display requirements SUMMArY ........c.cccccveveiieeieeineseese e 47
Table 4-9 — Receiving operator display requirements SUMMArY ..........cccoocereereneeneeneeneesieene 49
Table 5-1 — UAV representation Change ... 56



Chapter 1 Introduction

Unmanned Aerial Vehicle (UAV) systems, despite having no onboard human pilots, require a
high amount of human involvement to accomplish successful operations. A typical modern UAV
system involves a launch crew (1-3 people), a mission crew (2-5) people, personnel using the
imagery data captured from the UAV onboard sensors, such as forward ground troops or
intelligence analysts, and possibly others, including lawyers and politicians. Furthermore, since a
single UAV mission can last for over 24 hours, missions often involve one or more shift changes
of the mission crew.

Thus, there is a significant amount of human-human and human-vehicle interaction involved in
UAYV system operations. Much of this collaboration is done between geographically distributed
people (e.g. the mission crew may be in the United States while the launch crew and information
consumers may be in Afghanistan).

Since the UAV system interface is the primary communication link between the UAV and its
human operators a poorly designed interface could have dire consequences, including human
casualties. The design of the UAV system interface also impacts the collaborative efforts
discussed above. For example, handing off the control from the UAV launch crew in Afghanistan
to the mission crew back in the United States involves both sets of operators to tightly coordinate
their interactions with the UAV system interface on their respective control stations to achieve
the UAV handoff operation. If one set of operators is currently involved in a shift change, is
distracted, or has computer problems there may be a breakdown in coordination, resulting in an
unsuccessful handoff.

During current UAV handoff operations, it is often not clear which operator is in control of the
UAV. Existing UAV system interfaces provide little to no support for collaboration between
remote operators or for operators to collaborate with information consumers. As the reliance on
UAYV increases in military and civilian operations, this lack of support for collaboration is
expected to become a substantial limitation of UAV systems.

Besides, with the advances in technology, futuristic UAVs are expected to become increasingly
autonomous and, thus, the organization of the UAVs control teams might be altered. As
presented in Figure 1.1, in current UAV missions, it is usual to have multiple operators
responsible for a single UAV, however, futuristic UAV missions are expected to have single
operators controlling multiple UAVSs. In this manner, it is also expected that the complexity of the
interfaces grows, requiring that designers develop increasingly refined and robust methods to
generate interface requirements.
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Figure 1.1 - Current and Futuristic UAV control teams

A common method currently used by designers to generate functional and display requirements
in the development of human-computer interfaces to control UAV systems is the Cognitive Task
Analysis (CTA), which relies on the modeling of the mental activities of the task operator (May
& Barnard, 2003).

A recent CTA method, called the Hybrid CTA, has been developed to generate system design
requirements for futuristic UAV control schemes such as the one presented in Figure 1.1.
However, the Hybrid CTA and other design methodologies derive system requirements that
support single users engaged in individual tasking and decision making, being insufficient to
derive collaboration requirements. This becomes an issue when it is necessary to develop
interfaces for complex systems, such as UAV systems, where human-human interaction is
significantly involved and teamwork can not be neglected compared to task work in order to
obtain acceptable performance.

This research aims to extend the Hybrid CTA design methodology. The reason for this proposed
extension is that this CTA method limits the potential for overall UAV systems operations by
focusing on the needs of the individual team members, often ignoring the collective decision
making and coordination that is actually required throughout UAV mission operations. In order
to address these limitations for teamwork design, a new design methodology will be presented to
derive information and functional requirements aimed at supporting collaboration,
communication and coordination within UAV system operators.

The remainder of this chapter discusses the scope and the research context of this work, states the
problem to be addressed, and the goals of this research.
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1.1 Background and Research Context

This research falls under the general research field of Aeronautics and Astronautics (Aero-Astro).
This research field is concerned with studying the conception, design, implementation, and
operation of aerospace products and systems. According to Massachusetts Institute of
Technology (MIT) Aero-Astro department description this field focuses on creating:

“technologies critical to aerospace vehicle and information engineering, and
develop the architecture and engineering of complex high-performance systems.”
(Reference: MIT website — http://www.mit.edu)

Since the final goal of this research is to develop a method to design human-computer interfaces
for controling systems, this research relates specifically to the systems engineering aspects of
Aero-Astro. In particular, this research explores systems that are only partially automated, which
means that human performance is strongly relevant to the appropriate system functionality.
Therefore, there must be a high concern with factors that may affect people involved with the
system. Thus, the perspectives that will be used in this research are human factors related. The
method proposed in this work will be based on the understanding and modeling of the task and
the cognitive activity of the system operators. This work contributes to the research area
concerned with system requirements analysis and specifications through CTA methodologies.

The design of interfaces for complex systems typically focuses on the tasks that individual users
must accomplish during any kind of mission or operation. A common approach used for
designing complex systems is the CTA. It is a powerful tool for improving existing technologies,
but it is insufficient for futuristic environments, since it requires access to subject matter experts
and existing system implementations (Redding, 1989).

For this reason, Nehme et al. (2006) proposed the Hybrid CTA, an extension of the CTA method
which addresses the lack of subject matter experts and previous documentation or
implementation, issues inherent to futuristic uynmanned vehicle systems. The Hybrid CTA enables
requirements generation from a representative scenario of a futuristic task domain and
compensates for the lack of task experts by using decision ladders to replicate the thought
processes of a potential operator. However, the existing Hybrid CTA method does not
specifically generate requirements related to collaboration or teamwork in general.

Since this work focuses on designing for futuristic environments (specifically, to design
interfaces for future UAV systems), the Hybrid CTA was the basis for this work. However, since
the Hybrid CTA approach is also insufficient for the purposes of teamwork support, this work
will focus on a new approach which will be an extension of the Hybrid CTA with interest in the
comprehension of the important aspects of team collaboration that would be missed by the
Hybrid CTA approach.

It is intended that the proposed approach will build on, and not replace the information and
functional requirements derived from the Hybrid CTA and will associate these requirements with
the ones derived from the collaborative work study. Thus it is expected that the expanded
approach will result in a more complete and detailed design. Also, since teamwork is an essential
component in the operation and control of the systems considered in this research, this extended



approach will help reduce human error or misinterpretation. Therefore, it should improve task
performance and reduce the chances of system breakdown.

Nevertheless, it is known that possible issues inherent to a new, and, therefore, never tested
method, may exist. First, it is possible that the data generated by the new method may be too
complex to really map the team environment. Second, the method may generate information and
functional requirements that may be too refined, with such a high volume of information that may
result in interfaces that will overload and confuse the operators. Third, it may be hard to
understand and represent the dependencies between team members and this can result in mistaken
requirements generation. However, a full evaluation of the method is beyond the scope of the
project and is left for future work.

1.2 Problem Statement and Research Hypothesis

The problem addressed by this research is that existing methods for deriving information and
functional requirements for human-computer interfaces for operation and control of UAV
systems do not support collaboration between team members.

The central research hypothesis of this work is that examining specific roles of team members in
a collaborative task will help to identify information and functional requirements related to
teamwork aspects (e.g. communication, collaboration and coordination) in the operation and
control of complex systems. It is important to highlight that the Hybrid CTA method will not be
abandoned, instead, it will be associated with the collaboration study.

1.3 Research Goals
This research has two main goals:

Goal 1. To develop a method to take into account teamwork in the requirements derivation for
interface design for complex systems operation and control.

In order to achieve this goal, | first conducted a literature review to understand the
existing methods and how they were used to derive requirements, and also to acquire
tools (e.g. decision ladders, boundary objects, cognitive task analysis) to be used in the
development of the new method.

Then, | studied in detail, from the point of view of decision making processes, a
representative complex team task, in particular involving UAV operations.

Then, based on the knowledge acquired by the literature review, and by the proposed
case study, a new method was developed for interface requirements generation.

Goal 2. To apply the developed method to the design of UAV system displays.
Based on the method developed in the Goal 1, | re-designed a proposed set of UAV

operator displays developed as part of an experimental platform used to investigate
decision and collaboration support technologies for UAV team operations. The re-
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designed displays were analyzed to verify if they satisfied the requirements generated in
goal 1.

1.4 Results and Contributions

The main contribution given by this work is the developed method (Hybrid CTA Collaborative
Extension). The method may be used to design complex systems in a wide variety of applications
involving teamwork.

1.5 Organizational Overview

The organization of the remaining chapters reflects the process of creating the new requirements
method, from its theoretical background to its development and application.

Chapter 2, Background, sets the foundations of this work by presenting a brief overview of the
existing methods of deriving requirements for interface design. It also describes the
background used in the development of the method.

Chapter 3, The Hybrid CTA Collaborative Extension, presents a description of the method and
details each step of the proposed approach.

Chapter 4, Application of the Method to a Representative UAV Team Task, exhibits the
application of the method to a representative collaborative UAV task. The process of
collaboration in this environment is detailed and the outcome of the chapter is a set of
design requirements for UAV team displays.

Chapter 5, Re-Designing Displays Based on the Hybrid CTA Collaborative Extension, describes
the re-design of a set of existing UAV system displays based on the requirements set
obtained in Chapter 4 and also to make comparisons with displays designed without the
new method (based exclusively on the Hybrid CTA approach).

Chapter 6, Conclusion, concludes this report by indicating how the research goals have been
addressed. It also presents the contributions and possible future research that can be
developed from this work.
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Chapter 2 Background

This report describes the development of a new method to generate collaborative interface
requirements for operators of complex systems. This chapter presents the most relevant tools and
concepts that will be required for a complete understanding of this research.

First, the methods on which this work was built are presented: the CTA (Cognitive Task
Analysis) and the Hybrid CTA (an extension of the CTA for futuristic systems). Next, the
specifics tools that were utilized in developing the new method are described, including decision
ladders and boundary objects.

2.1 Cognitive Task Analysis (CTA)

According to May & Barnard (2003) CTA techniques were developed to model the mental
activity of a task operator. These techniques are related to methods for understanding the cues,
patterns and relationships people perceive, the knowledge they use and the strategies they apply
(Klein et al., 1997) and they identify the aspects of the system that place heaviest cognitive
demands on the user (including memory, attention and decision making) (Barnard & May, 2002).

A CTA allows us to understand how to design interfaces that will provide the operator with all
the necessary information for adequate system controllability, however, avoiding cognitive
overload. It clarifies the aspects of a given task that can be better executed relying exclusively on
human input and aspects for which computer support can be helpful or indispensable.

In other words, applying a CTA method, the analyst is concerned with system observation from
the viewpoint of the operator who will perform a specific task and with obtainment of
information that will allow the designer to focus upon minimizing system features that the user
will find hard to learn and, thus, likely to lead to mistakes. By identifying and highlighting where
potential challenges could occur, designers can create a system that leaves more time for the user
to perform the given task rather than struggle with using the interface (Barnard & May, 2002).

Redding (1989) indicated the essential components of a CTA in terms of understanding the
knowledge structures and the mental processes involved:

assessing individual abilities;

assessing changes in knowledge base;

identifying task components;

identifying differences between novice and experts;

identifying the conceptual and procedural knowledge of similar components;

specifying the conditions which best facilitate progression from one knowledge state to
another.

12



There are many different methods for conducting a CTA. Klein (1993) identified four broad
classes of CTA, including questionnaires and interviews, controlled observation, critical
incidents, and analytical methods. Although there may be common aspects among CTA
methodologies, they all vary with respect to how they elicit expert knowledge, represent expert
knowledge, and use the tasks in question to bring about expert performance. However, regardless
of the method used; CTA should include the following steps (Brenner et al, 1998):

mapping out the task using task analysis;

identifying the critical decision points;

clustering and linking the decision points;

prioritizing the decision points;

diagnosing and characterizing the decisions as to the strategies used, cues signaling the
decision points and the inferences made regarding the cues and decision points.

2.2 Hybrid CTA

Given the fact that the current CTA approaches rely on observing strategies and decision making
of one or more task experts, it is extremely hard to apply these methodologies to futuristic
systems for which there are no predecessors (Cummings & Guerlain, 2003; Scott et al., 2005).
However, the CTA was amended to be used on futuristic systems by the development of the
Hybrid CTA method, which takes into account the lack of subject matter experts and
documentation (Nehme et al., 2006).

Since this work will focus on futuristic highly autonomous UAV systems, it will face the issue
addressed by the Hybrid CTA methodology: the lack of the UAV system implementation and,
thus, of expert operators of highly autonomous UAV systems.

The Hybrid CTA enables an analyst to generate information requirements and recommendations
for an interface design from a high level description of a mission goal or a scenario description of
a futuristic system (Nehme et al., 2006).

The Hybrid CTA method relies on a four step process that includes deconstructing the mission
scenario description into a scenario task overview, describing the temporal constraints and
relationships of the scenario events into an event flow diagram, generating information and
functional requirements that address the situation awareness needs of task operators, and mapping
the task operators’ critical cognitive decision making processes. This final step enables display
requirements and possible functional allocations between the operators and the automation
systems to be identified (Nehme et al., 2006).

The following sections detail these four steps.
2.2.1 Scenario Task Overview
As described by Nehme et al. (2006), this is the step in which the mission and the scenario in

which it takes place are explained. According to the changes that may occur in the operator
tasking, the mission may be broken in sub-phases. The scenario task overview (e.g. Figure 2.1)
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should contain a description of each sub-phase and their associated sub-goals. It should also
present the expected operator’s sub-tasks in order to accomplish each sub-phase.

Any assumptions that are made during this step of the phase goals should be explicitly stated.
This scenario task overview serves as the basis for the task analysis.

Phase Goals Phase Breakdown

Monttor Target | - Search TUV should contine to surface at scheduled checkpoints to

Fhase contitnie monitoring target — ATE should continue to flag target as contact
of interest and update imagery.

- When orhoard ATE no longer has target in camera range, target tracking
should be handed offto TAV . last known location should be available to
Setitty UO Vs, to TAV s MTI program, and to LC3.

- When target iz lost by Search TUV(E), Sentry UUTVs, UAV (if available) &
L3 should be given last known location by UUV as well as historical and
predicted track of target.

- Mlondtor Target phase iz complete onee TAV iz tracking the target, o
Search UUVs handoff to Sentry TU Vs,

- LC3 should retask or recall Search UUVs

L. Tracking Target | - TAV showld use last known location from UV +MTI software to track
Mission | ppoee target. UAY should send LOS MTI fred,

Execution - LC3 should monitor LCE MTI feed

- LC3E should determine estimated time of arrive of target at harbor entrance
bazed on MTI feed from TAV and schedule Sentry UUVs to suface and
capture EQ-imagery of expected target location at that time wia TAV
cotmuic ation link (this showld be automated to the highest degree
possible).

- Tracking Target phase is complete once target reaches Zentry UU Vs, UAVT
tracking could be discontirnied at this time.

Ext Harhor | - Within a predetermined window of time, Sentry UUVs should surface and

Fhase wait for target artival

- U0V should capture and send collected ED-imagery to DO via UAY. If
TAV iz unavailable, surface at scheduled time intervals to retry BO-
ithagery transmission. Continue cyele until Ack is received from LCS.
Regatdless of Ack status, at least 1 UV will track the target out of the
hatbor based on a set of predetermined criteria,

- L3 should determine tracking profile of Sentry UV s and determine when

thetr il he retacked arreralled

Figure 2.1 - Scenario Task Overview - Excerpted from Nehme et al., 2006

2.2.2 Event Flow Diagram

In this step, the temporal constraints are presented and the sub-tasks are organized in a temporal
order in relation to each other. The event flow diagram is composed of three basic types of events
(Nehme et al., 2006):

e Loops: events that occur repeatedly until some predetermined event occurs,
e Decisions: events that require knowledge-based input from operator and
e Processes: events that require human-computer interaction to support a subtask.

Figure 2.2 represents a model of an event flow diagram.

14
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Figure 2.2 — Event Flow Diagram — Excerpted from Nehme et al., 2006

2.2.3 Situation awareness requirements

The third step consists of generating the situation awareness (SA) requirements (e.g. Figure 2.3)
for each of the mission phases and associated sub-tasks identified in the first two steps (Nehme et
al., 2006).

According to Endsley (1988):

“[situation awareness is] the perception of the elements in the environment within a
volume of time and space, the comprehension of their meaning and the projection
of their status in the near future.”

The SA requirements generated in this step are divided into these three SA levels: Perception,
Comprehension, and Projection (Endsley, 1995). For each of these levels, the situation awareness
requirements associated with each mission phase and subtask (derived in step 1) are specified.
The temporal constraints from step 2 are also considered in the situation awareness requirements
generation (Nehme et al., 2006).
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Figure 2.3 — Situation Awareness Requirements — Excerpted from Nehme et al., 2006

2.2.4 Decision Ladders

In this step, the main critical decisions identified in the event flow diagram (step 2) are studied in
detail (Nehme et al., 2006). Decision ladders (Rasmussen, 1986) are used to depict the decision
processes and to understand the necessary information and the states of knowledge that must be
reached in order to accomplish the decisions.

Currently in the hybrid CTA the decision ladders step only generates a single set of decision
ladders for a typical task operator (e.g., Figure 2.4). However often in the team environment,
there would be multiple decision processes of different operators responsible by different task
roles related the same event in the event flow. This research explores the expansion of this
decision ladder step to capture multiple team member decision making, the following section
describes the decision ladder concept in more detail.
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2.3 Decision Ladders in Detall

According to Pharmer (2004) a decision ladder describes human information processing in
response to information from the environment. It depicts relationships between the levels of
cognitive control (human behavior) and decision phases.

Rasmussen (1986) first described the sequence of steps involved in a decision ladder (Figure 2.5),
using the example of a power plant control room:

“First, the decision maker has to detect the need for intervention and has to look
around and to observe some important data in order to have directions for
subsequent activities. He or she then has to analyze the evidence available in order
to identify the present state of affairs, and to evaluate their possible consequences
with reference to the established operational goals and company policies. Based on
the evaluation, a target state into which the system should be transferred is chosen,
and the task that the decision maker has to perform is selected from a review of the
resources available to reach the target state...When the task has thus been
identified, the proper procedure, i.e., how to do it, must be planned and executed.”
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The boxes in the ladder illustrate the information processing activities involved in each decision
phase and the circles represent the knowledge states reached through information processing. The
left hand side of the ladder consists of analysis, or situation assessment. The right hand side
consists of planning, or response selection.

The main difference in relation to other models is that the model is able to shortcut through the
different stages (Holt et al., 1992). These shortcuts are represented by dashed red arrows in
It is well established in the literature that human decision making is often
characterized by the use of heuristics, or shortcuts to decision making processes such as
availability and representativeness (Pharmer, 2004).The shortcuts can occur in two ways: first, if
a response is very well rehearsed, little processing is necessary, a stimulus-response situation;
second, if there is insufficient time for detailed processing (Holt et al., 1992).



2.4 Boundary Objects

Lee (2007) described the boundary objects as an important innovation in collaboration and
information practices studies.

Star (1989), who conducted studies of distributed work in scientific communities, used the term
boundary object to characterize artifacts that were shared by different communities of practice,
with different purposes, in order to coordinate joint activities. A boundary object is defined by
Star & Griesemer (1989) as:

“an analytical concept of those scientific objects which both inhabit several
interacting social worlds ... and satisfy the informational requirements of each of
them. Boundary objects are objects which are both plastic enough to adapt to local
needs and the constraints of the several parties employing them, yet robust enough
to maintain a common identity across sites. They are weakly constructed in
common use, and become strongly structured in individual-site use. These objects
may be abstract or concrete.”

Researchers have employed the concept of boundary objects for several purposes (Lee, 2007).
For example: Larsson (2003) used the boundary objects to show that a single artifact can be
shared and used by different people with different purposes; Pawlowski and Robey et al. (2000)
used the concept to discuss systems of information between communities of practice.

Research has shown that boundary objects are both an important and flexible concept in
teamwork studies, because they contain sufficient details to be understandable by different team
members who are responsible for different tasks, yet none of them must understand the full
context of the use by the other members (Prasolova-Ferland, 2003). Therefore, the use of
boundary objects allows the analyst to design system interfaces that provide the necessary
information for a party to execute his/her activities, individual or collaborative, without drowning
in unnecessary details that could overload him/her (Halverson and Ackerman, 2002).

As boundaries, boundary objects link the reference points of different team members and focus
the analyst’s attention on the multiple relationships that exist in collaborative work rather than on
the object itself (Baker, Jackson and Wanetick, 2005).

A research conducted by Star (1989) summarizes the benefits of studying the boundary objects in
three items. In her observations she claimed that boundary objects made cooperation possible
because participants:

“(1) cooperate without having good models of each other’s work;

(2) successfully work together while employing different units of analysis,
methods of aggregating data, and different abstractions of data;

(3) cooperate while having different goals, time horizons, and audiences to
satisfy.”

In the current Hybrid CTA method there are not specific steps where the analyst investigates if
aspects, such as the ones listed above, are being achieved. Thus, an operator’s interface designed
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using the Hybrid CTA, misses important collaborative features. For this reason, we decided to
include the study of the boundary objects in the proposed Hybrid CTA extension that will be
developed in this work.
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Chapter 3 The Hybrid CTA Collaborative
Extension

As previously described, this research aims to develop a method that addresses the limitations of
the Hybrid CTA, which supports the generation of requirements for systems design focused on
coordinative and collaborative aspects. This chapter presents the proposed method. The Hybrid
CTA Collaborative Extension method consists of several main steps beyond the basic Hybrid
CTA. This chapter describes each step in detail.

The proposed method consists of the following steps:

(1) Apply the basic Hybrid CTA method (See Chapter 2);
(2) Create role-specific decision ladders;

(3) Create a unified “team decision ladder”, called the Collaborative Decision Process
Diagram (CDPD);

(4) Identify boundary objects and their informational requirements;
(5) Identify the information relationships between boundary objects;
(6) Coalesce the final information requirements.

The following sections describe these steps in detail.

3.1 Hybrid CTA application

This step consists of conducting a basic Hybrid CTA, as detailed in Chapter 2.

3.2 Role-Specific Decision Ladders

Although decision ladders are part of the Hybrid CTA, in this extension of the method, a new
approach and some modifications on the original decision ladder’s model (Rasmussen, 1986) are
proposed.

First, it will be assumed that if there are different critical decisions taking place during the task
execution, there must a decision ladder for each of them. Also, if different team members make
individual critical decisions that affect the team tasking, there must be different decision ladders
for each team member’s decision. The intention of this approach is to explore in detail the
individual decisions in order to comprehend: their context in the overall task, the existence of
relationships between different decisions, which team members’ decisions are dependent upon
the decisions of others and the outcome of these decision dependencies.
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Second, since this work aims to study and support collaboration between team members, it may
be necessary to change the original Rasmussen’s 8-step decision ladders when the analyst notices
that important aspects of coordination are being hidden in a single step of a team member’s
decision ladder. To overcome this issue, it may be necessary to break a single step into several
sub-steps as necessary in order to detail the interactions completely. To illustrate this idea, an
example is presented in Figure 3.1. In this example, an operator is in the last step of a decision
ladder, the “execute procedure” step. It can be noticed that there are many steps, some of which
involve interactions between operators, hidden in the execute procedure step (details about the
information contained in the steps and in the sub-steps will be explained in the following
chapters).

EXECUTE PROCEDURE
EXECUTE PEOCEDUERE
) ) ) - Observe procedure (or complete
Seni t1rgeﬁ\}rtmd:wt.to [EERITE @Eewe titme wmdow@—' other tasks), waiting for the
ANGGLL 1o Starking op. moment to get TAV contral
— S ¢
Perceive when it’s tlme Perceme if UAV ™, Checlk TAWV
J—] :
to get TTAWV control _ 1s connected S cotam link

T

Send message of change in
responsible op. to TAY

Receive information that

TTAY is under his control

his control

—— _a—'—"'-/

ercetve JAV is under \

—C

/

l

Zend confirmation
of complete handoff

Wlonitor TTAV progress (intervention in case of
malfunction or failure of procedure). Monitor strike i
team progress and change reassignment route if possible

Figure 3.1 — Breaking steps of the original decision ladder to capture hidden coordination aspects

The decision ladders’ building process may also consider the “decision ladders’ shortcuts”
concept proposed by Rasmussen (1986). A shortcut means that some steps of the decision ladders
may be skipped for some team members involved in the joint work. This approach should be used
when the analyst notices that the decision being studied is too simple or immediate to require a
complete decision ladder. An example of a shortcut is given in Figure 3.2. In this example, an
operator is executing a task that does not require a complex decision or a plan of execution to be
made. Thus, a shortcut takes the operator from a condition where he/she has adequately identified
the relevant information from the scenario to a point where he/she is supposed to execute a
certain procedure.
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3.3 Collaborative Decision Process Diagrams (CDPD)

This step involves the construction of a combined graphical representation that illustrates the
connections between the different individual decision ladders. This approach of putting together
decision ladders of different actors involved in a certain task was first proposed by Vicente
(1999) in his book on Cognitive Work Analysis. The difference between Vicente’s approach and
the approach presented in this report is that Vicente was analyzing a decision process that
happened in a certain sequence and different actors were executing their tasks in series with the
others (e.g. one operator executed the first three steps of the decision ladder and then another
operator executed the last five steps). The approach adopted in this work is to analyze decision
processes in which different actors execute their tasks in parallel, i.e., more than one person may
influence single steps of a decision ladder.

After jointing the decision ladders, a walkthrough from the activating step of the first decision to
the final step of the last decision in the task is done. This walkthrough is built through a sequence
of diagrams that represent the gradual evolution of a certain operation as decisions from different
team members are being executed. This graphical representation gives not only a notion of
possible interactions between different decision processes (and possibly between the different
team members responsible for these decisions) but also presents the temporal constraints
involved in or created by these interactions.

3.4 Boundary Objects

The concept of boundary objects has been used by different branches of research (Lee, 2007) to
show that different people may use the same object with distinct purposes (Larsson, 2003), to
build theories about information systems as boundary objects between communities of practice
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(Pawlowski et al., 2000), and to explore activities surrounding boundary objects within the flow
of information (Mambrey & Robinson, 1997; Lutters & Ackerman, 2002).

Based on the fact that boundary objects are described as objects that coordinate the perspectives
of various communities of practice (Wenger, 1998; Henderson, 1999) they were used to define
the relationship between different team members’ decision making processes in this proposed
Hybrid CTA extension. The study of boundary objects will be the initial approach used to support
the generation of requirements focused on team collaboration and coordination.

This step consists of inspecting the existence of boundary objects being shared along the task. If
any boundary objects are found, they are studied in detail so that all the possible states they may
be in are understood, as well as the consequences of each involved team member comprehension
or miscomprehension of these states.

Once the boundary objects’ roles and states are well understood, a list is generated containing all
the possible information that can be extracted from each boundary object in each possible state.

3.4.1 Information Components

“Boundary objects can be used with different purposes by different people” (Larsson, 2003).

This quote evidences the possible existence of different informational needs about the same
boundary object, depending on the task role of each team member.

Thus, it was decided to study how each team member should see the boundary objects, in terms
of information components requirements, so that team members would be supported to
accomplish their own sub-tasks while being able to coordinate with other team members.

In this step, the CDPD is used so that walkthroughs are made. In each walkthrough a single
boundary object is analyzed and, for every step of the CDPD, a list of the necessary information
about this object is made for each team member. For example, suppose a certain boundary object
contains three elements of information: “x”, “y” and *“z”. Now suppose that the there are two
team members: “A” and “B”. The process starts on the first step of the CDPD. In this step, for
example, the analyst may define that the team member “A” needs to know “x” and *y” about the
object and that the team member “B” needs to know “y” and “z”, according to the task they are
executing. The process is repeated for the second step of the CDPD, then for the third and etc.
until every step of the CDPD is studied. Then, the analyst picks another boundary object, and the
whole process is repeated.

Table 3.1 — Example of the information obtained after a complete
CDPD walkthrough for the boundary object 1

Boundary CDPD Team Team

Object 1 Step Member A Member B

Information
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3.4.2 Levels of detail

The study of the information components gives the notion of which information must be given to
each team member. However, this notion is incomplete in the sense that it does not give an idea
of the detail necessary for the user in the context of the task he/she is executing. For example, in a
route planning task for a vehicle, it is important to know detailed information about the available
fuel in order to define if a choice is feasible. However, if a person is only monitoring the
execution of a planned route, he/she will only need information about the fuel if something
critical happens, for example, if the tank is damaged and fuel is being lost fast.

It is essential for an interface designer to understand the tasks each team member will execute in
a way that the amount of detail that must be supplied for each information component can be well
defined. This is especially critical in a multi-task scenario, where information supply must be
well balanced so that it does not disturb or overload operators (excess of information) nor is it too
superficial (lack of information).

Thus associated to each item of the previous step a classification is made of the level of detail of
information required by each team member about each boundary object, in each step of the
CDPD.

As illustrated in Figure 3.3, three possible levels of detail of information were defined:

Information Level
-

Superficial
Detailed

T

Superficial Basic Detailed

Figure 3.3 — Slider with the levels of detail of information

o Superficial Info — Abstract, qualitative information, gives only a higher level notion of the
object it describes.

e Basic Info — It can be abstract and qualitative or quantitative (e.g. an estimated time). It
provides more information than the superficial info level, but still not particularly
detailed. In a decision making process it is the kind of information that helps the team
member to exclude obviously problematic choices and understand the problem enough to
know what kind of information he/she will need to see in detail in further steps.

e Detailed Info — It can be quantitative or well described and explained qualitative
information. It is, as the name says, detailed, refined information, and it makes the real
difference in evaluating and interpreting options in order to reach a final decision. This
level of information should not be used unless it is strictly necessary to have a deep
understanding of the object described since its usage can be very distracting and
overloading.
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3.5 Identifying Relationships

At this stage, there must be “Xx” copies of the CDPD, each of which contains the information
components and the level of detail for each one of the “x” detected boundary objects, in each step
of the ladder, for each team member.

When complex decisions must be made in a scenario with a considerable number of boundary
objects, studying each boundary object information components independently may be a narrow
focus. There may be dependencies that could give strong support to coordination and to decision
making processes hidden in the lack of connection between the boundary objects.

For this reason, it was decided that at this point the analyst should put all of the information about
the different boundary objects contained in each CDPD together in a single CDPD, so that
relationships between the information contained in the boundary objects (in the same one and in
different ones) can be identified.

If the task is complex enough so that the text information put together makes it difficult to locate
relationships, an alternative approach is suggested, which consists of creating graphical
representations, such as small icons, of each component of information and finding the
relationships graphically. Note that this graphical representation is optional, and may be chosen
to be used or not according to the analyst’s preference.

3.6 Summarizing Requirements

This step consists summarizing the collaboration and the coordination informational requirements
for the user interfaces to support each team members’ tasks based on the Hybrid CTA application
(situation awareness and decision ladders requirements), based on the information contained in
the boundary objects (with the correspondent levels of detail) and on the relationships found
between the information components of the boundary objects. From the information obtained, a
table of design requirements is created.
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Chapter 4 Application of the Method to a
Representative UAV Team Task

This chapter presents a case study to validate the method presented in the previous chapter. The
new method will be used to generate the functional and information design requirements for
operator displays to support team members in a futuristic UAV mission task.

A representative UAV team task scenario was developed in which a number of operators work
together to secure a large geographic area (team’s area of interest (AOI)) to ensure the safe
passage of an important political convoy that will be traveling through the area in the near future.

The region, through which the convoy is supposed to go, may contain enemy threats (initially
unknown) and is monitored by a number of semi-autonomous unmanned aerial vehicles (UAVS)
provided with cameras (which are supposed to detect and acquire imagery of threats as they
surveil the region for targeting purposes).

When the convoy starts the mission, the presence of threats across the entire region is unknown,
and, as the time goes by, and the UAVs develop their surveillance activities, the region becomes
gradually revealed so that areas free from threats become well defined as the threats are detected
by the UAVs and identified by the operators. Once hostile threats are identified, the team must
coordinate with an external strike team to target and destroy these hostile contacts before they are
within weapons range of the convoy. Once these threats are identified, they will be referred to as
targets.

The team involved in this UAV team task consists of three UAV operators, each responsible for
controlling multiple UAVs and one mission commander overseeing the team’s mission progress.

The operators are responsible for supervising the surveillance progress of several UAVs under
his/her control in the AOI, for classifying the targets detected by any of these UAVs, and for
coordinating with a strike team to destroy the targets. Operators are in charge of sending or
receiving a UAV to or from another operator (responsible for another AOI) whenever the mission
commander requests for a reassignment. The reassignment task involves re-tasking a UAV from
one AOI to another. This activity involves negotiating time constraints and availability with the
stakeholders and making sure that the UAV plan modifications do not violate any operational
constraints. Operators are also responsible for executing any requested reroute of the UAVs
inside their own regions (e.g., to enable a UAV to avoid an active target).

The mission commander is responsible for monitoring the mission, for ensuring the safety of the
convoy, for managing the workload of the UAV operators, and for making decisions about
critical and off-nominal events that may occur during the mission. To accomplish these
objectives the mission commander may request that the convoy hold its current position if its
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intended path is not deemed safe for passage, request supplementary surveillance data from a
nearby joint surveillance and target attack radar system (JSTARS), and request the re-tasking of
one of the team’s UAYV assets to a different sub-AOI (requiring the handoff of the UAV asset
between operators).

While there are many collaborative components to this UAV team task, this case study will be
dedicated to the decision-making and performance of the multi-UAV operators managing the
progress of UAVs and re-tasking their UAVs when requested. More specifically, the focus of this
study will be to apply the extended Hybrid CTA to obtain informational requirements for a
reassignment task. The choice to focus on this specific task was made because it is one of the
most critical operations in terms of coordination and collaboration during the mission execution
phase.

The four steps associated to the original Hybrid CTA were first conducted for the whole
execution phase in order to identify the critical decisions and task event flow associated with the
previously described UAV team task. The full details of this Hybrid CTA are provided in
Appendix A. Table A.1 presents the scenario task overview, Figure A.1 illustrates the event flow
diagram, Table A.2 presents the situation awareness requirements, Figure A.2 illustrates the
single decision ladder associated with the UAV reassignment task, from the UAV operator’s
perspective.

The next step was to then expand this original Hybrid CTA, and, in particular, the decision ladder
shown in Figure A.2 to represent the multi-faceted decision making process across the team
relating to this specific collaborative task activity.

4.1 The Hybrid CTA Collaborative Extension

The UAYV reassignment task was selected for this case study, since it is an activity that involves
decisions from different team members and interactions between operators and between operators
and the mission commander. It is the kind of activity where coordination and collaboration
aspects are essential, and thus, where the limitations of the Hybrid CTA method for team design
would be more evident.

Since the focus has been narrowed from the mission execution phase to one of its specific sub-
phases (Figure 4.1), it is necessary to zoom in the details of the reassignment sub-task before
continuing. For this reason, a new event flow diagram was created (Figure 4.2), with the intention
of giving a better idea of the chronological organization and the actors’ roles related to the
reassignment task.
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Btarting op. plans the route for the reassignment.

This study will be based on a reassignment task, after a UAV has been shot down. When a UAV
is shot down, the mission commander must decide whether or not he/she will reassign another
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UAV to that region and must also choose a UAV for the reassignment if it is supposed to happen.
When the mission commander completes his decisions, he/she notifies the two operators who will
be involved in the task (the one who controls the UAV chosen for the reassignment or “starting
operator”, and the one who was controlling the shot down UAV or “receiving operator”).

Once this notification is received, the starting operator starts planning the routes for the
reassignment. The starting operator defines at least two possible UAV routes: a nominal route
(finishing exactly where the UAV was shot down) and a safety route (finishing outside the range
of the target that shot down the UAV).

When the routes are planned, the starting operator uploads them to the UAV and sends a handoff
request to the receiving operator. The receiving operator is responsible for deciding when he/she
is receiving the UAV control.

Once the handoff occurs, both operators notify the mission commander and the task ends.

4.1.1 Role Specific Decision Ladders

The events delimited by doted lines in the event flow diagram (Figure 4.2) involve three critical
decision processes: deciding whether or not to reassign a UAV and which UAV to reassign
(mission commander), deciding what should be the reassignment route (starting operator) and
deciding when the handoff of the UAV control should take place (receiving operator). These
decisions will be expanded in the following role specific decision ladders for their respective
actors.

Notice that, as discussed in Section 3.3, standard decision ladders are modified in order to expand
steps where it is noticeable that collaborative aspects are hidden. Each of these expanded steps
will be indicated by dotted lines in their respective decision ladders.

In the following decision ladders, the rectangles represent data processing activities and the
circles represent states of knowledge resulting from data processing.
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Figure 4.3 - Mission Commander's Decision Ladder

Figure 4.3 presents the mission commander’s decision ladder. The mission commander is
activated when a UAYV is shot down. The activation step consists of learning the existence of the
problem: a shot down UAV. The activation information can be accompanied by a request for
reassignment from the receiving operator if he/she understands it is essential and immediate for
the mission success.

The mission commander perceives the activation and starts the observation activity, where he/she
acquires a better, yet still rough, notion of the problem. In the “observe” activity, the mission
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commander finds out which UAV has been shot down, who was controlling the shot down UAV
and which region the shot down UAV was covering.

Once the mission commander perceives this set of observations, he is able to enter the
identification process. In the “identify” step the mission commander learns more information
about the problem and what the scenario is (the detailed information that must be acquired by the
mission commander in this step is presented in the Appendix B.1.1).

At this point, the mission commander has a complete notion of the scenario. The following step is
the “interpret” activity. It consists of predicting the consequences of making a decision.

Since the mission commander must not only decide if the reassignment will occur, but must also
pick a UAV for the reassignment task, the consequences of both decisions must be predicted (the
aspects that must be involved in the mission commander predictions are presented in the
Appendix B.1.1).

Once the predictions from the “interpret” activity have been made, the mission commander has a
defined set of options and is able to compare the possibilities of choices by entering the
“evaluate” step. In the “evaluate” step, the mission commander reduces the possible options by
choosing the relevant performance criteria to be adopted in the final choice. In this step he/she
compares the options to reassign or not. If choosing to reassign, there are options of UAVs to
reassign. The mission commander must then choose relevant performance criteria for the choice
of the UAV: UAV and/or convoy safety, time/distance, UAVs’ fuel and endurance, operators’
busyness, mission strategy (importance of the region, percentage of coverage). By choosing the
criterion or criteria to be adopted, a final choice can be made.

After the choice was made, the mission commander re-enters the “interpret” step in order to
check if the decision really satisfies constraints and is feasible and safe. If this last check
confirms the decision is adequate, the mission commander leaves the top of the decision ladder
with a final decision. He/She must then acquire a new state of knowledge where the “target state”
is defined. The target state is an ideal state, which may be impossible to reach, however it
contains the idea that must be kept in mind during the next steps (while planning the execution of
the decision). The target state for the mission commander decision is to keep the convoy and the
remaining UAVSs safe. And in case of reassignment, the target state is to execute the reassignment
with the minimum time and distance (minimum fuel and endurance used), with minimal operator
disturbance, and with maximum UAV and convoy safety.

Minor changes in the final decision can be made in order to get closer to the target state.
However, since the decisions performed by the mission commander are “binary” (reassign or not
and choose UAV A or B for the reassignment) if changes are made, they are not really
insignificant, which means that during the planning, the decision may be completely changed.
Thus, the “define task” step has a shortcut to the top of the ladder, which allows the mission
commander to change his mind about the decision he/she was carrying.

The next step consists of formulating the procedure, which means defining how the mission
commander will execute the task. Finally, the last step consists of executing the formulated
procedure. Details about these steps can be seen directly in the decision ladder. Notice that the
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execution of the procedure was expanded in sub-steps so that the interactions with the operators
can be adequately shown.
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Figure 4.4 - Starting operator's Decision Ladder

Figure 4.4 presents the starting operator’s decision ladder. The starting operator is activated by
the message from the mission commander requesting the reassignment of one of his UAVs. The
starting operator perceives the mission commander message, and sends a confirmation of
receiving it.
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At this point, the starting operator enters the “observe” step. In this step he/she observes what
UAV he should reassign, to which operator he should reassign the UAV and if the mission
commander message contains any constraints (e.g. time or priority). Perceiving this set of
observations, the starting operator enters the “identify” activity. The detailed relevant aspects to
be identified by the starting operator are presented in the Appendix B.1.2.

The next activity is the interpretation (prediction of consequences) of the possible route choices:
consequences of choosing the route in terms of constraints (UAV’s limitations, environmental,
time, receiving operator’s availability, mission commander specified constraints), in terms of
UAV safety and activities (current and near future ones) and receiving operator’s availability.

Once the options are interpreted and compared, the starting operator enters the “evaluate” step,
where he/she must compare the possible routes based on chosen performance criteria (e.g. path
length, time, endurance, fuel, safety).

Since the “ultimate goal” is to reassign the UAV keeping it alive, the decision that comes out
from the “evaluate” step must be checked by re-entering the “interpret” state.

The “target state” for the starting operator’s decision is to reassign the UAV with minimum fuel
consumption and time waste and maximum endurance possible, perfect handoff synchrony,
maximum safety for UAV and convoy, respecting constraints.

With this state in mind, the task is defined and the procedure is formulated. The last step consists
of executing the formulated procedure, and, once again, it is broken, so that the coordination of
the handoff with the receiving operator could be adequately represented.
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Figure 4.5 - Receiving operator's Decision Ladder

Figure 4.5 presents the receiving operator’s decision ladder. This is a simpler decision ladder,
compared to those of starting operator and mission commander, where many steps of the ladder
are not utilized.

The receiving operator gets two pre-activations before the main decision ladder steps are
activated. The first activation is the message from the mission commander requesting the UAV
reassignment. The mission commander message informs which UAV he/she is supposed to
receive and also if there are constraints of time and priority involved in the task. The second
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activation is a message from the starting operator confirming he is starting to plan the possible
reassignment routes.

The effective activation is the request for the UAV handoff, sent by the starting operator right
after he/she has uploaded the plan to the UAV. This activation leads the receiving operator to
observe what the time to complete the route is and the final UAV position and altitude.

The information related to the “identify” step for the receiving operator is detailed in the
Appendix B.1.3.

Notice that a part of the receiving operator’s decision ladder has been represented in gray and
was skipped by a shortcut that goes from understanding the scenario to the effective execution of
the handoff. The steps in gray were neglected because it is assumed that the receiving operator’s
decision (when to get the reassigned UAV control) is too immediate and too simple to demand a
complete decision ladder. Besides, in further analysis, it was noticed that the demand for
information remained the same all along these gray steps, which confirmed suspicions that they
were not relevant for the study. Once again, the execution of the procedure was broken in sub-
steps, so that the coordination of the handoff with the starting operator could be adequately
represented.

4.1.2 Collaborative Decision Process Diagram (CDPD)

In this step the decision ladders are unified. For the sake of simplicity, it was decided to use the
original Rasmussen’s decision ladder model (eight steps) as opposed to the expanded decision
ladders. In this representation; however, the expanded decision ladders are used to inform the
connections created between the items of the eight step model. Again for simplicity, only the data
processing activities are represented here.

The decision ladders are stretched in straight lines and put together in the form of a diagram
(Figure 4.6). The beginning (or activation) steps are located closest to the origin and the final
steps are the ones at the extremities. The arrows represent expected interactions between team
members in the steps (again, the expanded decision ladders are used to define these connections).
This representation is obtained by studying the individual decision ladders looking for
interactions.

Notice that this representation can be used to immediately determine where (along the steps) the
flow of interaction is more intense, and, therefore, where the highest concern supporting
collaboration should be.

Besides, since the steps of the decision ladders are explicitly represented, the CDPD can be used
to conduct a step-by-step walkthrough of the team decision-making process to obtain a
chronological notion of the order in which different events take place.

The interactions are represented by arrows (orange (dashed lines) for an interaction beginning
and blue (dotted lines) line for an interaction ending) while internal processes (executed by an
individual team member) are black (continuous lines); this gives a better notion of which steps
are the most relevant in terms of collaboration and explicitly represents who is responsible by
activating each interaction, thus detailing coordination aspects.
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Figure 4.6 — Collaborative Decision Process Diagram (CDPD)

This CDPD representation (Figure 4.6) facilitates the understanding of the consequences of a
failure in the information flow or in the interactions between team members. Next, a step-by-step
walkthrough of the CDPD is conducted to facilitate the following steps of identifying the
information requirements related to the team’s critical boundary objects (Figure 4.7). A detailed
walkthrough along the CDPD is presented in the Table B.1, Appendix B.2.
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4.1.3 Boundary Objects

This step presents the critical boundary objects being shared along the reassignment task. Three
different boundary objects were found: the reassigned UAV, the convoy and the target that shot
down the UAV. These elements are boundary objects because different team members, with
distinct roles in the task, use and modify different pieces of the information contained in these
objects while executing their activities and decisions. In this section, these boundary objects are
studied in detail: their states are defined and the information they may contain are described.

Other boundary objects exist in this representative scenario (e.g. the other UAVs involved in the
mission, the map, etc). However, it was decided to focus only on the three boundary objects
which contained information most relevant to the collaborative aspects of the reassignment task.
In developing a real system, an analyst will likely include more boundary objects (perhaps
detailed at a more superficial level than critical boundary objects).

4.1.3.1 Reassigned UAV

The reassigned UAYV is the boundary object whose relationship with the reassignment task is the
most evident, since it suffers state modifications explicitly associated with the task execution.

The reassigned UAV may be in one of the three states presented bellow:

e State 1: surveillance state - the state the UAV is in when it is executing regular
surveillance, searching for threats.

e State 2: transiting state - the state the UAV is in when going from one region to another
(being reassigned, following the reassignment route).

e State 3: non-steady state - the state between surveillance and transiting (or vice-versa), a
state in which velocity, altitude and route are changing.

Considering this definitions of states, it is possible to associate the reassigned UAV states to the
steps of the reassignment task, as follows (Figure 4.8):
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Figure 4.8 — Reassignment task and the UAYV states

For each state, a list of possible information about the UAV was generated. These results are
presented in Table 4-1 — Possible information about the reassigned UAV in each state.

Since the UAV is the most relevant boundary object for the reassignment task, the possible
consequences of its state being misinterpreted by each team member was investigated, so that the
consequences of a poor or confusing design could be understood. This is a way of knowing when
and for whom the design is more critical, and, thus, avoiding breakdown failures. This

investigation is presented in Appendix B.3 (Tables B.2, B.3 and B.4).

Table 4-1 — Possible information about the reassigned UAV in each state

Surveillance state

Transiting state

Non-steady state

- ATR on

- Activity: Target ID or

Regular Surveillance

- Low altitude

- Low speed

- Surveillance route

- Health status

- Fuel status

- Connection status

- Operator in control of UAV

- UAV number

- UAV location

- Estimated time to arrive at receiving
operator’s region (following a
straight line at cruise speed)

- Estimated time for the UAV to enter
a target’s range (if applicable)

- Estimated time for change in
control of the UAV

- Estimated time to enter the range of
the target that shot down the UAV

- ATR off
- Activity: follow reassignment route
(“on route™)
- High altitude
- High speed
- Reassignment route

(nominal or safety)
- Health status
- Fuel status
- Connection status
- Operator in control of UAV
- UAV number
- UAV location
- UAV’s estimated time to arrive at
receiving operator’s region
(following a straight line at cruise
speed)
- Estimated time for the UAV to enter
a target’s range (if applicable)
- Estimated time for change in
control of the UAV
- Estimated time to enter the range of
the target that shot down the UAV

- ATR off

- Activity: Transition from
reassignment/surveillance route to
surveillance/reassignment route

- Going from low/high to high/low
altitude

- Going from low/high to high/low
speed

- Health status

- Fuel status

- Connection status

- Operator in control of UAV

- UAV number

- UAV location

- Estimated time to arrive at receiving
operator’s region (following a
straight line at cruise speed)

- Estimated time for the UAV to enter
a target’s range (if applicable)

- Estimated time for change in
control of the UAV

- Estimated time to enter the range of
the target that shot down the UAV
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4.1.3.2 Convoy

The convoy states are not directly dependent upon the reassignment task; however, these states
may influence the team members’ decisions and may create time pressure conditions.

The convoy may be in two main states: stopped or moving. If it is moving, it can be in three
possible sub-states: out of range of a known threat, in range of a known threat, or in a potential
threat range of an unsurveilled region. Table 4-2 presents the possible information about the
convoy in each state and sub-state.

Table 4-2 — Possible information about the convoy

General information about the convoy (independent of the state):
- Current health status and necessary health to get to the end of the team’s region
- Current fuel status and necessary fuel to get to the end of the team’s region
- Connection status
- Convoy location (in the mission map context)
- Convoy location (specific sub-region and correspondent operator)
- Estimated time to arrive at next operator’s region
- Estimated time to get to the end of the team’s region
- Ideal time for convoy to exit the team’s region
- Estimated time to reach the potentially threatened region that should have been surveiled by the shot down UAV
- Estimated loss of health for crossing the threatened region that should have been surveiled by the shot down UAV
- Estimated loss of time for stopping the convoy before entering the threatened region that should have been surveiled
by the shot down UAV and waiting for the reassignment

Moving

Stopped

Out of threat range
region

In a target range
region

In a potentially
threatened region

- Health loss since
convoy was stopped
- Elapsed time since
the convoy was
stopped

- Estimated time to
release convoy (if
applicable)

- Estimated time to reach
next known or potential
threat envelop or region.

- Estimated loss of health
in the target range region
- Estimated gain in time
for not stopping the
convoy

- Estimated time to leave
the threat region (eg: the
convoy gets out of the
target’s range region or
the strike team destroys
the target)

- Estimated loss of health in the
threatened region (this can be
estimated by a intelligence help
team based on their knowledge of
the probability of existence of
targets in unsurveilled regions)

- Estimated gain in time for not
stopping the convoy

- Estimated time to leave the
potentially threatened region (e.g. a
UAV surveils the region of the
convoy gets out of the region)

4.1.3.3 Target that shot down the UAV

The target may be in one of theses three states: undiscovered, discovered and active, or
destroyed. If the target is discovered and active, it can be in one these three sub-states: discovered
but being classified, classified but not yet scheduled by the strike team, or scheduled but not yet
destroyed (scheduled strike pending).

Table 4-3 presents the possible information about the target in each state and sub-state.
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Table 4-3 — Possible information about the target

Undiscovered

Discovered but
being classified

Discovered and Active

Classified but not yet
scheduled

Scheduled strike
pending

Destroyed

- Unknown
information

- Threat location

- Threat’s region and
correspondent
operator

- Elapsed time since
target was detected

- Team members
involved in the threat
classification (help
requested)

- Any information
about the target
(intell, imagery, etc).

- Target classification

- Weapons range (aerial)

- Weapons range (ground)
- Target location

- Target’s region and
correspondent operator

- Target activity level
(ground & aerial)

- Elapsed time since target
was identified

- Elapsed time since
information was sent to
strike team schedule

- Target classification
- Weapons range
(aerial)

- Weapons range
(ground)

- Target location

- Target’s region and
correspondent operator
- Target activity level
(ground & aerial)

- Elapsed time since
target was identified
- Scheduled time for

- Destroyed
target location

- Estimated time for the
target to be destroyed
(considering current and
near future expected strike
team schedule)

the target to be
destroyed

4.1.3.4 Information Components and Levels of Detail

For simplicity, the information components will be presented together with the levels of detail in
the next section.

This step consists of defining the required information about the three previously defined
boundary objects for each team member involved in the reassignment task in each step of the
CDPD. However, to define this information, the state that the boundary object is in needs to be
known, and, since the UAV is the only boundary object whose changes of states are directly
associated with defined steps of the CDPD, special assumptions had to be made about each
boundary object changes of state. The assumptions are presented in Table 4-4.

Table 4-4 — Special assumptions about boundary objects state changes

- The mission commander
is receiving the information
he needs about the specific
sub-state of the convoy. We
will only deal with the
information that has
connection with the UAV
reassignment task.

- The receiving
operator assumes the
control of the UAV
when it is in the
transiting state

- The target is classified and scheduled
while the starting operator is planning the
reassignment route. It is classified before
the “interpret/evaluate” steps (in the
starting operator decision ladder) take
place and it is scheduled after these steps
are complete.

Assumptions:

- The strike team destroys the target while
the UAV is in the transiting state.

The assumption that the handoff of control occurs in the transiting state was made for the
following two reasons. First, the Automatic Target Recognition (ATR) will be off during the
transiting state, so there is no danger of a target detection occurring close to the handoff time,
thus, creating doubt of who would be the operator responsible for its classification. Second, the
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altitude, the route path and the velocity of the UAV are well known and approximately steady
during the transiting state.

These assumptions are made about the target and about the convoy because it is believed that this
is the hardest possible combination of events in terms of requiring cognitive effort from the team
members.

The starting operator will have to plan the safety and the nominal route, since the target will not
be destroyed before the route planning is complete. Besides, the target is classified before the
route is planned, so the safety route may be accurately planned.

The target will be destroyed while the UAV is in the transiting route, thus, whomever is in
control of the UAV at that time will be responsible for changing the UAV route (from the safety
to the nominal one) if adequate.

Once the information components were defined, they were classified according to the levels of
detail required. This classification gives only an overall notion of the levels of detail of the
information for boxes of information components, which means that some items contained in
each box in may require different levels of detail. However, our intention with this classification
is only to show our concern with the matter of the levels of detail without focusing deeply on it.

An example of a step of the CDPD, where information components are associated with the
respective levels of detail, is presented in Figure 4.9 (for the UAV as boundary object). The
complete set information components and the associated levels of detail, for each boundary
object and for each step of the CDPD are presented in the Tables B.5, B.6 and B.7 from
Appendix B.4.
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Figure 4.9 — Example of information components and levels of detail for a certain step of the CDPD
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4.1.3.5 Identifying Relationships

As can be seen in the Figure 4.9, the amount of required information for each boundary object
may be considerably high. Also, when all the information related to each boundary object is put
together, it may be confusing to determine their relationships. As an example, one step of the
final CDPD (with all the boundary objects put together) is presented. In this example (Table 4-5),
the mission commander is in the “identify” step of his/her decision ladder. Due to the various
information required for each boundary object, it is difficult to determine the relationships

between these pieces of information.
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Table 4-5 - Example step of the final CDPD
Mission commander (“IDENTIFY” step)

future activities

- Overall fuel and
health status (only
shown if the UAV is
expected to reach
some critical level in
a near future)

- Connection status
(only shown if it
requires attention, if
it is critical).

- Operator in control
of the UAV

- UAV number

- UAV location

- UAV capabilities

the operator responsible
for this region

- Elapsed time since
target was detected

- Team members
involved in the threat
classification

Boundary UAV Target Convoy
Object
State Surveillance Discovered being Stopped/Moving
classified
Info Level Basic Basic Basic
Info Summary | - UAV current and - Threat location and - Current health status and necessary health to get to the

end of the team’s region

- Current fuel status and necessary fuel to get to the end
of the team’s region

- Connection status

- Convoy location (in the mission map context)

- Convoy location (specific sub-region and
correspondent operator)

- Estimated time to get to the end of the team’s region

- Ideal time for convoy to exit the team’s region

- Estimated time to reach the potentially threatened
region that should have been surveiled by the shot down
UAV

- Estimated loss of health for crossing the threatened
region that should have been surveiled by the shot down
UAV

- Estimated loss of time for stopping the convoy before
entering the threatened region that should have been
surveiled by the shot down UAV and waiting for the
reassignment

Aiming to simplify the search for relationships, a graphical representation of the information was
created. With small icons representing each piece of information, the analyst is capable of
searching visually for the relationships instead of reading and having to remember each line of
text in association with the other ones. It is important to point out that these icons are not the
representation that will be used in the final displays design. This representation is just a draft to
help the analyst organize his/her thoughts.

As an example of the adopted approach, the same step from Table 4-5 is presented graphically in
Table 4-6.
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Table 4-6 - Example step of the final CDPD — Graphical Representation
Mission commander (“IDENTIFY” step)

Boundary UAV Target Convoy
Object
State Surveillance Discovered being Stopped/Moving
classified
—_— —_— —_—
Info Level — — ——
Info
.~ ¢ = =]
summary +Aa2 -
= ?"’ii §+ g I gln
.-._f‘-'vr L L ) )
HELP! B  ETA
Current [ E 0-00-00 E Ideal arrival
@ 4 @ @ @ @ end of the region AL ULl
- @ end of the region
Future -
Elapsed since E Ui LB
0000 = 0:00:00 CJ ETa
@ detection stopping convoy GO0-00
% © -?
6]

The graphical representations are meant to be intuitive, however, for a complete understanding
Table 4-7 describes the meaning of each icon.

Table 4-7 - Icons meanings

Icon Meaning

i - UAV location

Iﬁ‘ & - UAV overall fuel, health status and connection

- UAV capabilities

K-

- Operator in control of UAV

- UAV current and future activities
- UAV number

- Threat location

@)=

P

i

@ 6@ - Team members involved in the threat classification
Flapsed since - Elapsed time since target was detected
..drirr.llnn
@ - Target ID by receiving operator
%u__ - Convoy location (in the mission map context)
= - Convoy location (specific sub-region and correspondent
@ operator)
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Table 4-7 - Icons meanings (cont’d)
Icon Meaning

- Convoy current health status and necessary health to get to
| the end of the team’s region
§ 197 - Convoy current fuel status and necessary fuel to get to the
— 1| end of the team’s region
- Connection status
| -Convoy estimated loss of health for crossing the
|| ]-| =l | threatened region that should have been surveiled by the
' ~— | shotdown UAV

C 1
Necessary,
_r—| TrreRT
| NEcessary

- Estimated loss of time for stopping the convoy before
. entering the threatened region that should have been
W surve_iled by the shot down UAV and waiting for the
- reassignment
K era - Convoy estimated time to get to the end of the team’s
& ot meregon] | 010N
B deat o - Ideal time for convoy to exit the team’s region
ST - Estimated time to reach the potentially threatened region
o [T | that should have been surveiled by the shot down UAV

Icons like those represented above were created for each piece of information contained in each
step of the CDPD. The detailed CDPD with the drawings will not be presented here, since it was
only a tool for the relationships search. However, a sample of the relevant relationships found
(and the icons associated to the information) is presented below (see Appendix B.5 for a full set
of relationships).

Four typed of relationships were detected (where A and B are information components):

| — A (B) (dependence) — A depends on B

Il - A & B (addition) — A and B together may lead to a conclusion

11 — A x B (tradeoff) — The tradeoff between A and B may lead to a conclusion
IV — A =» B (consequence) — B is a consequence of A

4.1.4 Summarizing Requirements

Based on the information contained in the boundary objects and on the relationships found
between the information components of the boundary objects, a list of requirements was
generated and is presented in Tables 4-8 (starting operator) and 4-9 (receiving operator). The
table of requirements for the mission commander is presented in the Appendix B.6 (Table B-8) as
the current focus is on designing interfaces for the operators.

The requirements for the starting operator’s display are divided in two groups: planning the
reassignment routes and monitoring the reassignment execution. The display requirements for the
receiving operator form a single group, which comprises two activities: planning the handoff time
window and monitoring the reassignment route. These requirements divisions represent the
changes in the necessary information along the CDPD for each team member.
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Table 4-8 — Starting operator display requirements summar
Starting operator

Planning reassignment routes

Monitoring reassignment execution

TEAM MEMBERS:

- Show other team members’ available communication options and connectivity status of each option at basic level
- Show other team members (involved in the reassignment task) activities at basic level

CONVOY:

- Show convoy position at basic level

- Show convoy estimated time to reach the
potentially threatened region that should have been
surveiled by the shot down UAYV at basic level

CONVOY:
- Show convoy position at superficial level

UAV:

- Show UAV number

- Show UAV location at detailed level

- Show ATR status

- Show UAV current and future activities at
detailed level

- Show UAYV surveillance speed, altitude and route
(the overall notion of what it means to be in the
surveillance state) at detailed level

- Show critical information (about fuel, health,
connection) if applicable at detailed level

- Show UAV estimated time of arrival at the
receiving operator’s region at detailed level (driven
from current location only)

- Show UAYV estimated time to arrive at receiving
operator’s region (driven from current location and
based on chosen route) at detailed level

- Show estimated time to enter the range of the
target that shot down the UAV at detailed level

- Show planned reassignment routes (nominal and
safety and which will be the starting one) at basic
level

UAV:

- Show UAV number

- Show UAV location at basic level

- Show ATR status

- Show UAV current and future activities at basic level

- Show UAYV surveillance speed, altitude and route (the
overall notion of what it means to be in the surveillance state)
at basic level

- Show critical information (about fuel, health, connection) if
applicable at basic level

- Show UAV estimated time to arrive at receiving operator’s
region (driven from current location and based on chosen
route) at basic level

- Show estimated time to enter the range of the target that shot
down the UAV at basic level

- Show planned reassignment routes (nominal and safety and
which will be the starting one) at basic level

- Show planned reassignment routes and

which route is the current one at basic level

- Show activity: UAV transitioning from
surveillance/transiting route to transiting/surveillance route at
basic level

- Show activity: UAV following the reassignment route (“on
route”) at basic level

- Show UAV is going from low/high to high/low altitude
(possibility to monitor altitude) at basic level

- Show UAV is going from low/high to high/low speed
(possibility to monitor speed) at basic level

- Show UAV context info: handoff time window being
planned by receiving op (and expected time of planning
completion) at superficial level

- Show estimated time for change in control of the UAV at
basic level

- Show UAV context info: reassignment execution being
monitored by receiving operator (and expected time of
completion)

- Show UAV context info: receiving op preparing to take
control of the UAV (and expected time of handoff)
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Starting operator

Planning reassignment routes

Monitoring reassignment execution

TARGET:
- Target location at basic level
- Weapons range (aerial) at basic level

- Estimated time for the target to be destroyed
(based on current and near future strike team
schedule) at basic level

- Scheduled time for the target to be destroyed at
basic level

TARGET:

- Target location at superficial level
- Weapons range (aerial) at superficial level

- Estimated time for the target to be destroyed (based
on current and near future strike team schedule) at
superficial level

- Scheduled time for the target to be destroyed at
superficial level

- Destroyed target location at superficial level

RELATIONSHIPS:

-Show [ATR on], [low speed], [low altitude],
[surveillance route] and [UAV _activities] and
their consequence relationship.

- Show [UAV location], [target location],
[estimated target range] and [estimated time for
the UAV to enter the target’s range] and their
dependency relationship.

- Show [UAV estimated time to arrive at the
receiving operator’s region] and [UAV location]
and their dependency relationship

- Show [estimated time to arrive at the receiving
op’s region] and [current and necessary fuel and
health] tradeoff relationship

- Show [estimated time for the UAV to enter the
target’s range] and [estimated time for the target
to be destroyed] and their addition relationship

- Show [estimated time for the UAV to arrive at
the receiving operator’s region] and [estimated
time for the convoy to arrive at the threatened
area that should have been surveiled by the shot
down UAV] and their addition relationship

- Show current and necessary [health] and [fuel]
and their addition relationship

- Show [current and expected receiving op’s.
activities] and [estimated time for the UAV to
arrive at the receiving operator’s region] and their
addition relationship

RELATIONSHIPS:

-Show [ATR on], [low speed], [low altitude],
[surveillance route] and [UAV activities] and their
consequence relationship.

- Show [UAV location], [target location], [estimated
target range] and [estimated time for the UAV to enter
the target’s range] and their dependency relationship.

- Show [estimated time for the UAV to enter the
target’s range] and [estimated time for the target to be
destroyed] and their addition relationship

- Show [current and expected receiving op’s.
activities] and [estimated time for the UAV to arrive
at the receiving operator’s region] and their addition
relationship

- Show [estimated time for the UAV to enter the
receiving operator’s region] and [planned route] and
their dependency relationship

- Show [estimated time for the UAV to enter the range
of the target that shot down the UAV] and [planned
route] and their dependency relationship

- Show [route change], [altitude change] and [speed
change] and [ATR off] and their addition relationship

- Show [(a)] and [UAV route: safety or nominal] and
their consequence relationship where:

(@) The [estimated time for the UAV to enter the
target’s range] and [the scheduled time for the target
to be destroyed] (addition relationship)

- Show [target state: destroyed] and [UAV_route:
safety or nominal] and their consequence relationship
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Table 4-9 — Receiving operator display requirements summar
Receiving operator

Planning Handoff Time Window/Monitoring Reassignment Route

TEAM MEMBERS:

- Show other team members’ available communication options and connectivity status of each option at
basic level

- Show other team members(involved in the reassignment task) activities at basic level

CONVOY

- Show convoy position at basic level

- Show convoy estimated time to reach the potentially threatened region that should have been surveiled by
the shot down UAYV at basic level

UAV

- Show operator in control of UAV

- Show UAV number

- Show UAV’s estimated time to arrive at receiving operator’s region at basic level

- Show UAV location at basic level

- Show any critical/off nominal info at basic level

- Show UAYV location and estimated time to arrive at receiving operator’s region (driven from current
location and based on chosen route) at basic level

- Show estimated time to enter the range of the target that shot down the UAV at basic level

- Show planned reassignment routes (nominal and safety and which will be the starting one) at basic level

- Show planned reassignment routes and which route is the current one at basic level

- Show activity: UAV transitioning from surveillance/transiting route to transiting/surveillance route at
basic level

- Show activity: UAV following the reassignment route (“on route”) at basic level

- Show UAV is going from low/high to high/low altitude (possibility to monitor altitude) at basic level

- Show UAV is going from low/high to high/low speed (possibility to monitor speed) at basic level

- Show estimated time for change in control of the UAV at basic level

- Show ATR status

- Show UAV context info: reassignment execution being monitored by starting operator (and expected time
of completion)

- Show UAV context info: starting operator preparing to surrender the UAV control

TARGET

- Show info about the unclassified target (intell, imagery, etc) at detailed level (if still being classified)

- Show weapons range (aerial) at basic level

- Show target location at basic level

- Show target activity level (aerial) at basic level

- Show estimated time for the target to be destroyed (based on current and near future strike team schedule)
at basic level

- Show scheduled time for the target to be destroyed at basic level

- Show destroyed target location at superficial level

RELATIONSHIPS:

- Show [target position], [target range], [scheduled time for the target to be destroyed], and [target level of
activity] and their addition relationship

- Show [estimated time for the convoy to enter the threatened region] and [estimated time for the UAV to
enter the receiving op’s region] and their addition relationship

- Show [estimated time for the UAV to enter the receiving operator’s region] and [planned route] and their
dependency relationship

- Show [estimated time for the UAV to enter the range of the target that shot down the UAV] and [planned
route] and their dependency relationship

- Show [route change], [altitude change] and [speed change] and [ATR off] and their addition relationship

- Show [(a)] and [UAV route: safety or nominal] and their consequence relationship where:

(a) The [estimated time for the UAV to enter the target’s range] and [the scheduled time for the target to be
destroyed] (addition relationship)

- Show [target state: destroyed] and [UAV route: safety or nominal] and their consequence relationship
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Chapter 5 Re-Designing Displays Based on the
Hybrid CTA Collaborative Extension

This chapter presents the re-design of a set of UAV operator displays originally designed using
the Hybrid CTA method. The new designs will be based on the requirements obtained in Chapter
4. The existing operators’ displays (obtained through the Hybrid CTA), are first presented,
followed by the re-designed displays (based on the method proposed in this report).

Since the focus of the requirements generation from Chapter 4 was on the reassignment task, the
display to be presented in detail will be reroute/reassign displays. It is acknowledged that the
requirements obtained in Chapter 4 will have some influence on the other displays; however, they
will only be presented superficially.

5.1 Displays Obtained Based on the Original Hybrid CTA

Based on the list of requirements derived from task analysis performed using the original Hybrid
CTA method, a three screen display design was created. This section presents these displays and
their basic functionality.

The three screens consist of:

e The Map Display (Figure 5.1) in which the general geospatial and temporal information
of the mission is presented,

e The Communication Display (Figure 5.2) in which the main focus is the interaction
between different operators and between operators and the mission commander, and

e The Task Display (Figure 5.3 and Figure 5.4) in which operators are able to reroute and
reassign UAVSs, as well as identify targets.
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Figure 5.1 - Map Display
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5.2 Displays Based on the Hybrid CTA Collaborative Extension

This section presents the displays obtained based on the requirements generated from the Hybrid
CTA Collaborative Extension. Since the operators’ informational needs change as the task
progresses, for each operator, the display should accommodate these changes. For this reason, the
displays are presented based on the chronological order imposed by the CDPD. If a display has
not changed between two or more steps of the CDPD, its representation will be omitted, that is,
we will only present a display when it changes.

5.2.1 CDPD - From step 1 tostep 7

i Fecrr 1y

ID.EN‘I]F\'| [ l | |

=i mCDR Stating Op. Receiving Op  [45 mCDR Starfing Op.  Receiving Op

E\-'.-\LL'AI'E‘ | = DEFINE TASK| |

Strting Op.  Receiving Op [ mECDR mCDR Starting Op. Receiving Op

PROCEDURE
mCDR Starting Op, Receiving Op

.L-‘; Ew-j";';r} FORMULATE | | | | |

Figure 5.5 - CDPD - From step 1 to step 7

These steps are prior to the operators’ activation for the reassignment. For this reason, both
operators will be working on tasks that are not related to the reassignment. The map display, the
communication display and the target ID display will look almost exactly like presented in
Figures 5.1 t0 5.3.

One of the differences between the old and the new displays is related to the UAVs
representation. This change was due to a change in the US military display standards. This
standard states that a “friend” UAV must always be represented in blue, unless it has been shot
down. Table 5-1 describes the representation change:
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Table 5-1 — UAV representation change
Representation Meaning: Old representation: New
representation:

The UAV is surveilling the
region = 5
]

The UAV is flying over a
possible threat (acquiring the @ S
imagery that will be used to : =
identify it)

The UAV has been shot down C
5

Another difference appears in the communication display. According to the requirements
generated by the Hybrid CTA Collaborative Extension method, the operators need to know,
during the whole mission, the number of pending tasks the other operators will have to execute
(and they can see what the tasks are by clicking the pending tasks box).

*LI") OP1 -Very Good
L . . Speed: X Mb/s
0:01:53 - Changing shift MIT Network

|[Pending Tasks ... (2)[»] O Repair

,_ a OP3 Very Good
Speed: X Mb/s
0:00:33 - Target ID task MIT Network

Il Pending Tasks ... (1) [w] O Repair

Figure 5.6 — Communication display — Pending Taks

The major changes appear in the reroute/reassign display. First, the display’s name was changed
to re-planning. Figure 5.7 shows how an operator would see the re-planning display prior to the
activation sent by the mission commander (of course, the highlighted area on the map would be
changed if the operator was not operator 2).
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Figure 5.7 — Re-planning display

The display’s complete functionality will be explained as we go through the CDPD steps,
however, there are some features that can be explained at this point.

1)
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[Reroute . (2 [#] 0-:00-30 8
[Pending (2)  |«] 0:03:30

Figure 5.8 — Operators’ current and pending activities

New requirements indicate that each operator should be aware of the number of the current and
the future activities of the other operators, what their current task is, how long it will take for
them to complete their current and future tasks and their status.

This feature (detailed in Figure 5.8) helps the reassignment task since it gives the operators a real
notion of when to execute the task and interact providing the least disturbance to the other
operators’ current activities. Besides, the operator does not have to look to another display to
acquire this information.
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Figure 5.9 — Temporal information about the possible threats to the convoy

This timeline is another innovation derived from the requirements identified by the Hybrid CTA
Collaborative Extension method. It gives the operator temporal information about the convoy
(when it will enter an unsurveilled region and when it will enter a known target range) and about
the target strike schedule. Using this information (Figure 5.9), the operator may be able to plan
routes and make decisions using almost exclusively in the re-planning display. This reduces the
distraction and possible confusion of having to look at the map display while planning
reassignments. It also gives an instant notion of how fast the plans will have to be made in order
to keep the convoy safe.

3)

Figure 5.10 — UAV altitude and speed

At any time, the operator can pass the mouse over one of the UAVs under his/her control and
obtain information such as the SA (surveillance altitude) and the SS (surveillance speed) as
illustrated in Figure 5.10.

5.2.2 CDPD - Step 8
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Figure 5.11 - CDPD - Step 8

At this point, both the receiving and the starting operators receive the activation from the mission
commander to start preparing to plan and execute the reassignment. The message from the
mission commander is presented at the communication display. The starting operator’s re-
planning tab at the task display starts to blink in black and orange. Also, the UAV that is
supposed to be reassigned also blinks on every display (map, communication and task displays)
to help the operator avoid mistakes when picking the UAV to reassign and to increase the
likelihood that the operator will perceive and not forget the reassignment task.
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Figure 5.12 - Task display right after the mission commander activation
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5.2.3 CDPD - From step 9 to step 15
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Figure 5.13 — CDPD - From step 9 to step 15

These are the steps in which the starting operator plans the reassignment. He/She starts the plan
by defining which UAVs are involved in the reassignment task.
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Figure 5.14 - Starting operator selects the UAV to be reassingned
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Figure 5.15 — Starting operator selects the shot down UAV (or the UAV to be substituted by the reassigned
UAV)

Once the UAVs are selected, the starting operator starts planning the reassignment. It is important
to notice that the starting operator is aware of the current and future activities the receiving
operator may be involved in. Thus, the starting operator may need to use the communication

display to coordinate with and/or send a notice to the receiving operator informing he/she is about
to start the reassignment planning.
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Figure 5.16 — Starting operator starts planning the reassignment

Once the starting operator clicks the “start planning reassignment” button, he/she receives
information about the current route in which the UAV to be reassigned is, about the default

reassignment route (a straight line between the involved UAVs) and about the UAV (fuel and
health). The information is explained in the following paragraphs.
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Figure 5.17 — Starting operator reassignment display
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Figure 5.18 — UAV fuel and health

The graph presents a qualitative relationship between UAV fuel and health and allows a
comparison between the minimum required (required for the emergency route) the available fuel
and health to finish the mission and the necessary fuel and health to conclude a certain route (in
this case, route 1). At the upper right corner, details about the route can be obtained. At the
bottom, the starting operator sees the current route the UAV is in (this information can be used to

avoid confusion — the starting operator could be in doubt, at a certain point, if he had already sent
a new route to the UAV).
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Figure 5.19 — Route management feature

Figure 5.19 presents the route management feature. Using this part of the display the starting
operator can create, save and delete new routes, can define the active route and the safety route,
can choose the routes to be included in the plan to be sent to the UAV and can choose the routes
to be seen in the map at the right. The active route is the route the UAV will be following once
the handoff starts and the safety route may be any route that does not pass by any target ranges.

Once the operator defines his choices in the route management box, he uploads the plan to the
UAV. However, it is only after confirming the handoff initiation that the UAV will start to obey
the plans.

At the bottom, the starting operator can see which UAV is reassigned and who the corresponding
receiving operator is (as well as his/her status).
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Figure 5.20 — Routes displayed on the map
The current and planned routes may be displayed on the map (Figure 5.20).
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Figure 5.21 - Timeline
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The temporal details of the planned route are presented in a timeline (Figure 5.21). The first line
shows Route 1 and relates its duration and altitude to the time windows in which the UAV will
pass by connection blackouts (dashed in gray regions) and by target ranges (red regions). Also,
the starting operator is able to compare, using the timeline, each planned route duration and the

“distance” (in time) from the convoy to the target that shot down the UAV (as well as the target
strike schedule).

Another feature that can be used to help the starting operator to compare different route plans is
the “time stamps” located along the UAV route on the map (Figure 5.22). The time stamps give a
better notion of the gradual UAV change in position along a certain route.

__Remaining: |
00030 |

,,,,,,,,,

¥ Time Stamps ‘

Figure 5.22 - Time Stamps

At this point, the starting operator can create new routes. To create a new route, the operator has
to click the “create” button.

FRe-planning

Ar | Memsign | Sesdiobuse |

E == [uavr =

T Create Save Delete ‘
Management

Active  5: Include in > |
Roufa R _,h UAW plan [ELE =

Figure 5.23 - Creating a new route

Once the “create” button is clicked (Figure 5.23), regions where there may be possible
connection blackouts are shown. The route that was being followed by the shot down UAV is
also displayed. The operator creates the new route by clicking on certain points where he/she
wants the UAV to go and straight lines are automatically built between the points (Figure 5.24).
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Figure 5.24 — Creating the new route - step by step

Once the operator has finished drawing the route, he/she can save or delete it (Figure 5.25).
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Figure 5.25 — Saving a new route

Once the new route is saved, it is shown using the same features that were explained for the
Route 1 (Figure 5.26).
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Figure 5.26 — Route 2 (Light Green)

As can be seen in the timeline in Figure 5.26, the Route 2 does not pass with range of any known

targets, thus, it is a potential safety route. If the operator decides to make it the safety route,
he/she simply defines it as so in the route management box (Figure 5.27).
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the operator defines the active route for the reassignment task.

Figure 5.27 — Defining the safety route

The starting operator may create a third route. The process of creating a Route 3 is exactly
analogous to creating Route 2. Figure 5.28 shows the display with the three routes. At this point
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The operator must now choose some of the planned routes and send them to the UAV (with the

definition of the active and the safety route). Figure 5.29 shows the starting operator uploading
the route plan to the UAV.

Upload Plan

Initiate Handoff

Cancel Handoff

Figure 5.29 - Uploading the routes

to UAV 4

with Op. 3 &

Once the operator sends the plan to the UAV, he/she receives a confirmation message (to make
sure he/she is uploading the correct plan) (Figure 5.30).
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Figure 5.30 - Plan confirmation

Once the operator confirms the plan, the UAV starts following the defined active route,
represented, now, by a continuous line (Figure 5.31).
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Figure 5.31 - UAV starts following the planned route

At this point, the starting operator initiates the UAV handoff coordination with the receiving
operator.
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Figure 5.32 - Initiating handoff

5.2.4 CDPD - From step 16 to the end
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Once the starting operator clicks the “initiate handoff” button, the UAV to be reassigned starts
blinking in every display, for both operators. A landmark in the timeline indicates the moment
when the handoff is expected to occur (based on the receiving operator current and near future

activities). This landmark helps both operators coordinate the moment of the change in the UAV
control.
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Figure 5.34 — Starting operator’s reassignment display after clicking the “initiate handoff” button

At this point, the receiving operator’s re-planning tab is blinking in orange and black. The

receiving operator cannot make any modifications in the route management (buttons are grayed)
before he/she assumes the UAV control.
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Figure 5.35 - Receiving operator’s reassignment display (“initiate handoff” button clicked by starting
operator)

As mentioned, the UAV will blink in every screen for both operators: Figures 5.36 to 5.38
present the map, the communication and the target ID display for the receiving operator right
after the handoff request from the starting operator. If the receiving operator slides the mouse
over the blinking UAV he/she will receive a notice about the handoff.

UAV 4:
ready for
handoff

= = —

Figure 5.36 - Receiving operator’s map display (“initiate handoff”” button clicked by starting operator)
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In the communication and in the target ID displays, the shot down UAV gives place to the UAV
that is being reassigned (Figure 5.37):
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Figure 5.37 - Receiving operator’s communication display (“initiate handoff” button clicked by starting

operator)
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Figure 5.38 - Receiving operator’s target ID display (“initiate handoff”” button clicked by starting operator)

It can be seen in the previous figures (Figures 5.36 to 5.38) that there are redundancies in every
display to make the receiving operator aware of the handoff request. Thus, it does not matter in
which activity the receiving operator is involved, he/she will perceive the request.

In order to accept the handoff, the receiving operator must click the UAV and answer to the

message that will pop up from it (Figure 5.39). The receiving operator has the option to accept
the handoff or to delay the decision (in case he/she is too busy at the moment).
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Figure 5.39 - Receiving operator's options

When the receiving operator accepts the handoff request and takes the UAV control, he/she will
be able to alter the routes in the route management box.
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Figure 5.40 — Receiving operator’s reassignment display right after the handoff of the UAV control
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At this point the UAV stops blinking and the starting operator stops seeing the information about
the reassigned UAV. A message is sent to the mission commander informing him/her that the
handoff is complete.
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Chapter 6 Conclusion

This report proposed an extension of an existing CTA design methodology, the Hybrid CTA,
motivated by the problem that this methodology limits the potential for overall UAV systems
operations by not supporting adequately the collective decision making and coordination that is
actually required throughout UAV mission operations. The result of this work was the
development of a method that derives information and functional requirements aimed at
supporting collaboration, communication, and coordination among UAV system operators.

This chapter presents a brief discussion of the contributions made by this research as well as the
future directions that may be followed to extend this work. First, it is discussed how the initial
goals set in Chapter 1 were addressed. Then the contributions made by this work are summarized.
Finally some possible future work that could be derived from this research are presented.

6.1 Research Goals

The central research hypothesis of this work was that examining specific roles of team members
in a collaborative task would help us identify information and functional requirements related to
teamwork aspects (e.g. communication, collaboration and coordination) in the operation and
control of complex systems.

This hypothesis was verified through the following goals:

e Goal 1. To develop a method to take into account teamwork in the requirements
derivation for interfaces design for complex systems operation and control.

e Goal 2. To apply the developed method to re-design UAV system displays.

Both research goals were reached and the results obtained were presented in the previous
chapters. The resultant displays, designed from requirements obtained with the developed Hybrid
CTA Collaborative Extension method present stronger teamwork support than the original
displays designed from the original Hybrid CTA.

6.2 Contributions

The main contribution given by this work is the method itself. The Hybrid CTA Collaborative
Extension method can be used to design complex systems in a wide variety of applications
involving teamwork with distributed members. The method gives a solid support to collaboration,
coordination, and communication, which are important aspects of supporting collective decision
making.

75



6.3 Future Work

The major issue with the obtained method is its complexity. An extension of this work must have
as its first goal the simplification of the method, since it currently involves many steps and some
steps are extremely arduous, extensive, and time consuming.

Another possible future research to be derived from this research is a full evaluation of the
method, through real implementation and testing. By testing the designs obtained with the
method, using real users, a better notion would be obtained of how well the method maps the
environment and the dependencies between team members in comparison with other existing
methods.
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Appendix A The Hybrid CTA Details

A.1 Scenario Task Overview

As described in Chapter 2, this step of the Hybrid CTA method presents the mission’s goal and
phases (and also the sub-goals in each phase and operator’s individual sub-tasks). There are three
main phases associated with the UAV ground force protection task: mission planning, mission
execution and mission recovery. This study focuses on developing support for the mission
execution (which may involve some mission replanning). It is assumed that the tasks of the
formal mission planning have been completed prior to our task scenario.

Within the UAV ground force protection task there are five basic phase goals and event types:
launch UAVs phase, ISR (Intelligence, Surveillance and Reconnaissance) (e.g., scouting the area
in search of potential enemies), target detection (e.g., confirming target identified by the UAVS’
onboard target identification systems), target schedule (e.g., receiving acknowledgement from the
external strike team that a detected target has been scheduled to be destroyed) and UAV
reroute/reassignment (e.g., planning new route for UAV). There are also off-nominal events that
the UAV team may need to handle while executing the mission scenario: a UAV could be shot
down (or become incapacitated due to equipment malfunction) and the UAV team could lose
their communications link to one or more of their external contacts (i.e., the convoy, the strike
team, or JSTARS).
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Table A-1 details the expected or possible tasks and subtasks of the UAV team, and in particular
of the multi-UAV operators during each of these basic and off-nominal phase events.

Finally once the mission has been executed, the UAV team will need to recover the deployed
UAYV assets. This mission recovery phase, may involve recalling the UAVs to a nearby base or
re-tasking them to another mission. This study will only nominally consider this phase of the
mission, as it is not our current focus.
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Table A-1 - Operator CTA Task Scenario Overview

Mission
Planning

Issues to be resolved in this phase:

Helpful information for resolving these issues:

— Each operator will have a pre-defined
area under his/her responsibility

— Each operator will have a pre-defined #
of UAVs under his/her responsibility

— Initial search area for Search UAVs will
be determined

— Initial mission route for each UAV will
be determined (Choose a pre-defined
initial route for each UAV)

— Plan safety route

— Visual indication of area under his/her responsibility;

— Mission clock;

— UAV surveillance speed;

— Engaged time (operator target confirmation time,
communication time with strike team, mission commander and
UAVs, strike team schedule timing);

— Average time that target recognition will take;

— Visual indication of search areas/ tactical map;

— Expected convoy arrival time, path;

— Suggestions of possible UAV routes/ Visual indication;

— Ideal range of UAVs for accurate ATR (Automatic Target
Recognition);

— UAVs endurance/health status (fuel, physical conditions)

Mission
Execution
(Basic
phases/events)

Phase Goals

Phase Breakdown

Launch UAVs Phase

— Launch Search UAVs

ISR (Intelligence, Surveillance &
Reconnaissance)

— UAYV Operator monitors AOI while UAVSs search for
potential threats
— Monitoring health status

Target Detection

— UAV's onboard ATR sends a potential target alert to the
controlling UAV Operator

— UAV Operator examines ATR to confirm or refute target
identification

— If itis a target: process target ID information/ classification
— Possibility to request mission commander's help

Mission
Execution
(Basic
phases/events)

Target Schedules

— Check strike team and mission commander's availability

— Submit target information details to strike team (high or low
priority, target classification and position)

— Send message of target confirmation to mission commander
— UAV goes back to searching task

— Feedback of target scheduling from strike team

UAV reroute/reassignment

— mission commander requests a UAV task modification
— UAYV operator communicates intentions to mission
commander

— UAV operator performs route modifications

— UAV operator confirms the modification

Mission
Execution
(Possible off-
nominal events)

UAYV shot down

— All operators and mission commander are notified about the
UAV loss

— Target being confirmed added to strike team schedule (If
UAV was shot down by a known target)

— Notification whether mission commander decided to reassign
another UAV from another operator's AOI

UAYV malfunction

— The operator responsible for this UAV is notified about
malfunction

— UAYV Operator recalls UAV to base if necessary

— UAYV Operator Alerts mission commander of modifications

Mission
Recovery

Once the Mission Execution Phase is completed - or is aborted - UAVs should be recalled to base or re-

tasked to another mission
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A.2 Event Flow Diagram

The event flow diagram sketches the mission execution phase into sequential events and lists
mission planning assumptions. In this step, the events (tasks and sub-tasks) temporal organization
and dependencies and the temporal constraints are presented.

Three basic event types are used: loops (iterative events that occur until another predetermined
event arises), decisions (an event requiring knowledge-based input from an operator), and
processes (a task requiring some human-computer interaction).

Figure A.1 depicts the event flow diagram constructed from the scenario task overview. The gray
rectangles at the top show the three main mission phases: mission planning, mission execution,
and mission recovery. Below the mission planning phase is a parallelogram listing the tasks
which are assumed to be completed prior to the mission execution phase (our primary concern):
each UAV operator is given a pre-defined area of surveillance (their AOI), the number of UAVs
assigned to each AOI is defined and each UAV area, search route and safety route is defined.

In the event loop diagram, diamonds depict decisions, hexagons represent loops, and rectangles
depict processes involving human-computer interaction. Each decision results in a yes or no
answer, which leads to another event. Dotted boxes indicate decisions and related processes that
were deemed complex enough to be expanded into decision ladders.
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Multi-UAV Operators
Event Flow Diagram

Mission Plannin
e

Mission Execution
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— Operator's AQOl was
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Figure A.l1- Event Flow Diagram

For the multi-UAV operators, the main mission execution decision (D1) establishes if the UAVs
from that AOI have executed all tasks. If the UAVs have executed all tasks, the mission proceeds
to the third and final phase, mission recovery. Otherwise, the operator enters a monitor
UAV/communication status loop (L1). Monitoring the UAV/communication status consists of
watching out for two main things: the status of UAVs and the communication status with other
team members.

If any UAV from that AOI finds a potential threat (D2), the operator needs to decide whether the
imagery sent by the UAV contains a target or not (D3). If the image(s) contains a target, the
operator classifies this target (P1), submits target details to the strike team (P2), and sends a
target confirmation to the mission commander (P3). The operator may also need to re-task a
UAV. This activity may be activated by a strict request from the mission commander (D6) or if a
UAYV is not functioning normally (D7). In case of malfunctioning, and if one of the operator’s
UAYV has been shot down (D8) the operator needs to notify mission commander and the other
operators about it (P7). If the operator determines that the UAV was shot down by a known
target (D10), they will submit the target details to strike team (P8). In the meantime, the operator
must be aware of possible communication losses, and when communication links become
reestablished (D4) in order to assure that messages are sent and received appropriately.
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A.3 Situation Awareness

The third step generates situation awareness (SA) requirements based on the temporal constraints
of the event flow diagram for each phase and subtasks in the scenario task overview. Each
requirement is divided into the following levels: perception, comprehension, and projection,
which represent the essential mental processing levels needed to gain situation awareness
(Endsley, 1995).

The SA requirements for the nominal and off-nominal events which may occur during the
mission execution phase of the UAV ground force protection task are detailed in Table A.1,
Appendix A.1. The SA requirements listed in this table focus on the information that the UAV
team, and in particular the multi-UAV operators, may need to perceive and comprehend the
current state of the UAV status and the team’s communication status and to predict the future
state of these issues throughout the tasks within each mission event (as listed in the Scenario Task
Overview, Table A.1).

Note: The letters and numbers (e.g. D1) in the following table are associated with the event flow
diagram from Figure A.1.
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Phases/Events

Launch UAVs

Level 1 (Perception)

- Visual indication of operator's AOI

(D1, L1, P5)

Table A-2 - Operator CTA Situation Awareness Requirements

Level 2 (Comprehension)

- Visual indication of each UAV|
route (when requested) (D1,
L1, P5, D9)

Level 3 (Projection)

Ability to visualize possible UAV
routes (D1, L1, P5)

Visual indication of current UAV
route in geo-spatial context (D1,
L1, P5, D8, D9)

Visual indication of:

- Geo-spatial boundaries (D1, L1,
D2, P1, P8, P5, D6, D8, D9)

- Tactical map (D1, L1, D2, P1, P5,
D7, D8, D9)

- Locations of all UAVs assigned to
each operator's area (D1, L1, D2,
P1, P5, D8, D9, P8)

- Locations of all UAVs reassigned

- Error message/alert

clarification (P1, P2, P3, P4,
P5, P6, P7,P8, D5)

- UAVs’ monitoring

performance (visual indication
on tactical map) (D1, L1, D2,
P1, P5, D7, D8, D9)

- Communication chat with

mission commander (if

Surveilled & unsurveilled area
displayed on tactical map (D1, L1,
P5, D9)

Communication link status (D1, L1,
P1, P2, P3, P8, D4, P6, P7)

UAVs limitations (D1, L1, D2, P1,
P5, D7, D9)

Uncertainties

Strike Team limitations (P2, P8)

ISR to each operator's area (D1, L1, needing help) (D3, P1, P3, UAVSs’ expected health status (D1,

D2, D6, P5, D8, D9) D4, D6, P5, P6, P7) L1, P5, D9)

- UAVS’ current activities - Position of found targets Area Constraints (no fly zone,
(searching, loitering, down) (D1, should be displayed on tactical current threats, etc) (D1, L1)
L1, D2, P1, P5, D7, D8) map (D1, L1) Estimated time for the UAV to start

- Communication link status with the safety route in case of lost
UAVs (D1, L1, D2, P1, D4, P5, communication with operators (D1,
D6, D7, D8, P6) L1)

- UAVS’ health status (D1, L1, D2, Indicate areas in AOI known to
P5, D7, D8, D9) cause communication connection

- Limitations of camera angle view losses (D1, L1, P1, P5, D9, P6,
(P1) D10)

- Mission Time (D1, L1)

- Alert of potential threat detection | - Show image of potential Estimated distance range of target
from UAV (D2, D10) threat (D3) to convoy (P8, P1, P2)

- Time of potential threat discovery | - Show options for potential Estimated priority of target with
(D2, D10) threat classification (e.g.: respect to mission goals (P1)

- Indicate which UAV detected vehicle, headquarters, (High, medium, low priority)
potential threat (D2, P1) strategic, not a target) (P1) Indicate the target’s weapons range

- Indicate potential threat position - Ability to request for an on tactical map (L1)
(P1, P8) updated image from UAV

- Indicate UAV camera capabilities (D3, P1)
(D3, P1) - Elapsed time since the

Potential - Ind!catt_e camera angle and range potential target was detected
Threat/Target dur!ng |mage.capture (D3, P1) (Ll)i o
Detection - Indicate possible match for the - Ability to request for mission

threat classification (D3, P1)

- Match confidence (D3, P1)

- Visual indication of convoy’s
current position (P1)

- Re-alert operator if he/she is taking
too long to start potential threat
classification (L1)

- Communication link status with
the UAVs (L1, D2, D3, D4, P1,
D5, P4)

commander to help with
threat classification (D3, P1,
D4, D5, P4)

- Ability to share threat

classification info with
mission commander (and
others) (D3, P1)

- Show mission commander’s

(or other Ops or any other
local authority) threat
classification (D3, P1)

- Ability to compare ATR

image received with others
images (database) (D3, P1)

- Show operator classification

for the threat (D3, P1, P2, P3)
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Phases/Events

Target Schedule

UAV reroute/
Reassignment

Level 1 (Perception)

Communication status with
mission commander and with
strike team (D3, P1, P2, P3, P8,
D4, D5, P4)

Target ID information (P2, P8)

Alert when mission commander
requests a UAV
reroute/reassignment (D5, D6)
Indicate if UAV has been shot
down or reassigned or JSTARS
was requested (D7, P3, D8, D9,
D6, P5)

UAVS’ health and
communication status (D6, D7,
D8)

UAVS’ current routes, location
& activities (L1, P3, D6, D8, P5,
D7, D9, D2)

Handoff operator identity &
activities (D6, P5)

Visual indication of surveilled &
unsurveilled area (L1, D1, P5)

Table A-2 - Operator CTA Situation Awareness Requirements (cont’d

Level 2 (Comprehension)

- Schedule of known target
strikes (L1, D4, D5, P4)

- Convoy position (mission
goal) (P5)

Convoy route (D1, L1, P5)
Ability to browse pre-
programmed routes options
(based on number of UAVs
in AOI & convoy location)
(P5)

Ability to make a manual
route adjustment on the pre-
programmed route and save
solution (P5)

Ability to request assistance
(P5)

Level 3 (Projection)

Expected availability of strike team in
the context of mission activities (D4,
D5, P4)

Indication of route modifications (P5,
L1)

Indication of UAV following this
new route (L1)

Ability to compare possible route
options ("what if") (P5)

Expected time to surveil critical area
(P5)

Expected mission time for each UAV
(D1, L1, P5)

Expected time of arrival of UAV in
reassigned area/location (P5, D1, L1)
Time requirements of possible new
UAV routes in relation to mission
time &/or convoy route (P5)
Operator constraints (if applicable)
(P5)

Alert of target attack (D7,

Indication of whether

Further intelligence about target

D8, D10) UAYV was destroyed by that attacked the UAV (D10, P8)
UAYV shot - UAV ID (D8) an unknown or known Whether any UAVSs are available
down - Time UAV was attacked target (D7, D8, D10) for reassignment (D6)
(D8)
- Position of UAV (D8)
Alert operator if (D7): - Convoy position (D9) Safety route (L1)
- Fuel / fluids pressure istoo | - Communication link with Indicate if system is approaching
high mission commander to any safety thresholds for pressure
- UAV is overheating notify about the / heat / electronics / etc (D7)
- Camera is malfunctioning malfunction & possible Indicate endurance of UAV under
- UAV has been attacked/shot UAV re-task (D4, D5, P4,/  the current conditions (technical
down P6, P7) details of system failures) (D7,
UAV Indicate: D9)
. - Fuel status (D7, D9, P5) Estimated time UAV would
malfunction

Temperature status (D7, D9,
P5)

UAV's health status
(injury/death) (D7, D8, D9,
P5)

Communication link status
with injured UAV (D4, D5,
P4, D7, D9)

survive without addressing
malfunction (D9, P5)

Estimated time for UAV to return
to base, get repaired, & go back
to the surveillance task (D9, P5)

Communication
with:
UAVs

mission
commander
Strike team

Alert when link is lost or
regained to any external
contact (L1, All Ps, D4)
Indicate current
communication link status
for all stakeholders (D4)

- Indicate how long any
link has being down (D4)

Predicted communication
connections among stakeholders
(D4)
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A.4 Decision Ladders

The next step of the CTA attempts to articulate an operator’s potential thought process by
generating decision-ladders. Since this work focuses on the reroute/reassignment task, the
decision ladder associated to this task is the only one to be presented here.

Figure A.2 depicts the decision-making process for determining an appropriate UAV route
modification ((D6), Figure A.1). This decision would be made when the UAV operator received
an order from the mission commander to reroute or reassign a UAV in the AOI, likely in
response to a critical event that is affecting the team’s surveillance performance (e.g., a downed
UAV). The operator needs to perceive the request and determine which UAV(s) are involved, the
current area constraints, and if appropriate, the receiving operators’ availability (in the case of a
reassignment) and any related temporal conflicts and/or UAV limitations. In order to select an
appropriate route for the UAV re-tasking, the operator can access a route database, make manual
adjustments in pre-programmed paths or create his own route. The ability to compare various
route requirements, such as time, fuel and endurance, would facilitate this process. Once an
appropriate route is chosen, the UAV operator must send the plan modifications to the
appropriate UAV(s) and to the appropriate operator (if applicable).

EvALUATE options including
pre-programmed routes

Rerouting/Reassignments
Decision Ladder Compars

possihilities

DETERMINE hest routefre assignment S (A P ()
make manual adjustments or

make new plan

Check UAY
comm link
I A 4

_________ i e
i i

Perceive any conflicts, time

&% safety constraints, operators Do "“"_J‘merﬁggf:ztsgr\-g;nce'
constraints (if applicable) [ ETTEETS deeel e SEMD VUUT@
Op availabili
IDENTIFY area to he modified, convay position, L Y
UAVs position and activities, handoff
operator identity & activities (if applicable)
SEND handoff request to
receiving operator (if applicakle)
Perceive mCDR
message Perceive handoff
caomplete
ACTIVATION: mCDR request for EXECUTE: UAV on new route, &
a LAY reroutefreassignment under newi control {if appropriate)

Figure A.2 - Decision ladder leading to rerouting/ reassignments.
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A.5 Summary of Requirements Generated from the CTA

The CTA produced a wide variety of information requirements for supporting the multi-UAV
operators during the UAV ground force protection task. These requirements can be broadly
categorized as requirements for providing geospatial information, alerts & feedback information,
communication & availability, team information, vehicle related requirements, temporal
information, target ID task requirements, and reassignment/ rerouting task requirements. These
requirements are summarized in Table A.3 grouped by these broad categories. For each
requirement the table also indicates whether it originated from the analysis of the situation
awareness requirements (SA), from the display requirements detailed in the decision ladders
(Display) and/or from the collaboration awareness requirements detailed in the decision ladders
(CA).

The requirements obtained through the Hybrid CTA method related to the reassignment task will

be added to the requirements generated by the Hybrid CTA Collaborative Extension method and
a new table will be the outcome of the new method.
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Table A-3 - Summary of requirements generated by the CTA

Requirement description Source
Tactical map SA
Visual indication of operator's AOI SA
Number of UAVs assigned each this AOI Display
Visual indication of geo-spatial boundaries SA
Visual indication of convoy's current position & planned route SA & Display
Visual indication of UAVs path in geo-spatial context SA
Geospatial Info Display UAVs' current & future positions and path SA & Display
Visual indication of surveilled & unsurveilled area SA & Display
Avrea constraints (no fly zones, current threats, etc) Display
Indicate if there's a region in the AOI where communication is difficult to connect SA
Indicate potential/known threat position SA & Display
Estimated distance range of target to convoy SA
Visual indication of UAV route modification SA
Visual indication of UAVSs being reassigned to a new area/operator Display
Error message/alert clarification SA
Alert (visual & audible) of potential threat detection from UAV SA & Display
Alert when mission commander requests a UAV reroute/reassignment SA
Alert of unsuccessful data or communication exchange Display
Alert if pressure is too high SA
Alert if UAV is overheating SA
Alerts & Alert if camera is malfunctioning SA
Feedback Info Alert if UAV has been attacked / shot down SA
Alert if the operator is taking too long to start the potential threat recognition SA
Alert when some link is lost or regained to all the contacts SA
Feedback of scheduled target strikes SA & Display
Handoff message confirmation Display
Indicate if UAV (under the team members' control) have been shot down, reassigned SA

or JSSTARS was requested

Strike team comm link status (with time info): Online, busy, offline or disconnected.

SA, Display & CA

Communication link status with the UAVs (connected/disconnected)

SA, Display & CA

Mission commander's comm link status (with time info): Online, away, busy, in a
call, offline & disconnected.

SA, Display & CA

Op's comm link status (with time info): Online, away, busy (rerouting, reassignment,
target classification), changing shift, offline & disconnected.

SA, Display & CA

Communication link status with injured UAV (connected/disconnected) SA & CA
Communication | Operator constraints Display

& availability Handoff/ Receiving Op’s communications availability SA & Display
Current communication connections among stakeholders SA
Predicted communication connections among stakeholders SA
Expected availability of strike team in the context of the mission activities SA, Display & CA
Strike Team weapons capability & availability SA
Connection's signal strength, speed, duration & network (Possible to repair) CA
Show other options to communicate with relevant team member CA
Show whether other contact is available to assist Op CA
Whether other UAVSs are available for reassignment if UAV is attacked or SA

Team Info malfunctlons_ i _ _ _ _
Handoff/receiving operator identity & activities SA & Display
ID/Position in the context of the mission activities of UAV attached/ shot down SA
Op's UAV's system & health status (fuel/ oil temperature/ destroyed) SA & Display
Safety route SA
. Predictions of Op's UAVs health status SA
Vehicle Related : - - —— - - ——

Requirements Ind!catg current UAVS' location & activities and planned UA_V_s location .& actlw.tles SA
Indication of endurance of Op's UAV under the current conditions (technical details
of system failures) SA
UAVs limitations SA
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of requirements generated by the CTA (cont.

Table A-3 - Summa

Requirement description Source
Mission Time SA
Time that the potential threat was discovered SA
Elapsed time since the potential target was found SA
Time that the UAV has been shot down/ attacked SA
Expected time to surveil critical area SA
UAV potential endurance without repair after a malfunction SA
Estimated time for UAV to return to base, get repaired, & go back to the surveillance
task upon UAV malfunction SA
Temporal Info Indicate how long the communication link has been disconnected SA & Display
Estimated time for UAV to start safety route in case of lost communication with
operators SA
Elapsed time of active operator task Display
Estimated time for reassigned UAV to arrive in new area SA & Display
Estimated time for a relevant team member to perform a task CA
Average time that a team member performs a particular task CA
Predicted time UAV is going to be inside an difficult connection region CA
Elapsed time UAV remained in difficult connection region CA
Expected mission time for each UAV SA
Indicate which UAV is detecting potential threat SA & Display
Indicate camera angle and range during image capture SA & Display
Camera capabilities (Parameter for imagery change request, Limitations of camera
angle view) SA & Display
Show image of potential threat SA & Display
Ability to request a new image SA
ATR classification & match confidence SA & Display
Show options for potential threat classification (e.g.: Not a target, Vehicles, Comms
Equipment) SA
Ability to compare ATR image received with other images from a database SA
Target ID Task | Target of interest database (show pictures of similar targets, or expected targets) Display
Requirements Ability to request help from mission commander (or other Ops or any other local
authority) with threat classification task SA & Display
Ability to share threat classification info with mission commander (and others) SA
Indicate whether a local weapons authority is available or if there is any new intel on
weapons in the area Display
Show mission commander (or other Ops or any other local authority) classification
for the threat SA & Display
Estimate importance of the target to the mission goal SA
Show operator classification for the threat SA
Further intelligence about the target that struck the UAV SA
Indicate whether the target was destroyed by an unknown or known target SA
Indicate route modification request Display
Indicate which UAV is going to be reassigned & its position SA
Indicate current route for relevant UAVs SA
Visual indications of possible pre-planned route (for rerouting task) SA & Display
Ability to request assistance from others SA & Display
Reassignment/ | Ability to make a manual route adjustment on the pre-programmed UAV routes and
Rerouting Task | save solution SA
Requirements Ability to browse saved UAV routes suggested for comparison Display
Ability to compare possible routes options (“what if") SA
Show fuel/endurance requirements for each possible route in the context of mission
time requirements Display
Time requirements for each UAVs' possible new routes (in relate to the mission time
&Jor convoy route) SA & Display
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Appendix B Hybrid CTA Collaborative Extension
Details

B.1 Details about the Role Specific Decision Ladders

B.1.1 Mission Commander Role Specific Decision Ladder

a) After the “identify” step of the decision ladder , the mission commander must be able to
answer at least the following questions about four of the main aspects involved in his/her
decision:

1. Threats

Had the shot down UAYV detected many targets in that region (it may be dangerous
to send another UAV there)?

Are there constraints (hazards, connection blackouts) in this region?

Are there extra information about this region (is it an especially dangerous
region?).

2. Coverage

How much of the region (percentage of total flyable region) had already been
covered by the shot down UAV?

How much of the other UAVS’ regions have already been covered?
3. Operators & UAVs Usability
What task the shot down UAV was performing?

What is the current connection, status and activities (and near future activities) of
the 3 operators and their activities importance for the whole mission?

How is the performance of the 3 operators? (It may not be adequate to ask a low
performance operator to send or receive a UAV)

What are the closest (1st, 2nd,...) UAVs to reassign?
What are their (closest UAVS) current and near future activities?
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Are there regions of constraint in a straight line between these (closest) UAVS’
current positions and the region they would be supposed to be sent to?

Are there other kinds of vehicles constraints (e.g. time, fuel, endurance, UAVS’
limitations (e.g. velocity))?

4. Feasibility

Is there enough time to perform a reassignment? (related to the overall mission
time performance/distance to convoy)

Wouldn’t a reroute of the UAVs from the same region (in which the UAV was
shot down) solve the problem? (related to the distance from the convoy to the
region/coverage of the region).

b) At the “interpret” step of the decision ladder, the mission commander predictions must
involve the following aspects:

- Consequences of choosing to execute the reassignment in terms of:

1. Safety: UAVs and convoy safety, number of targets already detected in the
region, environmental constraints

2. Coverage: percentage of coverage, strategic importance of the region

3. Operators & UAVs usability: operators’ performance, operators’ current and
near future tasks, importance of the task the shot
down UAYV was performing, UAVS’ constraints

4. Feasibility: mission performance, time constraints
- Consequences of choosing the UAV for the reassignment in terms of:
1. Safety: convoy and UAYV safety.
2. Coverage: Percentage of coverage of the (possibly) reassigned UAV area.

3. Operators & UAVs Usability: current and near future activities of the operator
responsible for the UAV, current and near future activities of the UAV, UAVS’
constraints.

4. Feasibility: distance from the area it would be sent to, time constraints
B.1.2 Starting Operator Role Specific Decision Ladder

The detailed relevant aspects to be identified by the starting operator are:
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1. Geospatial Info: UAV to be reassigned: current and near future position, shot down
UAV position, environmental constraints (hazard areas, blackout connection areas, other
relevant UAVS’ routes and position).

2. Safety: Location of already detected targets.

3. UAV to be reassigned: activities, endurance, fuel, UAV characteristics (velocity of
surveillance and of cruise — to calculate time to complete route)

4. Receiving operator’s availability: with respect to current and expected tasks
(duration, difficulty of the tasks), with respect to connection (current and in the near
future).

B.1.3 Receiving Operator Role Specific Decision Ladder
In the “identify” step, the receiving operator must be concerned with the following aspects:

1. Convoy position: to evaluate the importance of the reassignment against his current
activities.

2. Receiving operator’s availability: current and near future activities (performed by his
UAVs and by himself/herself.)

3. Environmental constraints (in receiving operator’s area) & safety of his/her
UAVs: hazard areas, blackout connection areas and relative position of his/her UAVS’ to
these regions. Existence of detected targets in the programmed path of his/her UAVs (a
reroute of a threatened UAV may be more immediately necessary)

B.2 Collaborative Decision Process Diagram (CDPD)

CDPD walkthrough:

The first steps of the CDPD correspond to the mission commander decision ladder
walkthrough. The mission commander does not interact with other team members along
these steps, thus they are not represented in here. However, they are described in detail in
the item 4.2.1.
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Table B-1 — CDPD walkthrough

[Fge==] Receiving Op

s:‘

¢
S ——

- et UTE | | AcTIvATION || AcTIVATION

-'ﬁ.‘:ﬂ

.:::“ mCDR Starting Op. Receiving Op

When the mission commander is
decided about the reassignment,
he/she activates the operators involved
in the task (orange arrows).

QLR

EXECUTE
PROCEDURE

OBSERVE

OBSERVE 1

mCDR

Starting Op.

Receiving Op

After the activation, the operators send
confirmation messages to the mission
commander (blue arrows) informing
they are aware of the reassignment
request. After sending the
confirmation, both operators observe
which the UAV to be reassigned is
and who is sending/receiving it. At
this point, they can also notice if there
are constraints imposed by the mission
commander over the task.

Searting Op.

i
I

o

i

i
5

Receiving Op.
2 12| |&| |23 | &

EXECUTE
PROCEDURE

IDENTIFY

mCDR

Starting Op.

Receiving Op

The starting operator starts identifying

the scenario in order to plan the routes

and the receiving operator works on
other activities in the meanwhile.

EXECUTE .
- ; 5
1 PROCEDURE IDENTIFY JACTIVATION 2
- mC DR Starting Op. Receiving Op

The starting operator sends a message
to the receiving operator informing
he/she is about to start planning the

routes (orange arrow).
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Table B-1 - CDPD walkthrough (cont.)

Receiving

e

«
e

F
£
i

H
i

EXECUTE
PROCEDURE

IDENTIFY

IACTIVATION 2

mCDR

Starting Op.

Receiving Op

The receiving operator sends a
message to the starting operator
confirming he is aware that the routes
are starting to be planned (blue arrow).

Receiving Op. .
IR

EXECUTE

PROCEDURE

INTERPRET

Starting operator works on the route
planning.

mCDR Starting Op. Receiving Op.
mCDR
Starting operator works on the route
ceiving O

z
i

EXECUTE
PROCEDURE

EVALUATE

mCDR

Starting Op. Receiving Op.

planning.

Stasting Op

=

Receiving Op. -
:| |2 3
HEE i
1 ';ﬂ

EXECUTE
PROCEDURE DEFINE TASK
= mCDR Starting Op. Receiving Op

Starting operator has already planned
the routes and is working on final
changes before sending them to the
UAV.
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Table B-1 — CDPD walkthrough (cont.)

Receiving Op
AL

FH
if
i

EXECUTE
PROCEDURE

FORMULATE

PROCEDURE

mCDR

Starting Op. Receiving Op

Starting operator is planning the
procedure of sending the UAV for the
reassignment.

EXECUTE EXECUTE
PROCEDURE || PROCEDURE
= mCDR Starting Op. Receiving Op
Starting Oy

Starting operator starts executing the
procedure. The planned routes are sent
to the UAV.

EXECUTE EXECUTE
X PROCEDURE | | PROCEDURE | [ *“TTVATION
= mCDR Starting Op. Receiving Op

Starting operator sends a message to
the receiving operator requesting the
handoff of the UAV control (orange

arrow).

EXECUTE || EXECUTE )
PROCEDURE | | PROCEDURE | | ACTIVATION
pp— mCDR Starting Op. Receiving Op

Receiving operator sends a message to
the starting operator confirming he/she
is aware of the handoff request (blue

arrow).
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Table B-1 — CDPD walkthrough (cont.)

Receiving Op
i |2 £
2 EE

EXECUTE

Receiving operator observes the
reassignment route duration.

EXECUTE
C PROCEDURE || PROCEDURE || OPSFRVE
e mCDR Starting Op. Receiving Op
—
Receiving operator identifies all the
Beciving O information necessary to decide when

s
i
ix

EXECUTE

EXECUTE B
PROCEDURE || PROCEDURE IDENTIFY
—— Starting Op. Receiving Op

to get the UAV control.

Starting Op

Receiving

EXECUTE EXECUTE EXECUTE
PROCEDURE | | PROCEDURE || PROCEDURE
mCDR Starting Op. Receiving Op

Receiving operator has already
decided when he is assuming the UAV
control.

Receiving Op

EXECUTE EXECUTE EXECUTE
PROCEDURE || PROCEDURE || PROCEDURE
mCDR Starting Op. Receiving Op

Receiving operator sends a message to
the starting operator informing when
he/she will get the UAV control.
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Table B-1 — CDPD walkthrough (cont.)

: Receiving operator assumes the UAV
C—N \ control and sends messages to the
\I SN starting operator and to the mission
'‘H 11118 14 commander informing them about the
change in control.

EXECUTE EXECUTE EXECUTE
PROCEDURE | | PROCEDURE | | PROCEDURE

mCDR Starting Op. Receving Op

g' Receiving operator has concluded his
role in the task. Starting operator

_. \\\
h “Il".l perceives he is no longer in control of

the UAV.
‘-.EXECUTE T EXECUTE
PROCEDURE || PROCEDURE ” ‘
v mCDR Starting Op. Receiving Op
==
&=
—\
_— .
-\ Starting operator sends a message to

the mission commander informing he

=7 \l’l‘"l_lll is aware of the change in the UAV

control.

ar EXECUTE EXECUTE
u PROCEDURE | | PROCEDURE
- mCDR Starting Op Receiving Op
wC DR = =

Starting Op.

Both operators have concluded their
roles in the task. The mission
commander perceives the task has
been accomplished.

‘ PROCEDURE H
mCDR Starting Op. Receiving Op

The task is complete.

mCDR Starting Op. Receiving Op
wCDR = =
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B.3 Misperception of UAV states

Table B-2 — Misperception of the Surveillance State

What are the possible consequences of not perceiving a state?

Who should have Who is controlling UAV?

perceived state? Starting operator | Receiving operator

- May incorrectly stop convoy

- May incorrectly request reroute/reassign of another UAV
(possible collision)

- May not perform
target ID.

- May keep UAV
loitering over target at
low altitude.

- May not send target
classification to strike
team.

- May incorrectly - Since handoff of the control has
reroute his UAVs already been accomplished, there
Starting operator | (possible collision). are no major consequences if

- May believe UAV is starting operator does not perceive
being reassigned to the UAV’s state.

another operator
(possible ambiguity of
responsibility for the
UAV).

- May incorrectly
assume that receiving
operator’s region will
be surveilled soon.

What is the state?

Mission
commander

Surveillance

- May not perform target ID.

- May keep UAYV loitering over
target at low altitude.

- May not send target
classification to strike team.

- If the handoff of control takes
place in starting operator’s region,
receiving operator may wrongly
expect that the UAV is being
reassigned to his region.

- May wrongly believe
the UAV is being
Receiving operator | reassigned and abandon
an important activity to
receive it.
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Table B-3 — Misperception of the Transiting

State

What is the state?

Who should have

What are the possible consequences of not perceiving a state?

Who is controlling UAV?

perceived state?

Starting operator

| Receiving operator

Transiting

Mission commander

- May expect that areas over

which UAV is flying are

being surveilled, when, in fact the ATR system is turned

off.

Starting operator

- May believe his region is
still being surveilled by an
already reassigned UAV
(may delay a possible
rerouting).

- May not get ready for the
handoff (possible ambiguity
of responsibility for the
UAV).

- Since the handoff of
control has already been
accomplished, there are
no major consequences
if starting operator does
not perceive the UAV’s
state.

Receiving operator

- May not get ready for the
moment of handoff (possible
ambiguity of responsibility
for the UAV).

- May expect target
detection when the ATR
is turned off.

- May not notice if UAV
never leave transiting
state.

- Possible collision with
other UAVSs at transiting
altitude in the region.

Table B-4 — Misperception of the Non-Steady State

What is the state?

What are the possible consequences of not perceiving a state?

Who should have
perceived state?

Who is controlling UAV?

Starting operator

| Receiving operator

Non-Steady

Mission commander

the UAV has gone throu

- There are no major consequences for the mission
if mission commander does not perceive a non-
steady state, but it is important that he is aware that

gh this state when it was

supposed to, otherwise mission commander may be
confused about the current UAV state.

Starting operator

- May expect target
detection when ATR is
turned off.

- Since handoff of
control has already been
accomplished, there are
No major consequences
if starting operator does
not perceive the UAV’s
state.

Receiving operator

- Since UAV is not
under his control and
non-steady state
happens quickly, there
should be no major
consequences if the
receiving operator does
not correctly perceive
the UAV is in a non-
steady state.

- May expect target
detection when ATR is
turned off.

- May not be ready to
expect that UAV is
about to start
surveillance (and will
possibly detect targets
then).
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B.4

CDPD Step

| OBSERVE: | |

mCDR Starting Op.

Mission commander

Information Level

Detailed

AV
1

Information Components & Levels of detalil

Table B-5 — Information components and level of detail for the UAV as a boundary object

Starting
operator

Receiving
operator

At this point, all the mission
commander needs to know is
which UAV has been shot down,
he still has not started to think
about which UAV he is

Starting operator
still does not
know he is
sending a UAV

Receiving
operator still does
not know he is
receiving a UAV.

= | -

mCDR Sarting Op.  Receiving Op

UAYV in surveillance state

reassigning.
UAV in surveillance state
g Information Level |3
2] " ! o

- UAV current & future activities
- Overall fuel and health status
(only shown if the UAV is
expected to reach some critical
level in a near future)

- Connection status (only shown
if it requires attention, if it is
critical).

- Operator in control of UAV

- UAV number

- UAV location

- UAV capabilities

Starting operator
still does not
know he is
sending a UAV

Receiving
operator still does
not know he is
receiving a UAV.

l.\'TER.PRE‘I’I l

mCDR Starting Op.  Receiving Op

UAYV in surveillance state

Information Level

Superficia
Detailed

vy
1 1 [

- UAV current & future activities
- Overall fuel and health status
(only shown if the UAV is
expected to reach some critical
level in a near future)

- Connection status (only showif
it is critical).

- Operator in control of UAV

- UAV number

- UAV location & estimated time
to arrive at receiving operator’s
region (driven from location)

Starting operator
still does not
know he is
sending a UAV

Receiving
operator still does
not know he is
receiving a UAV.

&

mCDR Starting Op.  Receiving Op

UAYV in surveillance state

Information Level

7
1 1 [

Superficial
Detailed

- Same set of information from
the previous step

Starting operator
still does not
know he is
sending a UAV

Receiving
operator still does
not know he is
receiving a UAV
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Table B-5 —
CDPD Step

]
DEFINE ‘I'ASK| |

uCDR Starting Op. Receiving Op

Mission commander

Information Level

Detailed

Information components and level of detail for the UAV as a boundar

Starting
operator

object (cont.
Receiving
operator

- Operator in control of UAV
- UAV number

- UAV location

- UAV current and future
activities

- Critical information (about fuel,

health, connection) if applicable

Starting operator
still does not
know he is
sending a UAV

Receiving
operator still
does not know
he is receiving a
UAV.

UAV |n survelllance state

PROCEDURE
CDR ngOp.  Receiving Op

FORMULATE | | | | |

UAV in survelllance state

Information Level

Superficial
Detailed

AV
1

- Same set of information from
the previous step

Starting operator
still does not
know he is
sending a UAV

Receiving
operator still
does not know
he is receiving a
UAV

mCDR Starting Op Hecelving Op

UAYV in surveillance state

- Operator in control of UAV
- UAV number
- UAV location

- Critical information (about fuel,

health, connection) if applicable.

the previous step

E Information Level E E Information Level E E Information Level E
g N g g ° 5|8 Y g
al ' ! L al ' ! ' [a)lal ¢ ! i
- Operator in
control of UAV
- UAV number
| Al | [fil & B U.AV .
ol B G O @ R estimated time
fT[ S ”mmm i - Same s_et of information from - UAV numper to ar_riye at
B e the previous step - UAV location receiving
operator’s
UAV in surveillance state region .
- UAV Location
- Critical/off
nominal info
E Information Level E E Information Level E E M E
-ATRon
- UAV current and future
: activities
= - Surveillance speed, altitude and
i TR me route (the overall notion of what | Same set of - Same set of
i A T O it means to be in the surveillance | . . information
. information from
_f]‘:&:ﬁE OBRSERVE OBRSERVE 1 State)' from the

previous step
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CDPD Step

mCDR

Surting Op. Heceiving Op

UAYV in surveillance state

Mission
commander

Information Level

Detailed

Table B-5 — Information components and level of detail for the UAV as a boundar

Starting operator

Information Level

Detailed

object (cont.
Receiving
operator

Information L

evel

Superficial

Detailed

- Same set of
information from
the previous step

- UAV current and future
activities

- Surveillance speed, altitude
and route (the overall notion
of what it means to be in the
surveillance state).

- Critical status information if
applicable. (for feasibility
check of reassignment)

- Estimated time for the UAV
to enter the target’s range
(target that shot down the
UAV)

- UAV location and estimated
time of arrival in the receiving
operator’s region

- Same set of
information
from the
previous step

| EXECUTE || 5 | T e
PROCEDURE IDENTIFY ACTIVATION 2}

mCDR Starting Op. Receiving Op

- UAV number
- UAV location
E Information Level | § E Information Level E E Information Level E
c T £| e % < 3
§ \I/ ' ' g :.." 1 \I/ 1 g § \I/ 1 1 g
- Same set of . . - Same set of
. . - Same set of information from | . ;
information from ; information
. the previous step
the previous step from the

previous step

EXECUTE
PROCEDURE
mCDR

” IDENTIFY |-\("I'I\'\TION.‘l

Starting Op Receiving Op

Information Level

Superficial

Information Level

Information Level

o a o K o
= <] P———— [ —————
\'/ U . g ;.‘." 1 \|/ ] g §' \I/ 1 ] g
- Same set of
- Same set of . . . )
. ) - Same set of information from | information
information from .
the previous step from the

the previous step

previous step

——p (LR =)
- EXECUTE : ¢

] _ﬂ;cinuaz " DEHrY ” |
"4"":“" mCDR Receiving Op

" UAYV in surveillance state

Starting Op

Information Level

Superficial

Information Level

Information Level

o E o E o
= <] P———— > —————
o .8 g, V| R
- Same set of
- Same set of . . . )
. ) - Same set of information from | information
information from .
the previous step from the

the previous step

previous step
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Table B-5 — Information components and level of detail for the UAV as a boundary object (cont.
Mission Starting operator Receiving
P Sy commander operator

Information Level

Information Level Information Level

Superficial
Detailed
Detailed

Superficial
Detailed

- UAV current and future
activities

- Surveillance speed, altitude and
route

- Detailed fuel and health status
(current & expected for each

- Same set of route).

information from - Connection: current &

= - the previous step expected future status
E‘f | PROCEDURE H il H I - UAV number

R . - UAV location & estimated
time of arrival in the receiving
operator’s region for each
possible route

- Estimated time to enter the
range of the target that shot
down the UAV

- Same set of
information from
the previous step

' UAV in surveillance state

E: E Information Level E é Information Level E E Information Level E
- Same set of . . - Same set of
formation from the |, Sl set of information from information from
. the previous step .
l— e o | | previous step the previous step
s PROCEDURE i
"Di mCDR Starting Op. Receiving Op
UAYV in surveillance state
E Information Level g E Information Level g E Information Level g
gy Uk g ER
- ATR on
- UAV current & future activity
] - Surveillance speed, altitude and
= route
- - Critical status information in
A  Same setof off-nominal state
= 1 _ i tarmation f - UAV number - Same set of
= ' ,'[E eorgrrgiilc?l?s Sr; rg\ - UAV location & estimated information from
3 ﬂ;/;gggg& [perave rase | | time to arrive at receiving the previous step
"% mCDR Starting Op. Receiving Op Operator’s I‘eglon
UAYV in surveillance state - Estimated time to enter the
range of the target that shot
down the UAV
- Planned reassignment routes
(nominal and safety)
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Table B-5 —
CDPD Step

f exECUTE | [Formuiate
PROCEDURE || PROCEDURE

UAV in survelllance state

Information components and level of detail for the UAV as a boundary object (cont.
Mission commander

Starting operator

Receiving operator

information from
the previous step

Information Level |3 E Information Level |3 E Information Level |3
Fr—— E | emm—fi— |5 £ =
! . . g ;.‘." 1 \|/ 1 g L% \|/ ] 1 g

- Same set of - Same set of information from | - Same set of

the previous step

information from
the previous step

f;xsm ITE EXECUTE
PROCEDURE | | PROCEDURE

information from the

E Information Level | 3 E Information Level | § E Information Level |§

; 3| |5l | [}

E‘ \l/ U U 3 §' 1 \I/ 1 g 5’ \I/ 1 1 g
- Same set of - Same set of - Same set of

information from the

information from the

f;zcum EXECUTE
! PROCEDURE | | PROCEDURE

”.-\( TIVATION |
mCDR

Suming Op. Receiving Op

information from the
previous step

previous step previous step previous step
mCDR Starting Op. Receiving Op
E Information Level | g E Information Level |§ E Information Level |§
g ! G | —(— g 5 | —
é’ \l/ ! ! 3 §' 1 \I/ 1 g §' \I/ 1 1 g
- Same set of - Same set of - Same set of

previous step

information from the

information from the
previous step

10

EXECUTE || EXECUTE P
| PROCEDURE ] | PROCEDURE ”'“ TEVATON I
e mCDR Suring Op,  Receiving Op

UAYV in surveillance state

Information Lewvel

previous step

'T:“ 3 § Information Level |3 é Information Level |3
£ N £ | m—— |5 £ 5
L%‘ \I/ 1 1 g l;‘." 1 \|/ 1 g L% \I/ 1 1 g
- Same set of
. . - Same set of - Same set of
information from the

information from the
previous step

information from the
previous step

EXECUTE EXECUTE
,'___ 3 PROCEDURE | | PROCEDURE
R

OBSERVE |
mCDR Starting Op. Receiving Op

UAV in surveillance state

information from the
previous step

E Information Level | 3 E Information Level |§ E Information Level |§

5 s 5 | e—(— S| — G

E‘ \l/ U U 3 §' 1 \I/ 1 g 5’ \I/ 1 1 g
- Same set of - Same set of - Same set of

information from the
previous step

information from the
previous step
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Table B-5 -
CDPD Step

.
-
-_
—

5”T||||

fz\rrtrz
pxouuuu

EXECUTE
W(D{'!:DL'R!:
Starting Op.

|| IDENTIFY |

mCDR Receiving Op

State Change:
UAV in non-steady state

Mission commander

Information Level

Superficial
Detailed

Information components and level of detail for the UAV as a boundary object (cont.

Starting operator

Information Level

sl
RV
1 [ 1

Superficial
Detailed

Receiving operator

Information Level
[ T ———

- ATR off

- Activity: Going from
surveillance to
transiting state

- Operator in control of
UAV

- UAV number

- UAV location and
estimated time to arrive
at receiving op’s region
(driven from current
location and based on
chosen route).

- Critical information
(about fuel, health,
connection) if

- ATR off

Activity: Transitioning
from surveillance

route to transiting route

- Going from low to high
altitude (possibility to
monitor altitude)

- Going from low to high
speed (possibility to
monitor speed)

- Critical status
information if applicable
- UAV number

- UAV location and
estimated time to arrive at
receiving op’s region

- Estimated time to enter
the range of the target that

- Operator in control of
UAV

- ATR off

Activity: Transitioning
from surveillance

route to transiting route

- Going from low to high
altitude

- Going from low to high
speed (possibility to
monitor speed)

- Critical status
information if applicable
- UAV number

- UAV location and
estimated time to arrive at
receiving op’s region

- Estimated time to enter
the range of the target

n

EXECUTE EXECUTE .
= ;_fpxmmmt || PROCEDURE || LR |
W— mCDR

State Change:
UAV in transiting state

Searting Op. Receiving Op

applicable. shot down the l._JAV that shot down the UAV
P e bR - Planned reassignment
routes (nominal and assig
safety) routes (nominal and
Y safety)
S| Information Level |3 § Information Level |3 § Information Level |3
£ | F——— |G E | e i— | E | i |
& . |8 g, bt |8 &, bt |8
- ATR off - Operator in control of
- Activity: follow - ATR off UAV
reassignment route (“on | Activity: follow - ATR off
route”) reassignment route (“on Activity: follow

- Transiting speed and
altitude

Reassignment route
(nominal or safety)

- Operator in control of
the UAV

- UAV number

- UAV location and
estimated time to arrive
at receiving operator’s
region (driven from
current location and
based on chosen route).
- Critical status
information if

route”)

- Transiting speed and
altitude

- Reassignment route
(nominal or safety)

- Critical status information
if applicable

- UAV number

- UAV location and
estimated time to arrive at
receiving operator’s region
- Estimated time to enter
the range of the target that
shot down the UAV

reassignment route (“on
route”)

- Transiting speed &
altitude

- Reassignment route
(nominal or safety)

- Critical status
information if applicable
- UAV number

- UAV location and
estimated time to arrive
at receiving operator’s
region

- Estimated time to enter
range of target that shot

(=)
=\
-‘

EIIIIIIIIII'E

EXECUTE EXECUTE
e PROCEDURE PROCEDURE

— mCDR

EXECUTE
PROCEDURE

Receiving Op

Starting Op.

UAV in transiting state

applicable the UAV
é Information Level | § Information Level | § § Information Level |3
i — TE— E | e | E | e | =
R = o el o P
& . | E . Y |8 HIE bt |8
- Same set of - Same set of
- Same set of

information from the
previous step

information from the
previous step

information from the
previous step
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Table B-5 —
CDPD Step

A
[

2 HIHITI]

EXECUTE

ﬁFCL’I’F EXECUTE
s PROCEDURE | | PROCEDURE

PROCEDURE

e mCDR Surting Op
=

UAYV in transiting state

Receiving Op

Mission commander

Information Level
A

Detailed

Starting operator

Information Level

—_—
RV
[

Detailed

Information components and level of detail for the UAV as a boundary object (cont.

Receiving operator

Information Level

—_—
RV
[

Detailed

ATR off

- Activity: follow
reassignment route

- Transiting speed and
altitude

- Reassignment route
(nominal or safety)

- Operator in control of
UAV

- UAV number

- UAV location and
estimated time to arrive at
receiving operator’s region
- Critical status information
if applicable.

- Estimated time for change
in control of the UAV

- ATR off

- Activity: follow
reassignment route

- Transiting speed and
altitude

- Reassignment route
(nominal or safety)

- Operator in control of
UAV

- UAV number

- UAV location and
estimated time to arrive at
receiving operator’s region
- Critical status information
if applicable.

- Estimated time for change
in control of the UAV

- Same set of
information from the
previous step

LA
-
—

umum

EXECUTE EXECUTE EXECUTE

l PROCEDURE ‘ | PROCEDURE | | PROCEDURE

mCDR Starting Op. Receiving Op

s

UAYV in transiting state

reassignment route

- Transiting speed and
altitude

- Reassignment route

- Operator in control of
UAV

- UAV number

- UAV location & estimated
time to arrive at receiving
operator’s region

- Critical status information
if off nominal state

Activity: follow
reassignment route

- Transiting speed and
altitude

- Reassignment route

- Critical status information
if off nominal state

- UAV number

- UAV location and
estimated time to arrive at
receiving operator’s region

E Information Level | § E Information Level |§ E Information Level |§
: 3 £ | e | | ———|3
B v . |8 HE bt K LR b |8
ATR off - ATR off
- Activity: follow - ATR off Activity: follow

reassignment route

- Transiting speed and
altitude

- Reassignment route
- Critical status
information if off
nominal state

- UAV number

- UAV location and
estimated time to
arrive at receiving
operator’s region

21T

EXECUTE EXECUTE
PROCEDURE | | PROCEDURE

|

e
e o mCDR Stasting Op. Receiving Op

UAYV in transiting state

Information Level

Ay
[ [ [

Superficial
Detailed

Information Lewvel

Ry
1 [ 1

Superficial
Detailed

Superficial

Information Level

e T
hvy
1 1 1

Detailed

- Same set of information
from the previous step

- Operator in control of
the UAV

-S

ame set of

information from
the previous step

-_._srmlumll

-p—

EXECUTE
PROCEDURE

f EXECUTE
- PROCEDURE

|

i

lj: mCDR Starting Op. Receiving Op

UAYV in transiting state

- Same set of information
from the previous step

information from the
previous step

E Information Level | § E Information Level | § E Information Level |§

[~ ‘a [~ ‘o - ,l_‘: ,_\ i

& et ' ' E i v . , 'E 8 LV E

a a 2 =1 E1I 1 A
- Same set of - Same set of

information from

the

previous step
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Table B-5 — Information components and level of detail for the UAV as a boundary object (cont.
CDPD Step Mission commander Starting operator Receiving operator

Information Tevel Information Level Information Level

Detailed
Detailed

Detailed

\\\.\ \.\'\ = e
. T . . - Same set of - Same set of
= H l IH I I | ' - Same set of information

. information from the information from the
from the previous step
A e ]

previous step previous step

mCDR Stanting Op Receiving Op

UAYV in transiting state
Stting O E Information Level E TE Information Level E % Information Level |3
=) £ 3 £ i £ =
. g R gl , |8 g © i
= \".\ A a 2 o 3 . i |2
C Y

N

. information from the information from the
from the previous step . .

” || | previous step previous step

mCDR Starting Op. Receiving Op

UAYV in transiting state

et "y \‘-. T ~-...-:. S
ﬁl 11 Il _ Same set of information | - Same setof - Same set of
|

=CDR
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Table B-6 — Information components and level of detail for target (that shot down UAV) as a boundary object
Mission commander

CDPD Step
:

Target State: Discovered but being
classified

Starting operator

Receiving operator

Information Level

Superficial
Detailed

- Any information
about the target
(intell, imagery, ect).

| IDENTIFY | [ l [ l
WCDR Surting Op.  Receiving Op

T,

Target State: Discovered but being
classified

Information Level

S
1 1 1

Superficial
Detailed

Information Lewel

v
1 1 1

Superficial
Detailed

this region

- Elapsed time since
target was detected

- Team members
involved in the threat
classification

- Threat location and the
operator responsible for

- Same set of
information from the
previous step

B ([ ]

2 | mCDR

Teiréet State: Discovered but being
classified

Starting Op.  Receiving Op

Information Level

Superficial
Detailed

7
1 1 [

Information Level
—

L
[ 1 [

Superficial

Detailed

- Same set of
information from the
previous step

- Same set of
information from the
previous step

mCDR Starting Op

Target State: Discovered but being
classified

Receiving Op

Information Level

E| e —
hvy
' i '

3 o
o] a
£ 3
o

a u
=

2 a

Information Level

v
1 1 1

Superficial

Detailed

- Same set of
information from the
previous step

- Same set of
information from the
previous step

n |l)¥Fl.\:E T.\sb&l

Recavimg Op

Target State: Discovered but being
classified

mCDR Starting Op.

Information Lewvel

L
1 [ 1

Superficial

Detailed

Information Level

v
1 1 1

Superficial

Detailed

ID

- Team members
involved in the threat
classification

- Critical delay in target

- Same set of
information from the
previous step
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Table B-6 -

Information components and level of detail for target (that shot down UAV) as a boundary object
cont’d
Mission commander

CDPD Step

Starting operator Receiving operator

Information Lewvel

Superficial

Information Lewel

Superficial

- Same set of

EXECUTE
(oo | Comerny || |

mCDR

S Op.  Receivmg Op

Target State: Discovered but being

information from the
previous step

information from the
previous step

- Same set of
ol I | information from the - information from the
OGRS sApO, e of previous step previous step
Target State: Discovered but being
classified
E Information Level | § E Information Level | g Information Level |5
£ | E— |G £ | — 5 £ =
g v g & v i £ Nt
I.EI| 1 1 1 o L;‘: 1 1 1 o I.:‘I| 1 1 1 =}
- Same set of - Same set of
if’ T ”m_mm —— information from the - Target location information from the
e Rt previous step previous step
Target State: Discovered but being
classified
é Information Level |5 é Information Level |3 § Information Level | g
£ | P—% E | — F £ 5
g~ g i~ g £ Nt
I.EI| 1 1 1 =} |_=0I| 1 1 1 =} I.:‘I| 1 1 1 [}
L - Same set of - Same set of - Same set of
f ééééé?iz | — | e information from the information from the | information from the
previous step previous step previous step
Target State: Dlscovered but bemg
classified
é Information Level |5 é Information Level |3 § Information Level | g
£ H € = e ————1 |
g~ g i~ g £ Nt
I.EI| 1 1 1 =} |_=0I| 1 1 1 =} I.:‘I| 1 1 1 [}
@]
- Same set of - Same set of - Same set of

information from the
previous step

mCDR Starting Op Receiving Op

Térget State: Discovered but being
classified

classified

= E Information Level E E Information Level E E Information Level |3
£ = £ = E | e—— | E
g~ i A i g ~ g
I.EI| 1 1 1 o l-;'|| 1 1 1 o I.:‘I| 1 1 1 o

.;II nan - Same set of - Same set of _ Same set of

— information from the information from the | . :
. . information from the
: |,,;§gg;f§z |[mesmey [ femvaox] previous step previous step

previous step
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Table B-6 — Information components and level of detail for target (that shot down UAV) as a boundary object

(cont’d)

f EXECUTE
= PRorrm nr

'-
-
-

IDENTIFY l '\i’. TIVATION 2}

mCDR Starting Op

Target State: Discovered but being
classified

Receiving Op

Ry
1 [ 1

Superficial

Information Level |
[ e ———

Detail

Information Level
—
S

' ' '

Superficial

Detailed

Information Lewel
"
1 1 1

Superficial
Detailed

- Same set of
information from the
previous step

- Same set of
information from the
previous step

- Same set of
information from the
previous step

2 H1

EXECUTE e
| PROCEDURE | | IDENTIFY | l l

': - mCDR

State change:
Target classified but not
scheduled

Receiving Op

Information Lewvel
"
1 1 1

Superficial

Detailed

Information Level
"
1 1 1

Superficial

Detailed

Information Level
—_—

RV
1 [ 1

Superficial
Detailed

- Target location
- Weapons range
(ground)

(show only if it is
critical. E.qg. if they
“never” schedule the
target).

target to be destroyed
(based on current and

- Elapsed time since info
was sent to strike team

- Estimated time for the

near future strike team

- Same set of
information from the
previous step

- Weapons range
(aerial)

- Target location

- Target activity level
(aerial)

- Estimated time for
the target to be
destroyed (based on
current and near
future strike team
schedule).

i\

TN

-
f EXECUTE
= |PRorr.m:m=. H INTERPRET H |

mCDR

Starting Op.  Receiving Op

Target classified but not scheduled

current and near
future strike team

schedule).
E Information Level E E Information Level E E Information Level E
- Target location
- Weapons range
(aerial)
- Same set of - Estimated time for | - Same set of
information from the the target to be information from the
previous step destroyed (based on | previous step

schedule)

é Information Level |3 E Information Level |§ E Information Level |§
E | e E | e—g—|E E | e—g—|E
W S = o I o I
E' 1 1 A §' 1 Al A §' 1 bt A

-

-_

-

- : - Same set of - Same set of

== i - Same set of formation
s K

XECUTE T
ﬁa‘smnﬁ” BEASLS || [

mCDR

Starting Op. Receiving Op

Target classified but not scheduled

from the previous step

information from the
previous step

information from the
previous step
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Table B-6 -

CDPD Step

[

ZHII

EXECUTE CINE TACK
= |PRUCEDL'RE ”DMJ\L 'l-\bk” |

cont’d
Mission commander

Information Lewel

Superficial

Starting operator

Information Level

Detailed

Information components and level of detail for target (that shot down UAV) as a boundary object

Receiving operator

Information Level

Superficial
Detailed

- Same set of formation
from the previous step

- Target location

- Estimated time for
the target to be
destroyed (based on
current and near

- Same set of
information from the
previous step

future strike team
‘L WCDR Starting Op. Receiving Op schedule).
Target classified but not scheduled
E Information Level | § E Information Level |§ E Information Level |§
— 5 B 5 B G | ——
= 5‘ ~ ' |8 5. ht , |8 §_ , N K
-
=
J'Illa*-=s_s_ i - Same set of
: - S S21 of information from the | - Same set of
I (oot | ocione || information from the previous step information from the
Target classified but not scheduled Rl pistioLs ey
E Information Level | § E Information Level |§ E Information Level |§
£ a . a H = o
— gl & g i g v g
; 2 1 [ [ 2 1 1 [ 2 1 [ [
—
E _ - Weapons range
-~ \— - Target location - Taraet location (aerial)
J‘I" RERERm - Weapons range g : - Target location
' (ground) - SEnElE ey Target activity level
““L!i ‘&?:‘h'n':,‘ . the target to be :
- == e - Scheduled time for the destrotg/]e q (aerial)
State change target to be destroyed - Scheduled time for
Schedule strike pending the target to be
destroyed
E Information Level |5 E Information Level |5 § Information Level |3
E | Eh— | E | —— |G E| em—f— G
A I @ gl v @ 8 N 8
- El 1 1 [ El 1 1 [ 2 1 1 1A
==
=
—'
;I I I TR - Same set of - Same set of - Same set of

i EXECUTE
= PROC EDLR.E

mCDR

EXECUTE
I"ROCE DURE
Startinig Op,

Receiving Op

Schedule strike pending

information from the
previous step

information from the
previous step

information from the
previous step

1

W,
EXECUTE EXECUTE = r
‘f[pmrmt TRE Hpknrmtmr. ” ke ‘Tm\l

mCDR Receiving Op

Schedule strike pendmg

Suming Op.

E Information Level | § E Information Level | E Information Level |3

E | f—— | E | —— T E | e |

;T Y : |8 : Y : K ;T . bt K
- Same set of - Same set of - Same set of
information from the information from the | information from the
previous step previous step previous step
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Table B-6 -

CDPD Step

cont’d
Mission commander

Information Lewel

Superficial

Starting operator

Information Level

Superficial
Detailed

Information components and level of detail for target (that shot down UAV) as a boundary object

Receiving operator

Information Level

Superficial
Detailed

- Same set of

. ; - Same set of - Same set of
information from the . . . :
. information from the | information from the
previous step . .
2 : previous step previous step
|..:§:§:,1;l|p:35§;1;||-«c-u--mm[
_l-J,, WCDR Starting O, Receiving Op
Schedule strike pending
I E Information Lewvel E E Information Level E E Information Level E
= ‘@ T m C | e | a
;‘" \I/ 1 1 g ;‘" \I/ 1 1 g L% 1 Y 1 g
- Same set of - Same set of - Same set of
information from the information from the | information from the
[ — H — l — | previous step previous step previous step
PROCEDURE PROCEDURE
mCDR Searting Op. Receiving Op
Schedule strike pending
[ E Information Level | § E Information Level | E Information Level E
- = t = £ | ef—
;: Y . . |a : Y . K ;T , bt K
- Same set of - Same set of - Same set of

EXECUTE
PROCEDURE
Searting Op.

| | IDENTIFY

f EXECUTE
much DURE

mCDR Receiving Op

Schedule strike pending

information from the
previous step

information from the
previous step

information from the
previous step

E Information Level | § E Information Level |§ E Information Level |3
E | —— E | E | e [
al~ 8 A '& i bt o
2 1 [ [ 2 1 1 [ 2 1 [ [
; ol r - Same set of - Same set of - Same set of
- R information from the information from the | information from the
: A— - previous step previous step previous step
& [pmcanE Hnmcnnuna” S |
o mCDR Starting Op. Receiving Op
Schedule strike pending
E Information Level | § E Information Level |§ E Information Level E
S| £ | B | § £ | ef—
al~ 8 A '& i bt o
2 1 [ [ 2 1 1 [ 2 1 [ [
-EII . 'II I I l I - Same set of - Same set of - Same set of
L information from the information from the | information from the
A — previous step previous step previous step
|PROCEDL‘KE H PROCEDURE H PROCEDURE |

mCDR Starting Op. Receiving Op.

Schedule strike pending
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Table B-6 — Information components and level of detail for target (that shot down UAV) as a boundary object
cont’d
CDPD Step Mission commander Starting operator

Information Level

Receiving operator

Information Level Information Level

Superficial
Superficial
Detailed
Superficial

Detailed

¢ Rt )
i
T

= - Destroyed target - Destroyed target - Destroyed target
| EXECUTE | Bcone Mﬁ:ﬁ! location location location

mCDR Starting Op. Receiving Op

*The target information is no longer relevant to the task after this point.
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Table B-7 — Information components and level of detail for the convoy as a boundary object
Note: these information components are valid for every step in the CDPD
Mission commander Starting operator Receiving operator

Information Level Information Level Information Level
pr——

Detailed
Superficial
Detailed
Superficial
Detailed

- Current health status and
necessary health to get to the end
of the team’s region

- Current fuel status and necessary
fuel to get to the end of the team’s
region

- Connection status

- Convoy location (in the mission
map context)

- Convoy location (specific sub-
region and correspondent

operator) - Convoy Location - Convov location
- Estimated time to get to the end | - If starting op is planning routes for f Y is planni
of the team’s region the UAV: - receiving op 1S planning
A . . L handoff time:

- Ideal time for convoy to exit the | Estimated time to reach the - .

; ; : : Estimated time to reach the
team’s region potentially threatened region that otentially threatened region that
- Estimated time to reach the should have been surveiled by the P Y g

should have been surveiled by the

potentially threatened region that | shot down UAV shot down UAV

should have been surveiled by the
shot down UAV

- Estimated loss of health for
crossing the threatened region that
should have been surveiled by the
shot down UAV

- Estimated loss of time for
stopping the convoy before
entering the threatened region that
should have been surveiled by the
shot down UAV and waiting for
the reassignment
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B.5 Information Relationships

Relationships found among the information provided to the mission commander

1. (Convoy - Convoy) The [Estimated time to get to the end of the region] and [Ideal time of
arrival at the end of the region] together give measure of the mission overall performance.

E ETA. E Ideal arrival
0:00:00 & 0:00:00
@ end of the region @ end of the region

2. (Target - Convoy - UAV) Consider the relationships:

(@) [Target location] and [UAV location]

Relationships (a) and (b) together give a qualitative notion of how immediate is the need for the
reassignment and/or its feasibility.

3. (Target - Target) The [number of team members involved in the target classification] and the
[elapsed time since target detection] together give a notion of the difficulty the team is facing to
classify the target (an intervention from the mission commander may be necessary).

HELP! Elapsed since
& 0:00:00
& detection

4. (Convoy - Convoy) Consider the relationships:

(@) [Current and necessary health to complete the mission] and [estimated loss of health by
crossing the threatened area (that should have been surveiled by the shot down UAV)]

+

eitary

Current

e
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(b) [Estimated time to get to the end of the region] and [Ideal time of arrival at the end of the
region] (mission time performance)

B ETA B<] ideal arrival

0:00:00 & 0:00:00

@ end of the region @ end of the region

(c) [Estimated time loss for stopping the convoy (waiting for the reassignment)] and [(b)]

<] Time Loss

= 0:00:00 B eta B 1deal arrival

stopping convoy & 0:00:00 & 0:00:00

@ end of the region @ end of the region

[(a)] and [(c)] represent a tradeoff to be analyzed when deciding whether or not to reassign a
UAV.

(<] Time Loss
——— 2 0:00:00 B<  ETA < 1deal arrival
[ - L+;[_ & §+» X stopping convoy & 0:00:00 & 0:00:00 _
= o @ end of the region @ end of the region
o

5. (Convoy - Convoy) The [current and necessary health to finish the mission] and the [loss of
health by crossing the threatened area (that should have been surveiled by the shot down UAV)]
together give a notion of the relevance of the health loss, and, consequently, give a possible
measure of the relevance of the reassignment.

eitary

+

Current

e

6. (Convoy - Convoy) Consider the relationship:

(a) [Estimated time to get to the end of the region] and [Ideal time of arrival at the end of the
region]

B ETA B ideal arrival

0:00:00 & 0:00:00

@ end of the region @ end of the region
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The [time loss by stopping the convoy before entering the threatened region (that should have
been surveiled by the shot down UAV)] and [(a)] together give a notion of the relevance of the
time loss, and, consequently, may help the mission commander deciding whether to reassign a
UAV (and maybe lose some time while waiting for the reassignment) or not (and lose no time,
however putting the convoy in danger).

(<] Time Loss
~ 0:00:00 BZ  eta < ideal arrival
stopping convoy & 0:00:00 & 0:00:00

2 @ end of the region @ end of the region

Consider the relationship (valid for the relationships 7, 8, 9 and 10):

(@) [Target location] and [UAV location]

7. (UAV - (UAV - Target)) The [current and future UAV activities] and [(a)] together represent
a tradeoff to be considered when choosing the UAV to be reassigned.

Current

B x

Future

8. (UAV - (UAV-Target)) The [UAV connection, health and fuel status (current and future)] and
[(a)] are linked through a compromise relationship: it is ideal to choose the UAV that is closest to
the target, however, it is necessary to compare UAVS’ limitations for the final UAV choice.

X

When searching for relationships, we added to the information about the boundary objects some
information about the operators involved in the task. We believe this approach will help to
explore and represent coordination aspects between team members.
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9. (Starting operator — (UAV-Target)) The [Starting operator’s current (and expected time of
completion) and expected activities] and [(a)] together represent a tradeoff to be considered when
choosing the UAV to be reassigned because, although the closest UAV is the ideal for the
reassignment, the operator responsible by this UAV may be too busy to handle a reassignment at

all.

Current

O\

Future

10. (Starting operator — (UAV-Target)) The [Starting operator available communication
options and connectivity of each option] and [(a)] together represent another tradeoff to be
considered when choosing the UAV to be reassigned because, although the closest UAV is the
ideal for the reassignment, the operator responsible by this UAV may be having problems with
communication, which can difficult the information exchange and may compromise the task.

S0

11. (Starting operator — Receiving operator - Convoy) The [Starting operator’s current (and
expected time of completion) and expected activities] and the [Receiving operator’s expected
activities] and the [convoy position] all together give a notion of the worthiness of the
reassignment. E.g. If the convoy is close to a target that one of the operators (starting or
receiving) is supposed to identify, it may be more important to keep the operator in this task
instead of having him/her work in a reassignment.

Current

o\oie g [OWE] & )

Future

Future

StartingOp

Receiving Op

Relationships found among the information provided to the starting operator

1. (UAV - UAV) [ATR on], [low speed], [low altitude] and [surveillance route] are linked to the
[UAV activities] in the surveillance state so that the UAV can be efficient in target detection and
can acquire high definition imagery.

,,,,,
I_:> # | #
- /] uture
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2. (Target - UAV) From the [UAV location], from the [target location] and from the [estimated
target range] all together, it is possible to obtain the [estimated time for the UAV to enter the

target’s range].

] ETA

0:00:00

@ the( @B

3. (UAV - UAV) The [estimated time to arrive at receiving op’s region] and the [current and
necessary fuel and health] represent a tradeoff to be considered in the routes choice.

(] ETA

o000 | X + E
@ Rec. op.'s

4. (UAV - Target) The [estimated time for the UAV to enter the target’s range] and the
[estimated time for the target to be destroyed] together can give a notion of the relevance of
creating the safety route, or can drive the starting operator to create a nominal route that will
result in the UAV entering the target’s range only after the target has already been destroyed.

() ET.A & Estimated

0:00: 00 & 0:00:00

@ the () -_ destroyed

5. (UAV - Convoy) The [estimated time for the UAV to arrive at the receiving operator’s region]
and the [estimated time for the convoy to arrive at the threatened area that should have been
surveiled by the shot down UAV] are related because they give the starting operator the notion of
how long should a planned route last (the ideal is that the UAV arrive at the threatened area
before the convoy does).

B et
O _eTA =
0:00-00
0:00:00 &
@ Rec. op.'s 2 !?

6. The current and necessary [health] and [fuel] are related information because together they
allow the starting operator to exclude inconsistent (non-feasible) routes.

+&f

7. (UAV - Receiving operator) The [current and expected receiving op’s. activities] and the
[estimated time for the UAV to arrive at the receiving operator’s region] together give a possible
approach to estimate an ideal planned route duration. E.g. If the receiving operator will be turning
from overwhelmed to available a couple of minutes after the arrival of the UAV in his region, it
may be better to choose a route that is a little longer, but that will guarantee that the receiving
operator will be able to assume the UAV control. Besides, since the scenario changes with time,
it may be the case that the receiving operator gets completely overwhelmed while the starting
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operator was making the route planning, and in this case, it may be better for the starting operator
to ask the mission commander to re-think about the reassignment.

Current D ET A

%RDEB_ & 0:00: 00

@ Rec. op.'s

Future

8. (UAV - UAV) The UAV is having its [route], [altitude] and [speed] changed and the [ATR] is
off. All these information are related in a way that they characterize the non-steady state.

&L,

speed

>
=2

Emcfal

.............

9. (UAV - Target) Consider the relationships:

(@) The [estimated time for the UAV to enter the target’s range] and the [scheduled time for the
target to be destroyed]

D ET.A. * Srhedided
0:00:00 & 0:00:00
@ the( 4y B destroved

[(a)] is related to the [UAV route: safety or nominal] so that the starting operator may be able to
change from safety to nominal route if the strike is scheduled to happen far before the UAV
enters the target’s range.

) ETA & rhedided

0:00:00 & 0.00.02 :> \\_é'f_.
e P
@ the @) B destroved

10. (UAV - Target) The information about the [target state: destroyed] is related to the [UAV
route: safety or nominal] because it allows the starting operator to change from the safety to the
nominal route (if he/she has not done that yet).

Relationships found among the information provided to the receiving operator

1. (Target - Target) The [target position], the [target range], the [scheduled time for the target to
be destroyed], and the [target level of activity] all together give the receiving operator the notion
of how relevant it would be for him/her to do a reroute inside his region before receiving the
reassigned UAV (it may be more immediate).

& Estimated =

s \ &(2)& 0:00:00 & ...'_'__

destroyed
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2. (UAV - Convoy) The [Estimated time for the convoy to enter the threatened region] and the
[estimated time for the UAV to enter the receiving op’s region] are related because: if the starting
operator could not plan an adequate reassignment route, and the UAV will arrive to late in
relation to the convoy in the receiving op’s region, the receiving operator can notice that and may
do a reroute in his own region before getting the control of the UAV.

0 ETA (=

0:00:00
0:00:00 &
@ Rec. op.'s wl l

The relationships found for the starting operator associated with the monitoring of the
reassignment are also valid for the receiving operator after the handoff of the UAV control.
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B.6 Summary of Requirements

Table B-8 — Mission commander display requirements summar

Mission commander

Planning Reassignment Task

Monitoring Reassignment Task

TEAM MEMBERS:

- Show operators’ available communication options and connectivity status of each option at basic level

- Show operators’ activities at basic level

CONVOY

- Show convoy current health status and necessary health to get to the end of the team’s region (show only if critical) at

basic level

- Show convoy current fuel status and necessary fuel to get to the end of the team’s region (show only if critical) at

basic level

- Show convoy connection status (show only if critical) at superficial level

- Show convoy location (in the mission map context) at basic level

- Show convoy estimated time to get to the end of the team’s region at basic level

- Show convoy ideal time for convoy to exit the team’s region at medium level of detail
- Show convoy estimated time to reach the potentially threatened region that should

have been surveiled by the shot down UAV at basic level

- Show convoy estimated loss of health for crossing the threatened region that should have been surveiled by the shot

down UAYV at basic level

- Show convoy estimated loss of time for stopping the convoy before entering the threatened region that should have
been surveiled by the shot down UAV and waiting for the reassignment at basic level

UAV

- Show shot down UAV location at superficial level

- Show shot down UAV ID info (number, responsible
operator, region) at superficial level

- Show UAV current and future activities at basic level

- Show UAV overall fuel and health status (only shown if
the UAV is expected to reach some critical level in a near
future) at basic level

- Show UAV connection status (only shown if it requires
attention, if it is critical) at basic level

- Show operator in control of UAV

- Show UAV number

- Show UAV capabilities at basic level

- Show UAYV location at basic level

- Show UAYV estimated time to arrive at receiving operator’s
region (driven from current location) at basic level

UAV

- Show UAYV current and future activities at superficial
level

- Show operator in control of UAV

- Show UAV number

- Show UAV location at low level of detail

- Show UAV estimated time to arrive at receiving
operator’s region (driven from current location) at
superficial level

- Show critical information (about fuel, health,
connection) if applicable at superficial level

TARGET

- Show threat location and the operator responsible for this
region at basic level

- Show elapsed time since target was detected at basic level

- Show team members involved in the threat classification at
basic level

- Show the target context info (expected time of
classification completion and elapsed time) at basic level

- Show critical delay in target ID (if applicable) at basic
level

- Show weapons range (ground) at basic level

- Show expected time for the target to be destroyed at basic
level

- Show elapsed time since strike schedule request was sent
to strike team at basic level

- Show scheduled time for the target to be destroyed at basic
level

TARGET

- Show threat location and the operator responsible for
this region at superficial level

- Show elapsed time since target was detected at
superficial level

- Show team members involved
classification at superficial level

- Show the target context info (expected time of
classification completion and elapsed time) at
superficial level

- Show critical delay in target ID (if applicable) at
superficial level

- Show weapons range (ground) at superficial level

- Show expected time for the target to be destroyed at
superficial level

- Show elapsed time since strike schedule request was
sent to strike team at superficial level

- Show scheduled time for the target to be destroyed at
superficial level

in the threat
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Table B-8 — Mission commander display requirements summary (cont.

Mission commander
Planning Reassignment Task Monitoring Reassignment Task

RELATIONSHIPS RELATIONSHIPS
- Show [Estimated time to get to the end of the region] | - Show [Estimated time to get to the end of the
and [Ideal time of arrival at the end of the region] and | region] and [Ideal time of arrival at the end of the

their addition relationship region] and their addition relationship

- Show (a) and (b) and their addition relationship - Show the [number of team members involved in
where: the target classification] and the [elapsed time

(a) [Target location] and [UAV location] and since target detection] and their addition

(b) [Target location] and [Convoy location] relationship

- Show the [number of team members involved in the
target classification] and the [elapsed time since target
detection] and their addition relationship

Planning Reassignment Task

- Show (c) and (e) and their tradeoff relationship where:
(c) [Convoy current and necessary health to complete the mission] and [convoy estimated loss of health by
crossing the threatened area (that should have been surveiled by the shot down UAV)]

(d) [Convoy estimated time to get to the end of the region] and [convoy ideal time of arrival at the end of
the region] (mission time performance)

(e) [Estimated time loss by stopping the convoy (waiting for the reassignment)] and [(d)]

- Show the [convoy current and necessary health to finish the mission] and the [convoy loss of health by
crossing the threatened area (that should have been surveiled by the shot down UAV)] and their addition
relationship

- Show the [time loss by stopping the convoy before entering the threatened region (that should have been
surveiled by the shot down UAV)] and [(f)] and their addition relationship where:

() [Convoy estimated time to get to the end of the region] and [Convay ideal time of arrival at the end of
the region]

- Show the addition relationship: (g) [Target location] and [UAV location]

- Show the [current and future UAV activities] and [(g)] and their tradeoff relationship

- Show the [UAV connection, health and fuel status (current and future)] and [(g)] and their compromise
relationship

- Show the [Starting operator’s current (and expected time of completion) and expected activities] and [(g)]
and their tradeoff relationship

- Show the [Starting operator available communication options and connectivity of each option] and [(g)]
and their tradeoff relationship

- Show the [Starting operator’s current (and expected time of completion) and expected activities] and the
[Receiving operator’s expected activities] and the [convoy position] and their addition relationship

- Show the [estimated time loss for stopping the convoy before entering the threatened region (waiting for
the reassignment)] and the dependency it has on the [convoy estimated time of arrival at the threatened
region] and on the [UAV estimated time of arrival at the receiving operator’s region]
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