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Abstract

In this paper we propose a general framework to characterize and solve the optimization
problems underlying a large class of sparsity based regularization algorithms. More precisely,
we study the minimization of learning functionals that are sums of a differentiable data
term and a convex non differentiable penalty. These latter penalties have recently become
popular in machine learning since they allow to enforce various kinds of sparsity properties
in the solution. Leveraging on the theory of Fenchel duality and subdifferential calculus,
we derive explicit optimality conditions for the regularized solution and propose a general
iterative projection algorithm whose convergence to the optimal solution can be proved.
The generality of the framework is illustrated, considering several examples of regularization
schemes, including ¢; regularization (and several variants), multiple kernel learning and
multi-task learning. Finally, some features of the proposed framework are empirically studied.

1 Introduction

In this paper we use convex analysis tools to propose a general framework for solving convex
non differentiable minimization problems underlying many regularized learning algorithms.

In learning from examples one tries to infer some quantity of interest from a training set
which is randomly sampled and corrupted by noise. Learning schemes which are simply tailored
to minimize a data fit objective term, often lead to unstable solutions that fail to generalize to
new data. An effective way to restore stability and find meaningful solutions is to resort to reg-
ularization techniques [39, 21, 37, 11]. This class of methods typically involves the minimization
of an objective function which is the sum of two terms: the first one is a data fit term, whereas
the second one is a penalty that favors “simple” models. Approaches based on Tikhonov regu-
larization, including Support Vector Machines or Regularized Least Squares, are probably the
most popular examples in this class of methods and are based on convex differentiable penalties.
Recently, methods such as the lasso [38] — based on ¢ regularization — received considerable
attention for their property of providing sparse solutions. Sparsity has become a popular way to
deal with small samples of high dimensional data and, in a broad sense, refers to the possibility
of writing the solution in terms of a few building blocks. The success of ¢; regularization moti-
vated exploring different kinds of sparsity properties for linear models as well as kernel methods
[45, 43, 44, 3, 35, 1, 28, 36].

A common feature of the latter class of algorithms is that they are based on convex non
differentiable penalties, which are often suitable sums of euclidean (or Hilbertian) norms. In
this paper we refer to this general class of methods as structured sparsity reqularization algo-
rithms and we study the problem of computing the regularized solution. The presence of a non



differentiable penalty makes the solution of the minimization problem non trivial and recently
there has been a considerable amount of work devoted to this problem, largely focused on, and
motivated by, ¢; regularization. In this context, an extensive list of references and an overview
of many approaches can be found in [42]. Among the proposed optimization schemes it is worth
mentioning, for example, interior point methods [27], coordinate descent [41], iterative soft-
thresholding [12] and homotopy methods [17]. In particular the LARS algorithm [19] which is
popular in machine learning belongs to the latter class of methods. As we mentioned above, be-
sides /1 regularization, in machine learning several techniques have been proposed based on non
differentiable penalties. Interestingly, for given algorithms, ad hoc optimization procedures have
been proposed, including, in some cases, greedy procedures with no convergence guarantees.

In this work we recognize a common structure among many different regularization algo-
rithms and discuss the application of a general optimization strategy to solve the corresponding
variational problem. Indeed, a large class of algorithms corresponds to minimize a functional
which is the sum of a differential data term and a convex penalty which is one homogeneous (for
example a sum of suitable norms). This observation allows to propose a unifying framework and
derive a powerful iterative procedure to compute the regularized solution. Using the theory of
Fenchel duality we decouple the contributions due to the data fit term, and the penalty term:
at each iteration the gradient of the data term is projected on a set which is defined by the
considered penalty. The explicit form of the projection can often be written in closed form
and iteratively computed, otherwise. The obtained procedure is typically easy to implement
and its convergence to the optimal solution is proved when the functional is strictly convex.
Proving convergence (and convergence rates) when the functional is simply convex is a more
challenging problem. On the other hand the assumptions we need to ensure convergence can
always be enforced by considering a suitable perturbation of the original functional obtained
adding a strictly convex term. As we discuss in details, interestingly, such a term induces a
preconditioning of the problem and can be shown to often reduce substantially the number of
required computations without affecting the sparsity and prediction properties of the obtained
solution. This is a crucial point that we discuss both theoretically and experimentally.

Our work can be seen as the application to a large class of learning algorithms of an approach
that has recently received a lot of attention in the context of signal processing and inverse
problems [6, 10, 12, 23, 13, 24, 42, 22, 32, 40]. In particular, the procedure we consider to
compute the projection can be seen as a generalization of the algorithm proposed in [8] to solve
total variation regularization. From a mathematical point of view there exist very general and
abstract results on these kind of algorithms and among them we mention forward-backward
splitting methods [31, 18, 9], iterative projection algorithms [4, 5]. To the best of our knowledge
this is the first attempt to apply this class of iterative projection methods to a large class
of learning schemes including multiple task and multiple kernel learning. The mathematical
context we consider trade-offs simplicity and generality and allows to give simplified proofs in a
unifying framework.

The paper is organized as follows. In Section 2, we begin by setting the notation and recalling
some basic mathematical properties necessary to introduce the iterative algorithm and state its
main properties. We state all the mathematical and algorithmic results first, and postpone the
proofs to the Appendix A. In Section 4, in order to show the wide applicability of our work,
we apply the results to several learning schemes. In Section 5 we describe some experimental
results. Finally, Section 6 concludes the paper and contains a brief discussion of future work.



2 Iterative Projection Algorithm

Here, after describing the general class of regularized learning algorithms under study, we proceed
discussing the iterative procedure to compute the regularized solution and provide a detailed
analysis. The latter consists in three main steps. First we show that the regularized solution
satisfies a suitable fixed point equation involving a projection on a convex set, so that we can
consider the iteration corresponding to the associated successive approximation scheme. Second,
we use the fixed point-theorem to prove convergence of the proposed procedure. Finally, we show
how to compute the projection by generalizing previous results for total variation regularization.

2.1 Setting
Given a a Hilbert space ‘H and a fixed positive number 7, we consider the problem of computing:
f* = argmin &, (f) = argmin{F(f) + 27 (f)}, (1)
fer feH

where F': H — R, J :— RU{+00} can be interpreted as the data and penalty terms, respectively.
In the following, F' is assumed to be differentiable and strictly convex, while J is required to be
lower semicontinuous, convex, coercive (see Ch. 1 and Ch.2 of [20]) and one-homogeneous,

JAf) = A(f),

for all f € H and A € RT. Note that our analysis still holds if one assume the coerciveness of
F'+27J, and not specifically of J. Before presenting our results we discuss several examples for
F and J.

Loss term. In the supervised learning, given a training set {(z;, ¥}y C R x Y, with ¥ =
[-M, M], M > 0, the most common choice for the data term F' is the empirical risk associated
to some cost function /: R x Y — RT, i.e.

n

Zf(f(iﬂz’)ayi)- (2)

=1

1
()=
Examples of loss functions generating convex and differentiable functionals F' via (2) are the
exponential loss £(f(z),y) = e ¥/ the logistic loss log(1 + e %/(*)), and the square loss
(y— f(x))%. In general, the corresponding empirical risk will be only convex, and strict convexity
can be ensured under further assumptions on the data. An alternative way to enforce strict
convexity is to add the strictly convex term p || f H% for some small positive parameter . As
we discuss in the following, this can be seen as a preconditioning of the problem, and, if p is
small enough, one can see that the solution does not change (see Section 2.3 for a more detailed
discussion of this point). Another possible expression for the data term is

F(f) = Af =yl (3)

where A : H — ) is a bounded linear operator between Hilbert spaces H, ), that might depend
on the data, and y € ) is a measurement function from which we aim at reconstructing f. In
practical situations H and ) are typically finite dimensional euclidean spaces and A is a matrix.
This latter choice is general enough to deal more general setting such as multi-task learning.
Penalty term. The assumptions on the penalty — lower semicontinuity, coerciveness, convexity
and one-homogeneity — are satisfied by a general class of penalties that are sum of norms in
distinct Hilbert spaces (G, |||

MOEDMINAGIS (4)
k=1
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where, for all k, J; : H — Gy, is a bounded linear operator '. This is the class of penalties
we consider. For example, if the estimator is assumed to be described by a generalized linear
model f(z) = >>"_, ¢;(x)B;, the £1 norm of the coefficients J(8) = >_%_, || is a special case
of the above penalty. If the coefficients are divided into “blocks”, a penalty of the form (4), has
been proposed in the so called group lasso and composite absolute penalties algorithms. Similar
penalties have been used for multiple task learning and sparse principal component analysis.
In particular another example is multiple kernel learning where the estimator is assumed to be
f=fi+---+ fp and every f; belongs to a specific RKHS H; with kernel K; and norm HHJ In
this case, the penalty term takes the form Z?:l Hfj”j'

We remark that the examples above are just a few examples of learning methods to which
the proposed approach can be applied. In the next section we show how the corresponding
optimization problems can be solved using the same simple procedure.

2.2  Algorithm

In this section we describe the iterative procedure for computing the solution f* of the convex
minimization problem (1).

Towards this end we recall some basic facts in convex analysis and introduce some definitions
(see [20]). If (H, (-, )%) is a Hilbert space, the subdifferential at f € H of a convex functional
Q:H — RU{+o0} is denoted with dQ(f) and is defined as the set

0Q(f) :=={he™ : Qg) = Q(f) = (h,g — f)m, Vg €H}.

If @ is not only convex but also differentiable, then the subdifferential reduces to a unique
element which is precisely the gradient VQ(f) of @ at f. Given the above definition we let

K :=0J(0),

and denote with myg : H — H the projection on AK C H, A € R™ (which is well defined since
the subdifferential is always a convex, closed set, and it is nonempty because J(0) = 0).

Given the above definitions, the optimization scheme we derive is given by Algorithm 1. The
parameter o can be seen as a step-size, which choice is crucial to ensure convergence and is
discussed in the following. As we mentioned before, our approach decouples the contributions

Algorithm 1 General Algorithm
Require: o,7 > 0
Initialize: f* =0
while convergence not reached do
p=p+1

o= (1-rmzx) <fp1 - QLVFU“)) (5)

end while

return f?

of the two functionals J and F. At each iteration, the projection myx— which is entirely char-
acterized by J — is applied to a term that depends only on F. Fenchel duality [20] is the key
tool that, combined with one-homogeneity, allows us to characterize the contribution of J. In
the following we state and prove the key results toward deriving Algorithm 1.

1We also need the technical assumption Nxkernel(J) = {0} to ensure coerciveness of J



2.3 Fixed Point Equation

We start showing that the optimal solution of problem (1) is the unique fixed point of a family
of functionals parameterized by the step-size o.

Theorem 1 Given 7 >0, F : H — R strictly convex and differentiable and J : H — RU{+o0}
lower semicontinuous, coercive, conver and one-homogeneous, the minimizer f* of £ is the
unique fixed point of the map T, : H — H defined by

T(f) = (1= 7nzic) (7= 5, VF ().

We postpone the proof to Appendix A, but it is worth remarking that strict convexity of F' is
assumed only to ensure uniqueness of the minimizer of £, and that the fixed point equation is
indeed satisfied by each minimizer of £; in the case F' is only convex.

We note that Algorithm 1 is simply the successive approximation scheme associated to the
above fixed point equation. If the map 7, is a contraction convergence of the iteration is ensured
by Banach fixed point theorem and convergence rates can be easily obtained. Recall that we
say that a map 7, is a contraction if

’IZ-U(f)_IZ-O'(g)‘SLUHf_gua Vf,gG'H

and L, < 1. In fact, in our setting 7, depends on o, and we can choose the latter so that
L, < 1. In this case the following inequality relates the solution f? at p — th iteration step and
the solution f* of the minimization problem,

L
197 = 71 < T2 = £

The constant L, depends only on the data fit term as can be seen by the following result.

Proposition 1 Assume the penalty term to satisfy the assumptions in Theorem 1 and F to
be twice differentiable with continuous second derivative V2F : H — L(H,H). Moreover let
a(f) > b(f) denote the largest and smallest eigenvalues of V2F(f) and assume that there exist
a>b>0 such that a > a(f) > b(f) > b for all f € H. Then the map T, is a contraction if we
choose o such that

max{‘l—;;,l—%}<1. (6)
The optimal a priori choice for the step-size is given by
_a+b
4
and in this case we can choose L, = Z—;Z.

Again, we postpone the proof to Appendix A and explicitly compute L, in several cases in
Section 3.1. In the above theorem V?F : H — L(H,H) denotes the second derivative of F.
To write it in this form, with an abuse of notation, we implicitly identified the linear operator
VF(f) € L(H,R) with an element VF(f) € H, and then we computed the second derivative
(see [30] for more details).

The above result shows that in general, for a strictly convex F', if the smallest eigenvalue
of the second derivative is not uniformly bounded from below by a strictly positive constant, it
might not be possible to choose ¢ so that L, < 1. The next corollary shows that this can always
be done if F' is perturbed by adding the term u ||H3{, with p > 0.



Corollary 1 Assume the penalty term to satisfy the assumptions in Theorem 1 and F to be
convezr and twice differentiable with continuous second derivative V2F. Moreover let a(f) >
b(f) > 0 denote the largest and smallest eigenvalues of V2F(f) and suppose that a(f) < a.
Consider the perturbed function F,, = F + p ||H§_[, with 1 > 0 and set b = inf rcy b(f). Then the
map 1, induced by F), is a contraction if we choose o such that

max{‘l—u— @

PR E
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The optimal a priori choice for the step-size is given by

_a+b

4 +l”’7

a—b

and in this case we can choose L, = pre e

The above corollary highlights the role of the u-term, p ||H3{, as a natural preconditioning of
the algorithm. One can also argue that, if p is chosen small enough, the solution is expected
not to change and in fact converges to a precise minimizer of F' 4+ 7J. Indeed, the quadratic
term performs a further regularization that allows to select, as p approaches 0, the minimizer
of F' + 7J having minimal norm (see for instance [16]). Another possibility to drop the strong
convexity assumption and select a specific minimizer of F'+7.J is to consider a sequence A, — 1,
and slightly change Algorithm 1 multiplying the p — th iteration by A,. Using the results in [4]
it is possible to get strong convergence of the modified iterative sequence to a chosen minimizer.
Moreover we expect that the refined results about convergence rate obtained for ¢! regularization
in [25] could be extended to Algorithm 1, without requiring strict convexity, if .J is assumed to be
as in (4). Other improvements of the proposed procedure are worth to be investigated: among
them we mention the possibility of allowing errors in the evaluation of the projection operator
and of VF'| and obviously the study of iteration-dependent parameters choice (see [10, 24] for
results in this direction in the case of ¢! regularization).
In the next section we discuss how to compute the projection mg.

2.4 Computing the Projection

We discuss how to compute the projection mx when J is of the form

MOEDMINAGIS (7)
k=1

where, for all K =1,...,p, G, is a Hilbert space with norm |-||, and Jj : H — G, is a bounded
linear operator.

In the following proposition we characterize the set 0J(0) and give a useful representation
of the projection on this set.

Proposition 2 Let J(f) as in (7) and

o G=[I["_, Gk, so that v= (vi,...,vp) € G with
vk € Gk and [|v]| = 37 [|vg]].;

o J:H — G such that T(f) = (J1(f),...,Tp(f)) and KerJ = {0}.



Then
dJ(0) = {J v : veq,|ull, <1Vk},

where JT : G — H is the adjoint of J, and can be written as JTy = i:l jkTvk.
Moreover the projection of an element g € H on the set AK := \3.J(0) is given by AT ' 0, where

v € argmin H)\ij—gHi. (8)
veG, |lukll, <1

We refer to Appendix A for the proof of the above result. Note that even though from the
definition ¥ may not be unique, if 7 has non trivial null space, the definition of the projection
Tk (g) is always unique.

As we will discuss in the following, in several specific cases the nonlinear projection mx can be
written in a closed form. Nonetheless, in general its computation is not straightforward. An
efficient solution to an analogue problem has been recently proposed in the context of total
variation image denoising [8]. We generalize this latter approach to derive an iterative scheme
for computing the solution of problem (8) induced by penalties J of the form (7). Towards this
end, we note that the Karush-Kuhn-Tucker conditions associated to (8) ensure the existence of
a set of Lagrange multipliers oy, such that for all k&

Te(AT v = g) + gy, = 0,
with either ||vg||, =1 and oy > 0, or |lvgll, <1 and aj = 0. In both cases v, satisfies
TAT v —g) + | AT v = g) ||, ve = 0 Vk. 9)

The above equation leads to a fixed point equation which solution can be computed by means
of the iteration given in the theorem below.

Theorem 2 Given J as in Proposition 2, let n < (HJJTH)_l, v =0 and for any ¢ > 0, set

prt = VT (T —g/)
CT Tl T = g/

(10)

Then H)\ijq — 7T)\K(Q)HH converges to 0 as ¢ — o0o.

Again, the proof is given in Appendix A and the explicit form of the projection for several
different examples is discussed in Section 4. We remark that the convergence in the above result
refers to the projection rather than to the possibly not unique function v. Before dealing with
examples, we discuss convergence and step-size choice for Algorithm 1 in some more specific,
but still general, situations.

3 Some Relevant Algorithmic Issues

In this section we further discuss some issues related to the application of the general framework
described above. First, we instantiate the discussion in the previous section describing how
to choose the step size in several cases of interest. Second, we recall some data-driven step-
size choices which are often shown empirically to lead to convergence speed up. Finally, we
discuss a useful continuation strategy that can be used when solutions corresponding to various
regularization parameters have to be computed.



3.1 Computing the a-priori step-size

We discuss the a-priori step-size choice given in Proposition 1, in two specific setting of interests.
First, we consider supervised learning problems where, given a training set {(x;,y;)}r;, with
r€ X CRYand y € Y = [-M, M], we have to find an unknown functional relation f : X — Y.
We consider loss functions ¢ : R x Y — RT that are convex and twice differentiable in the first
argument. Moreover we consider functions belonging to a RKHS [2]. In particular we make use
of the following well known facts. A function f in a RKHS H with kernel K, can be seen as a
hyperplane f(z) = (®(x), 5)r, where (F, (-,-) ) is a Hilbert space - the feature space - 3 € F
and ® : X — F is called feature map [37] if

(®(x), 2(a"))F = K(z,2").
In particular we make use of the following properties, Vf € H, || f|l,; < [|8] » and

sup | f(z)| < &8l £,
reX

where, for the latter inequality to hold true, we need to assume that sup ¢y [|®(2)[|z < &, (the
kernel is bounded). In the following we consider in particular two examples of feature maps. The
first is given by the reproducing kernel K by setting ®(z) = K(x,-) so that (F, (-,-)F) is simply
(H,(-,-)») and f = 3, implying || f|l;; = ||8]| z- The second example corresponds to considering
a finite set of functions (a dictionary) Wj)?:l and setting ®(z) = (¢Y1(z),...,¢¥p(x)) so that
F can be identified with RP with the corresponding inner product. In this case || f[l,, < 8] £
where the equality holds if the dictionary is an orthonormal basis.
Given the above premises, the specific data terms F' we consider can be written as

n

F(B) =Y (@), B)F,y) + p|1B]%- (11)

=1

where p > 0. 2

The following result studies the property of the map 7, induced by the above functional,
and in particular provides the optimal choice for the step-size o using Proposition 1. We show
that the optimal o is determined by the loss function and the covariance operator defined by

Cov: F — F
B o= 2 (P(xi), B)F ().

It is well-known that Cov is selfadjoint, so that if @ and b are respectively the largest and the
smallest eigenvalues of Cov, then it follows a > b > 0 [26].

Proposition 3 Assume the penalty term to satisfy the assumptions in Theorem 1 and F to
be given by (11). Moreover let a and b denote the largest and smallest eigenvalues of Cov and
0 < Liin < V" (w,y) < Liypaz, Yw € R,y € Y, where " denotes the second derivative of £ with
respect to w. Then the map T, is a contraction with constant L, if we choose o such that

1% Laza 1% Lypinb
1 H L Dmea g B Zmin?) U g 12

2Clearly if we choose ®(z) = K(z,-) we have

n

F(B)=F(f)=>_0(f(:),y:) + pllfll3, -

i=1



The optimal a priori choice for the step-size is given by

o aLmaz + bLmin
o= 1 + u,

aLlmar—bLymin

and in this case we can choose L, = Py A—" s R
max min

We give the proof of the above result in Appendix A. Note again that if we let p be equal to
zero, then equation (12) may be never satisfied when either Ly, or b are zero. We add examples
for specific loss functions.

Example 1 (Square Loss) Consider the square loss ((w,y) = (w — y)>. Then {"(w,y) =
Lonin :b Lyar =2 Yw € R,y € Y and the optimal a priori choice for the step-size is given by
_ atb+2
o =S5k
Example 2 (Exponential Loss) If we consider the exponential loss {(w,y) = e~ "Y, then
" (w,y) = y*e Y. Since Y = [—~M, M| we can assume without loss of generality that f(x) €
[—M, M] Vz, so that 0 < ¢"(w,y) < M2eM? | The optimal a priori choice for the step-size is
aM2eM?
7 T M.

then given by o =

Next we consider a data term of the form (3). More precisely, given two Hilbert spaces H, ),
and a bounded operator A : H — ) , we consider

F = Af =yl5 + ullfII7 (13)

which is strictly convex if u > 0 or A is injective. In particular, when A = I the equation
f = T5(f) admits an explicit solution f*, which is unique even when p = 0. In fact, since
$VE(f) = (14 p)f +y, by setting ¢ = 1 + y, we obtain

«_ Yy Yy 1 B
f_1+M w“”K<1+M>_1+M(y T (Y)) -

For a general operator A, the solution of f = 7,(f) does not admit a closed form, but we can
compute it using Algorithm 1, provided that the map 7, is a contraction.

Proposition 4 Assume the penalty term to satisfy the assumptions in Theorem 1 and F to be
given by (13). Let a and b be the smallest and largest eigenvalues of AT A, where AT denotes
the adjoint of A. Then the map 7, is a contraction if we choose o such that

b
mam{‘l—a—i_#',‘l——i—u}} < 1.
o o

The optimal a priori choice for the step-size is given by o = MTH”, and in this case we can
_ _a=b
choose L, = abion

3.2 Adaptive Step-Size Choice

In the previous sections we proposed a general scheme as well as a parameter set-up ensuring
convergence of the proposed procedure. Here, we discuss some heuristics that were observed to
consistently speed up the convergence of the iterative procedure. In particular, we mention the
Barzilai-Borwein methods — see for example [40, 32, 33] for references. The rationale behind



these methods is that one can compute a step-size that mimics the behavior of the Hessian of
the data-fit term F at the most recent iteration. More precisely in the following we will consider

(s',r")

NFIE

where st = f — fi=1 and ' = VF(f!) — VF(f'~!). Alternatively, one can consider

More sophisticated step-size strategy can be designed alternating these two choices (see [32, 33]).
Here we just recall that, though the above choices lack a theoretical justification, they were
empirically shown to yield improved convergence in several studies (see [32, 33] and references
therein).

3.3 Continuation Strategies and Regularization Path

Finally, we recall the continuation strategy proposed in [25] to compute efficiently the solutions
corresponding to different regularization parameter values, often called regularization path. In
this case, one should run the iterative procedure (up-to convergence) for each regularization
parameter value. The general idea of the approach proposed in [25] is that one can try to reduce
the number of iterations needed to compute the solutions corresponding to each parameter
value by choosing suitable initializations. More precisely, one can fix an ordered sequence of
regularization parameter values 71 > 79 > --- > 7, and start considering the larger value. The
corresponding solution can be usually computed in a fast way since it is very sparse, though
possibly under-fitting the data. Then, one proceeds considering the next parameter value 7o
and use the previously computed solution as the starting point of the corresponding procedure.
It can be observed that with this initialization much fewer iterations are typically required to
achieve convergence. The same warm starting strategy is then repeated to compute the solutions
corresponding to the following parameter values.

4 Examples

In this section we discuss several examples of the general Algorithm 1, specializing our analysis
to a number of well known regularization schemes.

4.1 Lasso and elastic net regularization

We start considering the following functional

M M
ED(B) = [ WB —y|* + p ) 57 +27 Y wilBl, (14)
j=1 j=1
where ¥ is a n x M matrix, 3,y are the vectors of coefficients and measurements respectively,
and (wj)jj‘il are positive weights. The matrix ¥ is given by the features v; in the dictionary
evaluated at some points z1,...,Z,.
Minimization of the above functional corresponds to the so called elastic net regularization, or
{1-¢5 regularization, proposed in [45], and reduces to the lasso algorithm [38] if we set pu = 0.
Using the notation introduced in the previous sections, we set F(8) = ||¥3 — y|* + p Z]J\il BJZ-

10



and J(B) = Zj‘il w;|B;j|. Moreover we denote by S./, the soft-thresholding operator defined
component-wise by

[ST/O'(ﬁ)]j = Slgn(ﬁ])(’ﬁ]’ - /\wj)+'
The minimizer of (14) can be computed by Algorithm 2. It is easy to check that the argument of

Algorithm 2 Tterative Soft Thresholding
Require: o, 7,1 >0
Initialize: 3° =0
while convergence not reached do
pi=p+1

=s; (-4 Juty - v ) (15)
end while

return (P

S; /s is obtained simply computing the derivative of F'(3) and the main point while passing from
equation (5) to equation (15) is the computation of the projection m)x. Applying Proposition
2 to J(B) = Z]J\/il wj|B;], with G; = R and J;(8) = w;0; Vj = 1,..., M, allows to solve (8)
component-wise as

0j = argmin(Aw;v; — ﬁj)z = min {17 ‘)ZA} sign(f3;),

|’Uj‘§1 J

where we used the fact that JjTU = W;vj.
The operator S; /, introduced above corresponds to the non linear operation (I — mak), which
acts on each component as:

(I = 7(ar)) (B)]; = B — min{[B;], Aw; }sign(8;) = sign(B;)(|6;] — Adw;)+.

From the above equation it follows that the iteration (15) with u = 0 leads to the iterated
soft-thresholding studied in [12] (see also [42] and references therein). When p > 0, the iteration
(15) becomes the damped iterated soft-thresholding proposed in [14]. In the former case, the
operator 7, in (15) is not contractive but only non-expansive, convergence in this case is proved
in [12].

4.2 Group lasso

We consider a variation of the above algorithms where the features are assumed to be disposed in
blocks. This latter assumption is used in [43] to define the so called group lasso, which amounts

to minimizing
M
EWrLaso)(3) = || w8 — y|* + || 6] +2TZwk\/ﬁ (16)
JELK

k=1

for 4 = 0, where (v);ez, for k =1,..., M is a block partition of the feature set (¢;)jez. As
in the previous case the main step towards specializing Algorithm 1 to this particular example
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is the computation of myx. Note that when applying Proposition 2 to J;(5) = \/wifz, with
G = RIZxl equation (8) can be decomposed component-wise as

U = argmin || Awgv — ﬁk“i
veRME, v, <1

AR el
=T M [1180]

where v = (91, ...,0p) with 7y € RZxl and ) e RZx! is the vector built with the components
of 3 € R corresponding to the elements (Vj)je,-
The nonlinear operation (I — mxx) — denoted by S./, — acts on each block as

. g(k‘)
(=) (1% = 3% —min (e, 18911}
(k)

_ Hg(k)H(Hﬁ(mH — Awg) +

The minimizer of (16) can hence be computed through Algorithm 3.

Algorithm 3 Group lasso Algorithm
Require: 7,0 >0
Initialize: 3° =0
while convergence not reached do
p=p+1

1

o =8: (0= L+ Lo - wp )

end while

return (7

4.3 Composite Absolute Penalties

In [44], the authors propose a novel penalty, named Composite Absolute Penalty (CAP), based
on assuming possibly overlapping groups of features. Given v, € R*, for £ = 0,1,..., M, the

penalty is defined as:
M

0
JB) =D (> B,
k=1 jeTy
where (¢;) ez, for k =1,..., M is not necessarily a block partition of the feature set (¢;);ez.

This formulation allows to incorporate in the model not only groupings, but also hierarchical
structures present within the features, for instance by setting 7, C Zr_1. The choice of 7
for £k > 1 corresponds to a priori information about the sparsity within a group, while the
choice of vg is on the other hand related to the sparsity among groups. For g = 1, the
CAP penalty is one-homogeneous and the solution can be computed through Algorithm 1.
Furthermore, when v, = 2 for all k = 1,..., M, it can be regarded as a particular case of (7),

12



with || 7x(8)|]> = Z‘;:l ﬁ?lzk( ), with Jp, : RIZkl — R™ and my, = |Z;|. Considering the least
square error, we study the minimization of the functional

M
ELCAP)(8) = ||WB — y|* + u 18] + 2TZwk\@’ (17)
k=1 JELy

which is exactly a CAP functional when 1 = 0. Note that, due to the overlapping structure of the
features groups, the minimizer of (17) cannot be computed blockwise as in Algorithm 3, because
the solution of the minimization problem (8) does not decouple on the blocks. However we can
approximate the projection using Theorem 2, through the iterative scheme (10), by identifying
Jj with the projection on the components corresponding to Zy, and 7 as (J ... ;L )T. We can
then compute the minimizer of (17) through Algorithm 4.

Algorithm 4 CAP Algorithm
Require: 7,0 >0
Initialize: 3° =0
for p=1,2,..., MAX_ITER EXT do
set o = 0, = (1— )+ 2uT(y — wpr)
for g =1,2,..., MAX_ITER_INT do

g1 _ U — 0TI v — ofB/7)
k 1+ || Te(TTv? — oB/7)]||
end for T MAX_ITER_INT
p _3_ 79T - -
#=p-Lg%

end for

return AMAX-ITER EXT

4.4 Multiple kernel learning

Multiple kernel learning (MKL) [3, 35] is the process of finding an optimal kernel from a pre-
scribed (convex) set K of basis kernels, for learning a real-valued function by regularization.
This approach has applications in kernel selection, and data fusion from heterogeneous data
sources, and nonlinear feature selection [29]. In the case where the set K is the convex hull of
a finite number of kernels k1, ..., ks, and the loss function is the square loss, it is possible to
show [34] that the problem of multiple kernel learning corresponds to find f* belonging to

argmind | izfj (@) — ) +TQ<ZIIJZHH] )} (15)

where H = H1 ®---®@H s so that f = Z]Ail fj, fi € Hj and g : Ry — Ry is a strictly increasing
function. Two popular choices for the function ¢ are the identity and the square root, both
leading to a representation of f* w.r.t. the basis kernels. In the following we consider the
optimization problem

M

1 ¢ - <
argmin{n Z( fi(@) — ui)* + MZ Hf]H?—[] + QTZ HfjHHj }’
j=1 J=1

fen i=1 j=1
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which recovers (18) for ;1 = 0, when g is twice the square root. Note that by choosing the square
root, our general hypotheses on the penalty term J are satisfied.

Though the space of functions is infinite dimensional the minimizer of the above func-
tional (18) can be shown to have a finite representation. In fact, one can generalize the represen-
ter theorem to show that the vector of optimal components for the solution of the optimization
problem (18) can be expressed as f7(-) = > iL; aj;k(w;,-) for all j =1,..., M. Introducing the
following notation:

a=(ay,...,ay)T with aj = (o1, ... ,ajm)T
kij(z) = (kj(z1,2),...,kj(zn, 2)),
k(z) = (ki(z),..., ky(z)T
K = diag (K1,...,Ky) with [Kj| = kj(z;, 2)),

y=@u" ... y)"
—_——
M times

)

we can write the solution of (18) as f*(x) = afki(z) + - -- + of ks (z)).
The search for the solution can then be restricted to a finite dimensional space spanned by
ki,...,kyr. Hence, the iteration on the vector of components can be written as

T
,Ta(f) = (I_ﬂ-‘r/a'K) <<(1 - g)a_ O_ln(KO‘_y)> k) :

Defining J : H — H to be the identity operator and J;(f) = f;, we apply Proposition 2,
obtaining that the projection is defined as m\x(g) = A\v with

U= argmin |Av— 9”%{ ,
VER, [ Tjvll; <1

which can be computed block-wise as

T oy
- 1Tl N Tig . ajKjoi | alk;
v; = min 1 1, 3 7l =min < 1, \ - ,
79 H; Oéj K]’Oéj
with g = (a1-ky, ..., apkar). The operation (I—myx)(g), therefore acts on g componentwise
by changing the coefficients of the expansion i.e. we can write it as S)(K,a) 'k for j =1,..., M

where
T

~ (07 /
(6% 1871
/B )

This peculiarity allows for computing the regularized solution using Algorithm 5, which involves
only the coefficients.

4.5 Multitask Learning

Learning multiple tasks simultaneously has been shown to improve performance relative to
learning each task independently, when the tasks are related in the sense that they all share a
small set of features (see for example [1, 28, 36] and references therein).
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Algorithm 5 MKL Algorithm
set o’ =0
for p=1,2,..., MAX_ITER do

a? =8, (K ((1 - g)a”_1 - i(Kozp—1 — y)>)

an

end for

T
return (aMAX*ITER> k.

In particular, given T tasks modeled as
d
filw) =" Biaty(@)
j=1

fort =1,...,T, according to [36], regularized multi-task learning amounts to the minimization
of the functional

| T d
EMD(3) = Z e Z(T/’(ﬂft,i)& — i) + “Z Z By +2r
t=1 " i=1 t=1 j=1 J

E

3. (19)

d
=1

t=

—_

The last term combines the tasks and ensures that common features will be selected across them.
Again functional (19) is a particular case of (1), and, defining

B=(B,....80)7,

U =diag(V1,...,V7), [Wlij = ¥j(zes),

y=i v,

N = diag(1/n1,...,1/n1,1/no, ..., 1/ng,.... 1/np,...,1/ny).

n1times notimes nptimes

its minimizer can be computed through Algorithm 6. Using Proposition 2 the projection corre-
sponds to a task-wise soft-thresholding S acting simultaneously on the regression coefficients
relative to the same variable in all the tasks.

Algorithm 6 Multi-Task Learning Algorithm
set 30 =0
for p=1,2,..., MAX_ITER do

~ 1
o =8; ((1 - Dygrt 4 ey - W‘U)
c o o
end for
return QMAX-ITER
Note that, when n; = ng = -+ = np = n, dividing by the diagonal matrix N amounts to

multiplying by the factor 1/n.
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4.6 Total Variation—based Image Denoising

As a last example we consider total variation regularization for image denoising, which amounts
to the minimization of the following functional

ETVIH) = If —yl* +27 Z IV (Pl (20)

=1

where y is a noisy n x n image, from which we aim at extracting the true image f, and V is a
linear discretization of the gradient operator. The minimization of £V can be easily recast in
terms of (1). In fact, f = {fi;}}' 7j=1 so that H = R"*", the operator A is the identity, u = 0 and
Ts(f) = (Vf)is € B,

Since A = I, as pointed out in Section 2, the solution is simply f* = y— 7,k (y), and the pro-
jection can be efficiently implemented through the iterative algorithm (10). If one approximates
the operator V by means of finite differences of neighbors pixels,

Jiv1j — figiti<n Jigr1— fijitj<n
(9 )il = {0 AR (/W {0 P

With this choice the adjoint of J is given by

[Ui—l,j]l — [Uz',j]l if 1<i<n [U@j_l]g — [Ui’j]g if 1 <j <n
(VTU)Z'J‘ == _['Ui,j]l if i=1 + —['UiJ]Q if j =1
[vi—1,11 if i=n [vij—1]2 if j=n
—(div v); 5

and the minimizer of (20) can be computed through the iterative Algorithm 7. Through our
approach we recover the algorithm proposed in [8].

Algorithm 7 Total Variation Algorithm

set v? =0
for p=20,1,..., MAX_ITER do
(Y (div ot o)
S T [V (div vl + oy/7))ijllge
end for

return —Zdiv JMAX_ITER

5 Experiments and Discussions

In this section we describe several experiments aimed at testing some features of the proposed
method. In particular, we investigate the effect of adding a (small) strictly convex perturbation
to the original functional, weighted by a positive parameter u. One can see that such a pertur-
bation term simplifies the mathematical analysis of the proposed procedure, and here we argue
that it might actually bear benefits from the numerical point of view without affecting statistical
properties. In the following we are interested into understanding the role of the perturbation
term with respect to:
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- prediction: do different values of © modify the prediction error of the obtained estimator?
- selection: does p increase/decrease the sparsity level of the obtained estimator?
- running time: is there an actual computational improvement due to the use of u > 07

We discuss the above questions for the multi-task scheme proposed in [36]. and show results
which are consistent with those reported in [15] for the elastic-net estimator. These two methods
are only two special cases of our framework, but indeed we believe that all the other learning
algorithms considered in this paper share the same properties.

We note that a computational comparison of different optimization approaches is cumber-
some since we consider many different learning schemes and is beyond the scope of this paper.
Extensive analyses of different approaches to solve ¢; regularization can be found in [25] and
[32], where the authors show that projected gradient methods compare favorably to state of
the art methods. We expect that similar results will hold for learning schemes other than ¢;
regularization.

5.1 Validation protocol and simulated data

In this section, we briefly present the set-up used in the experiments, by first describing the
data sets. Simulated data were considered to test the properties of the proposed method in a
controlled scenario. More precisely, we considered T' regression tasks

y=z-fY 4+ t=1,...,T

where z is uniformly drawn from [0,1]%, ¢ is drawn from the zero-mean Gaussian distribution
with ¢ = 0.1 and the regression vectors are

8l = (8}, .. 8,,0,0,...,0).
N—— N—_——

r d—r

with ﬁj’ ; uniformly drawn from [—1,1]. In other words the only relevant variables are the first
T.

In order to obtain a fully data driven procedure we use cross validation to choose the reg-
ularization parameters 7, A for the sparse regularization and RLS respectively. Indeed one can
see that the cross validation protocol yields relatively large values of 7 and very small values of
A. After re-training with the optimal regularization parameters, a test error is computed on an
independent set of data. Each validation protocol is replicated 20 times by resampling both the
input data and the regression coefficients, ﬁg , in order to assess the stability of the results.

Finally, following [7, 40], we consider a debiasing step after running the sparsity based
procedure. This last step is a post-processing and corresponds to training a regularized least
square (RLS) estimator® on the selected components to avoid an undesired shrinkage of the
corresponding coefficients.

5.2 A preliminary result

The potential benefits of multi task learning compared to learning each task independently, has
already been demonstrated both on simulated and real data — see [1, 28, 36] and references
therein. Here we just confirm such results in our framework. Towards this end we compare

3A simple ordinary least square is often sufficient and here a little regularization is used to avoid possible
unstable behaviors especially in the presence of small samples.
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Figure 1: Comparison measure () between a multiple task and independent task approach, for
different values of n. For these experiments we worked with d = 100, » = 10, T' = 2,4, 8, 16, and
n = 20,50 and 100. The number of points for both validation and test is 1000.

single task learning using Algorithm 2 and multi-task learning using Algorithm 6. We apply
the experimental protocol described in the previous section (for p = 0) and use the following

comparison measure

errg — erryy

’)/ = ————---—-
errg

where errjs is the multi-task error and errg is the single task error. The results obtained varying
the number of training points and tasks are reported in Figure 1. This experiment confirms the
effectiveness of multitask learning: the relative difference between test error increases with the
number of tasks, i.e. the advantage of combining multiple tasks is larger when the number of
task is large. Furthermore, such effect is more evident with small training sets.

5.3 Role of the Strictly convex Penalty

Next, we investigate the impact of adding the perturbation u > 0. We consider T' = 2, r = 3,
d = 10,100,1000, and n = 8,16, 32,64,128. For each data set, that is for fixed d and n, we
apply the validation protocol described in Subsection 5.1 for increasing values of y. The number
of samples in the validation and test sets is again 1000. As in the previous set of experiments
we replicate each trial 20 times and report the mean results. Error bars are omitted in order to
increase the readability of the Figures.

We preliminary discuss an observation suggesting a useful way to vary p. As a consequence
of Corollary 1, when = 0 and b = 0, the Lipschitz constant, L, of the map 7, in Theorem 1 is
1 so that 7, is not a contraction. By choosing u = 7”VzFH a with a > 0, the Lipschitz constant
becomes

Ly=(010+a)t <1,
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and the map 7, induced by F), is a contraction. In particular in multiple task learning with
linear features (see Section 4.5) X = ¥, so that V2F = 2XT X/n and HV2FH = 2a/n, where
a is the largest eigenvalue of the simmetric matrix X7 X. We therefore let p = 5o and vary
the absolute parameter v as a = 0, 0.001, 0.01, 0.1. We then compare the results obtained for
different values of «.

We now analyze in the details the outcome of our results in terms of the three aspects raised
at the beginning of this section.

- prediction The test errors associated to different values of p are essentially overlapping,
meaning that the perturbation term does not impact the prediction performance of the
algorithm when the 7 parameter is accurately tuned. This result is consistent with the
theoretical results for the elastic net estimator — see [14].

- selection

In principle the presence of the perturbation term tends to reduce the sparsity of the
solution in the presence of very small samples. In practice one can see that such an effect
decreases when the number of input points n increases and is essentially negligible even
when n << d.

- running time From the computational point of view we expect larger values of u (that is
a) to correspond to fewer iterations. This effect is clear in our experiments. Interestingly
when n << d small values of u allow to substantially reduce the computational burden
while preserving sparsity and prediction properties of the algorithm (compare o = 0 and
a = 0.001 when d = 1000). Moreover, one can observe that the number of iterations
decreases as the number of points increases. This result might seems surprising, but can
be explained recalling that the condition number of the underlying problem is likely to
improve as n gets bigger.

Finally, we can see that adding the small strictly convex perturbation with @ > 0, has a
preconditioning effect on the iterative procedure and can substantially reduce the number of
required computations without affecting the sparsity and prediction properties of the obtained
solution.

5.4 Impact of choosing the step-size adaptively

In this section we assess the effectiveness of the adaptive approach proposed in section 3 to speed
up the convergence of the algorithm. Specifically, we show some results obtained by running the
iterative optimization with two different choices of the step-size, namely the one fixed a-priori —
as described in section 3.1 — and the adaptive alternative of section 3.2.

The experiments have been conducted by first drawing randomly the dateset and finding the
optimal solution using the complete validation scheme, and then running two further experiments
using, in both cases, the optimal regularization parameters but the two different strategies for
the step-size.

We compared the number of iterations necessary to compute the solution and looked at the ratio
between those required by the fixed and the adaptive strategies respectively. In Figure 3, it is
easy to note that such ratio is always greated than one, and actually it ranges from the order of
tens to the order of hundreds. Moreover, the effectiveness of using an adaptive strategy becomes
more and more evident as the number of input variables increases.

Consistently with the results showed in the previous section, for a fixed input dimension, the
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Figure 2: Results obtained in the experiments varying the size of the training set and the number
of input variables. The properties of the algorithms are evaluated in terms of the prediction
error, the ability of selecting the true relevant variables, and finally the number of iteration
required for the convergence of the algorithm.
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Figure 3: Comparison of the number of iterations required to compute the regression function
using the fixed and the adaptive step-size. The blue plot refers to the experiments using d = 10,
the red plot to d = 100, while the green plot to d = 500.

iterations required by the fixed step-size approach decreases when the number of training samples
increases. Indeed also in the case of the adaptive choice appoach the number of iterations
decreases but at a slightly faster rate. Therefore, the ratio tends to either remain approximately
constant or decrease slightly.

6 Conclusions

This paper shows that many algorithms based on regularization with convex non differentiable
penalties can be described within a common framework. This allows to derive a general opti-
mization procedure whose convergence is guaranteed. The proposed procedure highlights and
separates the roles played by the loss terms and the penalty terms, in fact, it corresponds to the
iterative projection of the gradient of the loss on a set defined by the penalty. The projection
has a simple characterization in the setting we consider: in many case it can be written in closed
form and corresponds to a soft-thresholding operator, in all the other cases it can be iteratively
calculated. The obtained procedure is simple and its convergence proof is relatively straightfor-
ward in the strictly convex case. One can always force such a condition considering a suitable
perturbation of the original functional. Interestingly if such a perturbation is small it will act
as a preconditioning of the problem and lead to the better computational performances without
changing the properties of the solution. A more general and abstract setting can be considered.
Steps in this direction are taken for example in [10]. The setting we consider here is general
enough to be of interest for many learning algorithms and allows to have simplified proofs.

In future work we will consider several natural developments of our study. In particular
one can study more carefully the properties the adaptive step-size choice and consider domain
decomposition techniques aimed at dealing with large scale problems which are common in
machine learning.
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A Proofs

In this section we collect the proofs of the results in the paper. We start by proving Theorem 1.
The proof requires a few basic concepts from convex analysis [20]. In particular we recall that
the Fenchel conjugate of a convex functional is defined as

J* : H — RU{+oo}
g = supreplfi9)n — J(f),

and satisfies the well known Young-Fenchel equality:
g€ IJ(f) < feaJg). (21)

The above equality is the key for the proof of Theorem 1 and leads to a dual formulation of the
minimization problem (1). Another important fact is that the conjugate of a one-homogeneous
functional J is the indicator function of the convex set K = 9.J(0) and this implies that the
solution of the dual problem reduces to the projection onto K. In the proof of Proposition 2,
we are also going to use some standard properties of the subdifferential, that can be found in
[20], Chapter 1. For the convenience of the reader we recall them here, without stating all the
needed assumptions that are systematically satisfied in our setting.

P1) Sum rule: if F and J are convex, then O(F + J)(f) = 0F (f) + 0J(f);

P2) Chain rule: let L be a linear operator and F' a convex function, then

O(F o L)(f) = LT (9F (L(f)))
P3) Subdifferential of the norm in a Hilbert space H:
@1-1)(0) ={ve H : o] <1}:= B(H,1).
We can now give the proof of Theorem 1.

Proof 1 (Theorem 1) Since &; is lower semicontinuous, strictly convex and coercive, it admits
a unique minimazer, which is characterized by the Euler equation

0 € 2r0J(f) + VE(f).

Using (21) this is equivalent to
N 1
feod (—VF(f)) :
2T
If we let g = (f — %VF(f)), and add g/t to both sides of the above relation, then we obtain
1 g 1. /1
0e—-(g—f)—=+-0J ((g—f)>'
T T T T
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It follows that w = %(g — f) is the minimizer of
Ly, 9H2 Loy
SNl = 2| + o).
2 Hw TlH * T (w')

Since the penalty is one-homogeneus its Fenchel conjugate J* is the indicator function of K,
and we obtain
=arganin [’ = 2] = (%)
w=argmin (v — =|| =7 (=),
w' eK THIH T

which immediately gives f = g — T7x (%) = g —7m;x(g9). We conclude noting that we can

multiply both F' and T by o > 0, without modifying the minimizer of (1), which is therefore the
unique fixed point of the mapping 7, : H — 'H

To(f) = F = 5 VFU) = e (£ = 5o VF().
and this ends the proof.

Next, we prove convergence and step-size choice in the general case.

Proof 2 (Proposition 1) We first observe that the contraction T, can be decomposed as T, =
(I —mzk)o Bo, with B(f) :== f — =V E(f). Since (I — Tz ) has unitary Lipschitz constant as
an immediate consequence of the projection theorem, it is enough to prove that the inner mapping
B, is a contraction. According to a corollary of the Mean Value Theorem (see Corollary 4.3
of [30] for the infinite dimensional version), every Fréchet differentiable mapping B such that
supser |B'(f)l < 1 is a contraction, therefore it is enough to prove that the norm of By is
bounded by the unit. We have:

BY(f) =1~ o VF(f)

therefore

18| < max{’l _ 1, ,'1 _ L

20 20 }

Since a > b > 0 the r.h.s is strictly less than 1 and the first part of the thesis follows. The
minimization of the function o +— max{‘l — %a‘ , ‘1 — %b‘} gives the best a priori choice of o,
atb

-

that is o0 =

Proof 3 (Corollary 1) It is enough to note that VQFH = V2F+2ul, implying that the smallest
etgenvalue of F' 4+ u HH?1 is uniformly bounded from below by 2u. The rest of the thesis easily
follows applying Proposition 1 to F,,.

Next we consider the results allowing to compute the projection. First we prove Proposition
2.

Proof 4 (Proposition 2) Using properties (P1) and (P2) stated at the beginning of the Sec-
tion, and setting K = 0.J(0), we have

p

K =3 (0(f = I1Tkfllx) ©) = > T @1ll) (0)
k=1

k=1

where thanks to property (P3), (O |];) (0) = {vx € G : ||vk|l, < 1}. Then we can identify the
set K with
K={J"w:veg,|ul, <1Vk}.

The projection on NK is then defined as mxg (9) = AT L0, where v is given by (8).
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Then we prove Theorem 2.

Proof 5 (Theorem 2) Equation (9) holds also if we multiply by —n with n > 0 and add vy, to
both sides, hence obtaining

=0 (TeAT v = g) + || TAT v = g) ||, vk) + v = vk,
so that vy satisfies the fixed point equation

vk — 0Tk (TT0 — g/ )
1+ T (TTv — g/ M),
By induction it is easy to see that vaHk <1, for all k,q. We then define k = HJJT , and

introduce h9 = (h?, ooy hd) and p? = (pi,.. .,pg) with he,p? € G such that hi = Jp(TTv? —
g/\) € G, and p} = Hh | vq+1 € G, so that vg =l —n(hi + pl).

Vi =

|77 =4l —HJT q—QHH

R T R T

—2(TT (R + p7), jTUq_*>H+77 }LJT h‘“rpq)H =

—2n(h? + p?, h9) + n? HjT (R4 + p9) H

=B+ p2)* = (ke + p1, kT — pt) + 02 | T (R + p9)]|, <
—n |(1 = ) 1A% + 7> + (109> = [1p7])| =

—1> k=1 [(1 — ) || B "’szk ([| Hk Hp%Hi)] :

The r.h.s in the above equation is a sum of p nonegative terms:

2

Y

(=) ||+ oy (il = ol
(1) + (2)
In fact, (1) is clearly nonnegative for n < 1/k, whereas (2) > 0 since HU’ZHHk < 1 which

implies || px|l;, < ||hll, We now examine the case where the HJTqu—%Hi — HJTU(]_%H?{ =0.
This requires both (1) and (2) to be null for all k. Whenn < 1/k, (1) =0 only if th + pZHk =0
which implies both (2) = 0 and qu =v}. Whenn =1/, (1) is clearly null whereas (2) = 0
only if Hh Hk = HpZHk for all k which again implies vzﬂ = vg. Hence if n < HJJTHA, either
Hijq — g/)\HH is decreasing or vitl = v9.

Let m = lim,_ . Hijq — g/)\{ , and v be the limit of a converging subsequence (vi) of (v?).
Clearly we have m = HJTT; —g/)\H = HJTT/ - g/)\H, where v is the limit of (vi+!). From the
above calculations we see that since HJTT/ — g/)\H — HJTTJ — g//\H = 0, it must be v}, = 172; VEk.
Hence v satisfies the Euler equation (9) and therefore solves (8). Since the projection is unique,
we deduce that all the sequence \J v converges to mxx(g).

We next consider the step-size choice studied in Proposition 3.

Proof 6 (Proposition 3) In order to apply Proposition 1, it is enough to show that the con-
ditions on the eigenvalues of the second derivative of F' are satisfied. Using the same notations
as in Proposition 1, and relying on the chain rule (see [30]) we are able to explicitly compute

VF, that is
Zz B) 7 yi) ® (i) + 20,
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Reasoning as in the previous step, and again relying on the chain rule, we get

n

VEEB)(B) =Y U (B(x:), B), yi) (@), B8 () + 2]

i=1

Defining Ag(B') = d1 U"((®(z;), B), yi)(®(x;), B')®(x;), we note that Ag is a self-adjoint
linear operator. In particular, using the fact that thanks to the convexity of £ Lipaza, Lpinb are
respectively an upper and a lower bound of the eigenvalues of Ag, thanks to Corollary 1 we get
the desired inequality and the optimal step choice.

Finally we study the general least squares case. Although it can be viewed as a consequence

of Proposition 1, we prefer to derive the desired inequality directly from the definition of 7.

Proof 7 (Proposition 4)

175(f) — ()| =

(I =7zk)(f = 55 VF(f) = (I =7z i) (f = 5 VE()]
f - %U F(f) = '+ 5 VE()]
HI—f(ATAJru)Hsz il

= max{‘l—af%

= Lollf = fIl-

IA

)

— vy — )

The optimal a priori choice for the step-size is given by the value of o minimizing Ly, that is

and one can simply verify that L, =

a+b+2u
2 9

g =

a—b
a+b+2p°
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