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Abstract— A natural joint physical and link layer transmission ~ Nyquist rate. Thus, in SNQ systems, the signaling rate is
architecture is developed for communication over underwatr decoupled from the transmission bandwidth, and can greatly
acoustic channels, based on the concept of super-NyquistN®) exceed the transmission bandwidth.

signaling. In such systems, the signaling rate is chosen giff . . . .

icantly higher than the Nyquist rate of the system. We show The relative mer|t§ of SNQ modu_latlon with respect_to the
that such signaling can be used in conjunction with good “off more standard Nyquist-rate modulation have been studeed fr
the-shelf” base codes, simple linear redundancy, and miniom different perspectives over the past four decades; see, e.g
mean-square error decision feedback equalization (MMSE-BE)  [5]. The most significant drawback to using SNQ signaling
to produce highly efficient, low complexity rateless (i.e.foun- g ihat it introduces severe intersymbol interference)(IBor

tain”) codes for the severe time-varying intersymbol-inteference h | with a flat f havi S|
channels typical of this application. We show that not only an a channel with a flat lrequency response, or having an

SNQ rateless codes approach capacity arbitrarily closelyput Span of short duration, this is a major disadvantage. This
even particularly simple SNQ-based rateless codes requirthe is particulary so for a coded system, as it greatly increases

transmission of dramatically fewer packets than does tradional  the complexity of equalization and decoding. Largely fdsth
ARQ with Chase combining. reason, SNQ signaling was not widely adopted for many of
the early applications of digital communication.
) ) . o .. By contrast, even with Nyquist signaling, UWA channels
_ The design of reliable, high-speed digital communicatiog|ifer from severe ISI, and thus the additional ISI intraetiic
links for the underwater acoustic (UWA) channel is particysy employing SNQ signaling is much less significant. In fact,
larly challenging. Indeed, typically the medium is bothtlig 5, the most part, it can be well handled by the existing
dispersive and d_ynamic._ Over the years, consideral_aleesegrequanzation implemented in such systems. As such, SNQ
has been made in meeting these challenges. A review of SOfigaling is a feasible candidate for future underwateustio
of these advances can be found in, e.g., [1]-[3]. modems.

~To meet the requirements of emerging applications, €on-|n this paper, we establish that not only is SNQ signaling
siderable further advances will be required. In particulafeasible for the UWA channel, it has some particularly valea
Whlle_ traditional work in the area has Iargely focused on t'}?roperties for this and other related applications. Inipaldr,
physical layer, the key to future advances will be carefud anye establish the somewhat surprising result that the use of
joint design of the physical and link layers in underwatesng signaling allows for highly efficient link layers design
acoustic modems. Specifically, through such design one dfeed, from such signaling we develop a rich family of
is fo_r systems that dynamically adapt to the highly ‘_’a”ab\%w-complexity, capacity-approaching rateless codes|8ir
maximum instantaneous rate supported by the medium, &ithnnels, which gracefully accommodate the highly dynamic
thereby achieve the highest possible throughput. nature of the UWA channel.

The typical approach to ensuring high throughput when 14 gevelop this perspective, we begin by noting that in
the channel state allows is to exp_loit higher-order s_igngl typical packetized transmission scheme, data is pantitio
constellations. However, an alternative approach, cai§in jnto plocks that are sequentially sent over the channel. If
proposed several decades ago [4], is to exploit super-8yquhe channel were time-invariant, the rate of a packet could
(SNQ) (equivalently referred to as faster-than-Nyquis@- S pe set arbitrarily close to the capacity of the channel. The
naling. In SNQ signaling, the symbols are taken from a fix@gywa channel however exhibits fast variation and therefore t
constellation, typically BPSK or QPSK, independent of thgansmitter does not have accurate knowledge of the maximal
transmission rate. Higher rates are achieved by increasigge it can support. Therefore, in the absence of feedback
the signaling rate—i.e., the rate at which the symbols afige transmitter must resort to setting the rate chosen for a
modulated onto the bandlimited pulse shape—beyond thgcket based on an estimate or prediction of the instantsneo

capacity of the channel. To achieve a low probability of meck
This work was supported in part by the ONR under MURI Gran P Y P y of et

No. NOOOL4-07-1.0735, by AFOSH under Grant No. FA9350-85, and 0SS (0Utage), one is generally forced to take a conseevativ
by the Israel Science Foundation under Grant No. 1557/10. approach and choose a sufficiently low rate, resulting in a
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throughput that is far from the capacity of the realized ctedn Il. SYSTEM AND CHANNEL MODEL
In many scenarios, however, a low rate feedback link is consider a complex baseband representation of a linear
established between the two transmission ends, over Whtﬁ@persive Gaussian channel
an acknowledgement (either positive or negative) can be sen
back to the transmitter. When such a link is available, a much y(t) = h(t) * z(t) + 2(¢),

higher target rate for a given packet may be chdséfhen the \(vhere +(t) is AWGN noise with one-sided power spectral

receiver is unable to decode a packet, rather than tredimg nsity N The input sianal is subiect to a bower constraint
event as an outage, retransmission of some form is employ]% : (t))/|2}?'< P P 9 ! P
x < P.

the simplest example of which is repetition of the packet. ; . .
. e . . . We consider transmission over bandwidith For spectrally
While repetition is a particularly simple means to atta|ﬂ o ;
o L flat transmission over the banW/, the resulting mutual
greater redundancy, it is very inefficient. Numerous sugperi. . ) o .
o . . information, which we refer to as the white-input capacity
methods for achieving variable levels of redundancy via re; .
. - . of the channel, is
transmissions have been proposed and studied; for instance
punctured codes are often used. Such error correction mech- w2 PIH(f)|?
anisms are referred to as (hybrid) ARQ protocols, and the Cliys) :[ log { 1+ NoW df.
codes that support variable-rate transmission are refdoe _ _
as incremental-redundancy (IR) codes. An IR code has the Super-Nyquist Modulation
property that when truncated to a shorter length, it resnltss ~ We assume pulse-amplitude modulation where the discrete-
good code of higher rate. Thus, a single IR code may supptirhe input sequence is modulated to form a continuous-time
multiple rates by varying the length of the code transmittednput signal according to
In some scenarios an even stronger property is required—
viz., the code must be good (i.e., with respect to the total w(t) = ZS[”] gt —n-T), @)
“received blocklength”) wherny subcollection of the trans- "
mitted packets are dropped. A code possessing this propevtyere T is the symbol duration. We denote the Nyquist
is sometimes referred to as a fountain code [6]. In this papeampling time byI™ = 1/W. We further denote the “over-
we refer to it as a variable-redundancy (VR) code. signaling” ratio byL = T* /T2 We assume that at the receiver
As the main contribution of this paper, we develop &nd, the signal is passed through a matched filter (MF), and
simple, yet highly efficient, VR coding scheme utilizing SNgampling is performed at the symbol rate. This results in a
signaling. In the proposed scheme, a standard “off-théshediscrete-time channel
fixed-rate based code, designed to achieve reliable traasmi (] = s[n] * k[n] + =[] 3)
sion over a standard additive white Gaussian noise (AWGN) yim = ’
channel, is used in conjunction with linear processing antherek[n] = k(nT), wherek(t) = g(t) * g(—t)* * h(—t) x
decision-feedback equalization, to obtain a VR transmﬁssih*(_t), and where
architecture.

(1)

The VR coding architecture developed in this paper is.. (/") = &K(eﬁ”-f)
related to the family of IR redundancy codes developed ]30 1
for the AWGN channel in [7] [8] in that it is based on -5 TZ|H(f/T+i/T)|2|G(f/T+i/T)|2.
layering (superposition), dithering, and successiveriatence i

cancellation. Indeed, in one respect, this paper represbat The pulse shape is required to be limited to system bandwidth
extension of such methods to ISI channels. However, it algp je. ¢(t) satisfies

worth noting in advance that whereas the coding scheme of

[7] is limited to IR coding, the present work develops a VR G(f)=0 for |f] > W/2. (4)
_scheme. In this respect, the architecture de\_/eloped_ Ipéyisr Jo simplify our development, we initially restrict our attén
is more closely related to that of [9], which derives a V 3 the ideal case where

coding scheme for Gaussian MIMO channels. At the same

time, the scheme developed in this paper may be viewed as sin (mu) w0
a significant generalization of one in [10], which developed g(t) = sinc(t/T™), with sinc(u) £ T ’
SNQ VR-coding scheme for the AWGN channel. The scheme 1 u=0.
in [10] was somewhat both less efficient and less practical, (5)

owing to the use of random dithering rather than the moM¥e note that for an ideal (frequency flat) chanriél (f)| =
judiciously chosen (deterministic) modulation we expliwit 1), the discrete-time channel response in this case becomes
this work. k[n] = T*sinc(n/L), so if we signal at the Nyquist rate, i.e.,

if L =1, thenk[n] = T*§[n] and no ISl is present. On the

1t is important to emphasize that if there is significant géfathe feedback other hand, tak'ngJ >1 necessar'ly introduces ISI.

link, this affects the latency of the overall scheme, butdneet affect the
throughput by appropriate use of multiplexing. 2We assume that the over-signaling rétés an integer for practical reasons.



Taking the symbolss[n] to be i.i.d. circularly symmetric ] target spectral efficiency=4 bits/s/Hz
complex Gaussian with poweP/L results in a (proper)

Gaussian random input signa(¢) with power P. It follows 4
that the capacity of the discrete-time channel (3) is ? 35
Q7
C[b/SNQ symbol] % 3r
1/2 P/L) - K j2nf —
:/ log(l—i—( /L) Kfe ))df g£25
~1/2 Ny §- ol
1/2T PSS H i /T 2G i /T 2 7]
o [ o (10 PEAHUH/DPIGU DY (g
T* N 5
—1/2T 0 ‘8‘ 1
- P/T*|H(f)PIG(f)? 7
—1/2T No 0.5
where the last equality follows from (4). 9% 0 5 10 15
Note that for sinc modulation;(¢) has a flat power spec- SNR [dB]
trum over the bandwidt®, yielding the mutual information
given in (1), ie., (6) reduces to Fig. 1. Effective spectral efficiency as a function of SNReTarget spectral

efficiency for transmission of a single packetdid/s/Hz.
T 1
Clb/SNQ symbol] = W Clb/s]

w/2 2
_ 11 log (1 + M) df. knowledge of the capacitigs,,. Rather, for any given chosen
LW ] w2 NoW target rateR, and no knowledge of the channel, transmission
(7) should be successful whenevé(8) > R holds for the

B. Linear SNQ Rateless Coding received set of packet

. . _ . To illustrate the properties of such a scheme, Fig. 1 depicts

Consider now packetized transmission where for notatlor} | . . .
. . : o e effective spectral efficiency as a function of the SNR, fo

convenience we let the time axis for the transmission

. - . .the simple case of an ideal spectrally flat channel and sinc
each packet be unbounded. We further consider a S|mpI|f|e(? P . ; P y
. modulation. In this scenario we have
model where the channel response experienced throughout

transmission of thenth packetyn = 1,..., M, is linear time- (8 _ B8l lo <1 L )
. . . ’ ’ . Symbpo - g +
invariant (LT1) but the impulse response, which we denote by (8)1b/58Q symbol L NoW
hm(t), may vary from packet to packet. We assume for the = |8|C1(SNR)

moment thatM < L. The channel input-output relation for

the transmission of thenth packet is therefore where SNR = P/(NoW). Thus, in an optimally designed

(packetized) system, the number of required received packe
Ym|n] = sm[n] * km[n] + zm[n], (8) as a function of the packet target raeis given by

wherek,,[n] = kn,(I-T) andk,, (t) = g*(—t)xg(t)«h¥, (—t)* number of packets required = [R/C1(SNR)].
hm(t). Assuming discrete-time white-input transmission fo . ' . -
all packets, it follows from (7), that the mutual informatio Accordmgly, we define the effective spectral efficiency laes t

: . atio of R to the number of required packets.
(measured in b/SNQ symbol) corresponding to each packe{ ISAs a useful normalization, we further define the relative

Cr [b/SNQ symbol] spectral efficiency as the fraction of capacity that is actde
/2 PK,,(e*m1) R R/C1(SNR)
- /_1/2 log (1 + NoL ) af n(SNR) = no. req'd packets<x C1(SNR)  [R/C1(SNR)]"
11 (W2 P|H,,(f)]? The relative spectral efficiency, for a target rate4ob/s/Hz
W w2 log { 1+ NoW df, is depicted in Fig. 2. Clearly, the relative spectral efficig

) ) ) _ will tend to one as the target rate increases (and correspond
where the second equality holds for ideal sinc modulat|0fprg|y, the number of retransmissions). Nevertheless, #dwi

Upon receiving a set C {1,..., M} of packets, the aggregateyiscussed in Section IV, there are practical reasons for not
mutual information is thus setting the target rate much greater than the anticipatied ra
c(8) = Z C,. 9) the channel can support.
gy We proceed to describe the proposed linear rateless SNQ

L . . . construction. All the signals are obtained from a single
Our aim is to design a low complexity coding and modu- g ag 9

lation scheme that (simultaneously) approactés§) for all toded stream(n] as follows
setsS C {1,..., M} without requiring the transmitter to have Sm[n] = vm[n] s[n], (10)



target spectral efficiency=4 bits/s/Hz A

1 .

1

1

o) 1

08 :

% |GSNQ |GSNQ

© 1

2 0.6} |

Q 1
I3

o 1

[ 1

S 0.4f |

° I
c

S :

g 0.27 |

t 1

1

1

0 i i i 1

-5 0 5 10 |

SNR [dB] | . : -
! I SNQband _ f
Fig. 2. Relative spectral efficiency as a function of SNR. Tdrget spectral N quist X X
efficiency for transmission of a single packetdid/s/Hz. I bgnd I I
: wi2 2W

wherev,,,[n] are sequences to be specified. The transmittéd. 3. Effective pulse shape for each packet occupies erelift (non-

signal corresponding to packet is thus overlapping) SNQ frequency band. Oversignaling raté is: 4.
Tn(t) = > sln] vmln] g(t —i - T).
' wheregSNQ[p] = ef2mmn/L (SNQ[p],
We now wish to choose the sequences|n] so that the  Observe that inr;, [n], rather than having the data sequence

transmitted signalse,, () are statistically independent, andshifted in frequency, the modulation pulsg¥‘?[n] are ob-
sm[n] are white circularly-symmetric complex Gaussian prdained by shiftingg®~?[n] in the SNQ frequency domain, as
cesses. This condition ensures that the mutual informatig@picted in Fig. 3. This alternative view will be useful ireth
corresponding to each packet remaifis, and furthermore sequel.
than upon receiving multiple packets, the aggregate mutualClearly, requiring that the signaléz,,(t)} are mutually
information is the sum of the individual ones. independent is equivalent to requiring that the associated
A simple means to achieve this is by taking each of thdiscrete-time signals{z,,[n]} are. Furthermore, the latter
sequences,,[n] to be a discrete Fourier transform (DFT)holds if and only if {z],[n]} are mutually independent.
sequence with frequencies being multiples of the oversigma Therefore, it suffices to verify the last condition. Since th
rate1/L. Specifically, we take signalsz/,[n] are jointly Gaussian and stationary, they are

I independent if their cross spectra vanish. The latter arengi

vm[n] = e~ . by

Let us now denote Sy (&7

T[] = 2 (nT) = slile 2™/ L gSNQUp — ], = 5, (927 ) GINQ (720 ) GESNQ (¢ j27rf)

' 1 o +m L

where ¢°NQ[n] = ¢(nT) = sinc(n/L), with g(t) denoting a = ﬁsss(ej2 ha (f 1/ >
Nyquist-rate sinc pulse as specified in (5). Notice that exch I 1
the signalss[n]e=727""/L is simply s(-) cyclicly shifted by -G (f +ma/ mod >
m/L in the SNQ frequency domain. Let us denote the “shifted T T
back” ransmit signals by Since G(f/T) occupies no more thai/L of the SNQ

2! [n] = @ [n]es2mmn/ L frequency band, it follows that there is no overlap betwden t

frequency responsé€s((f + m/L)/T mod 1/T') for different

_ _j2mmn/L —j2mim/L SNQ . : ) .
=¢ Z ¢ [ — ] values ofm, and henceS (e727f) indeed vanishes for

Tmq1Tm

my # mg; see Fig. 3. b
= ZS[ ]eﬂﬂ(" Dm/L gSNQ[p — ] In summary, the transmission architecture for our SNQ-
based rateless code, depicted in Fig. 4 is as follows: the
= Z gSNQUp, — 4, information bits are first encoded to form the code sequence

s[n], then themth transmitted packet is generated by first



modulatings[n] with a DFT sequence to obtain filters, invoking the optimality of the DFE receiver structy

] fn]e—32mn/ I we have that[n| is a stationary process satisfying
Sm|n| = s|nle ,

P/L
The transmitted signal is then formed by modulating[n] log (1 ) Z Cm
according to (2).
An alternative DFE structure is depicted in Fig. 6. Here, the
Il. MMSE-DFE EQUALIZATION output for each received packet is passed through a separate

The modulation scheme developed is optimal in a m&F equalizer working at the Nyquist rate, so the input to the
tual information sense. We now describe a low-complexigficer is formed as
receiver architecture that suffices to approach the adsodcia

information-theoretic limits. sln] = Z (am[n] * 7, [n]) — bln] + 8[n] (12)
The front end of each receive element consists of matched mes
filtering (i.e., ideal low-pass filtering for sinc modulatip => Z o [i] [ — 4] Zb 8n—i].  (13)

followed by sampling at the SNQ ratd’L. The discrete-
time signals are given by (8). Taking into account the diker
transmission as given is (10), we have

mes§ i=—o0

Note that the DFE loop must still work at the SNQ rate.

Ym[n] = s[n]e =32/ Ly k0] + 2. A. Extension: Multiple Hydrophones

The SNQ VR architecture can be applied to a system with

We next “shift back” in frequency the received signal 1@, tiple receive elements (hydrophones) essentially auith

obtair? change, as we briefly describe.
Yl [n] = ym[n]ejQTrmn/L = s[n] % k' [n] + 2/, [n], We denote_ the number_ of hydrophones®y, the channel
from transmitter to receive elemerit by A, (¢), and the
where associated discrete-time channel by, [n]. The equivalent
K! (%) = K, (72" +m/ L]y, received signal for packet at receive elementis
We have arrived at an equivalent single-input multiplepotit y'r[n] = s[n] * K, [n] + 23, [n),
LTI channel model, wherg[n] is the input signal and/,, [n] where

are the output signals. As the chann&(g, (¢/27f) are non
overlapping in frequency, they may be combined (summed)
with no loss, resulting in an effective scalar ISI channel

K/in(ejQﬂ-f) _ K:'n(ejQﬂ[erm/L]).

Note that the frequency shift depends only on the packet, i.e

_ Z y [n]ejg,rmn/L on m, but does not depend on the receive elementhe
= " DFE receiver architecture remains essentially unchanyaa,
taking the form of multi-channel equalization, and is clgar
" Z K [n] | + Z 2! n]. still information lossless. The achievable rate is thusgiby
mes mes (9), whereC,, (for sinc modulation) is now given by

As the unbiased MMSE decision-feedback equalizer (DFE) C,, /snQ symbol]

results in a capacity-optimal receiver structure [11],][fc w2

: : 11 P|HZ
such channels, we may apply it to our linear SNQ rateless = log | 1+ E df.
coding scheme, as described next. LW J w

The DFE architecture for use in conjunction with our

o . - . IV. PRACTICAL CONSIDERATIONS
rateless construction is depicted in Fig. 5. The input to the

slicer is formed as In this section, we comment on at least some practical
considerations that affect the deployed system. Amongethes
§[n] = a[n] * y'[n] — b[n] * A[ ] are the implications of coding on the equalizer and error
0 propagation effects; the impact of the choice of oversiggal
= > alily'[n—1] Z bliJs[n —il,  (11) rate, and addressing the time-variation inherent in therchia
1=—0Q

where a[n] are the feed-forward (FF) filters antin] is a A. Combining Decision-Feedback Equalization with Coding

strictly causal feedback (FB) filter. The output of the glice While the unbiased MMSE DFE offers a capacity-optimal
is denoted bys[n]. Let ¢[n] = s[n] — 5[n] denote the “slicer €qualization architecture, it is well known that it is a th
error”, i.e., the effective noise at the slicer input_ Asmgn difficult task to combine it with Coding as is essential to

correct past decisions, then for optimal (unbiased) FF @d Rpproach capacity. In particular, the known approachésaral
either using non-linear precoding (which necessitatesimdla

3Note that the frequency shift operator is information lessl knowledge at the transmitter), or very long Guess-Varanasi
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Fig. 6. Alternative decision-feedback equalization aetture using Nyquist-rate multichannel feedforward riéite

interleaving; see, e.g., [11], [12]. As neither approacitisac- B. Hybrid DFT/Repetition Scheme
tive for practical implementation, we opted to follow thellve

established concatenated approach as depicted in Figsd 5 an

6, whereby the received signals are first processed as uthcode ) )
symbols. More specifically, with respect to equalizatidre t A Pragmatic approach to counter the error propagation

symbolss[n] are treated as uncoded and decisions are m enc:jmenonl delscnbedb abov; 'SdtZ setd th?‘ SNfQ Ir]ate at
using a slicer. This results in an equalized sigRal] as a mogderate level, say betweenand 4, and when iurther

J%glundancy packets are needed, allow for somewhat reduced
performance. In the context of an ARQ protocol, where
additional “redundancy packets” are sent sequentiallynale

) ) ) ) means to achieve this goal, is to generate the firstither

An inherent feature of SNQ signaling (in the case of SISQyquences according to the columnslof L DFT matrix,

and SIMO transmission) is that the effective channel, a8 seg,q then sequentially go through the same dither sequences

by the receiver, is strictly bandlimited as long as the numbg,, subsequent retransmissions. In other words,rfot> L,

of received signalss| is smaller than the SNQ rate. This e revert to repetition. Note that the special case of Nyquis

has a significant impact on the DFE operation as it reSUItséfbnaIing (. = 1) corresponds to traditional ARQ with Chase

severe error propagation. As a means to mitigate this adveé%mbining (ARQ-CC). As we will see, performance improves

effect, delayed decision feedback may be used as desc“begdnsiderably relative to this baseline fbr> 1.

[13]. It follows that there is a tradeoff between the dynamic

range offered by the VR-SNQ scheme, which is captured byFor the case of an ideal channel, it is not difficult to show

the SNQ ratel,, and the complexity needed for adequate DFthat the mutual information achieved by such a dithering

equalization. scheme, whenn > L consecutive packets are received, is

soft-input decoder to retrieve the information bits.



given by i target spectral efficiency=4 bits/s/Hz
ngT({lv'--am})[b/SNQ symbol] al
_m m g
=7 log (1—!— LLJSNR) _§ 35
+ L 4l
+ 1 og (1 n [@] SNR) : £ 3
L L B 25
wherem* = m — |[1/L|L andm™ = L —m™*. On the 9
other hand, a simple upper bound, based on dimensiona & 2 /
considerations, may be obtained for the maximal possik £ 15- ol
mutual informationCr,_snq({1,...,m}), attainable with any g ! s
possible choice of sequencesn], . . ., v, [n]. Specifically, for %5 2
m > L, Cr_snq({1,...,m}) must satisfy 0.5
Cr—snq({1,...,m})b/sNQ symbol] 95 0 5 10 15

<log (1+ %SNR) a4 SNR [dB]

o ; ; ig. 7. Effective spectral efficiency as a function of SNR fateless SNQ
From (14) it is straightforward to obtain a bound on thEignaling, and for Nyquist signaling with repetitior (= 1). The target

spectral efficiency: of the hybrid DFT/repetition scheme as apectral efficiency for transmission of a single packetti§/s/Hz. Curves

function of SNR for a given target ratB and oversignaling from top to bottom: optimal, SNQ with DFT dithering with — oo, hybrid

; ; SNQ (L = 2) DFT/repetition, and Nyquist signaling.(= 1) with repetition
factor L. In particular, from the equality coding (ARQ-CC). Dashed line is the bound (15).

R L
=< —1og(1+%SNR)
meem target spectral efficiency=4 bits/s/Hz

we obtain, withR andr in b/s/Hz, 1c )
R/L
- . > 0.8r
In turn, the spectral efficiency relative to a perfect schen 2
(r = log(1 + SNR)) is bounded by Q
RIn(2)/L SNR 206/
1= CEW2)/L "1 1n(1 + SNR) g
(R/L)In(2) 2 0.4f
Finally, by similar analysis, the spectral efficiency gatative g 0.2
to Nyquist signaling (i.e., ARQ-CC) in the limit of low SNR g
is
(2R —1)/L ‘ : :
v = OR/L _71 (17) 95 0 5 10

. . . - _ SNR [dB]
Fig. 7 depicts the effective spectral efficiency attaingd

using the hybrid DFT/repetition scheme along with the uppefy. 8. Relative spectral efficiency as a function of SNR fgbiid SNQ
bound (14), as well as the performance of DFT dithering withFT/repetition Sigr;aling ngLTﬁ;tgPdeiosr l\'le)(/:(tlrtglste ?%?eﬂrgi(or:tr{a)n\gx;zion
L — oo (as was depicted above in Fig. 1). N Irgﬂeg}'scjﬂz's used form > L. get sp Y
Fig. 8 depicts the corresponding relative efficiengy
achieved. From (16), we see that the upper and lower curves
in the figure converge to relative spectral efficiencies)ef . __
0.462 andn = 0.185, respectively, in the limit of low SNR. C. Adaptive Filtering
The lower curve reflects the well-known striking inefficignc  In principle, any adaption algorithm approach may be used
of ARQ-CC: in this limit it requires sending more than 5.40 adapt the FF and FB filters at the receiver. Nevertheless,
times the number of packets as a capacity achieving scheasethe UWA channel is characterized by fast variation, perfo
such as SNQ with, — oo. mance will greatly be affected by the choice of algorithm and
The ratio of the two curves in Fig. 8 yields the spectrdhe associated complexity invested. In the experimeniezirr
efficiency gainy of hybrid SNQ DFT/repetition withl = 2  out, recursive least squares (RLS) adaptation was employed
relative to Nyquist signaling and repetition coding (AR@C
From (17), we obtain that — 5/2 as SNR — 0, which V. EXPERIMENTAL RESULTS
translates to requiring the transmission of 60% fewer packe In this section, we demonstrate some preliminary perfor-
even for this simplest implementation of SNQ signaling. mance plots based on data from the recent KAM11 experiment



One hydrophone, target spectral efficiency=4 bits/s/Hz

Six hydrophones, target spectral efficiency=1.8 bits/s/Hz
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Fig. 9. Effective spectral efficiency as a function of SNR fateless SNQ
signaling, and for Nyquist signaling with repetitior. (= 1), with ideal
coding, on a snapshot of a KAM11 UWA channel snapshot.

One hydrophone, LDPC coderate = 9/10
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Fig. 10. Effective spectral efficiency as a function of SNR@PSK rateless
SNQ signaling, and for 16-QAM Nyquist signaling with repietn (L = 1),
with a practical rate 9/10 LDPC code, on a snapshot of a KAMMAU
channel snapshot.

(8]

off the coast of Hawaii. [9]
First, in Fig. 9 we show for a sample snhapshot of the
channel during the experiment, the ultimate spectral efiici [10]

cies achievable by the different signaling strategiesh(vdeal
coding). In Fig. 10, we show the corresponding results whdﬁl
a practical rate 9/10 code is used (and the code is ignored in
feeding back decisions.

Finally, in Fig. 11 we plot the ultimate spectral efficiersie
achievable from directly processing the data from a sample
transmission in the KAM11 experiment (with ideal coding)3l
Since the different signaling methods were used at slightly
different times, and since the channel was changing rapidly
detailed direct comparisons are difficult, but the trends ar

[12]

Fig. 11.
SNQ signaling, and for Nyquist signaling with repetitioh £ 1), with ideal
coding, from directly processing KAM11 data.

Effective spectral efficiency as a function of SNR fateless

reflective of the performance potential.

ACKNOWLEDGMENT

’ The authors thank Qing He for her contributions to the
/ simulations and experimental results included in the paper

REFERENCES

M. Stojanovic, “Recent advances in high-speed undeswatcoustic
communications,”|EEE. J. Ocean. Eng., vol. 21, pp. 125-136, Apr.
1996.

M. Stojanovic, “Underwater acoustic communicationsesigjn consid-
erations on the physical layer,” iRroc. Conf. Wireless on-Demand
Network Systems and Services (WONS), pp. 1-10, Jan. 2008.

M. Chitre, S. Shahabudeen, and M. Stojanovic, “Undeewatcoustic
communications and networking: Recent advances and futhed-
lenges,”Marine Techn. Soc. J., vol. 42, pp. 103-116, 2008.

J. E. Mazo, “Faster-than-Nyquist signalin@@&ll Sys. Techn. J., vol. 54,
pp. 1451-1462, Oct. 1975.

G. J. Foschini, “Contrasting performance of faster bjnsignaling with
QAM,” Bell Sys. Techn. J., vol. 63, pp. 1419-1445, Oct. 1984.

M. Luby, “LT codes,” in Proc. IEEE Symp. Found. Comp. Sc. (FOCS),
2002.

U. Erez, M. D. Trott, and G. W. Wornell, “Rateless codingdaperfect
rate-compatible codes for Gaussian channelsPrioc. |EEE Int. Symp.
Inform. Theory (I9T), (Seattle, WA), pp. 528-532, July 2006.

U. Erez, M. D. Trott, and G. W. Wornell, “Rateless codiray Gaussian
channels,”|EEE Trans. Inform. Theory, 2012. To appear.

M. M. Shanechi, U. Erez, K. P. Boyle, and G. W. Wornell, ffié-
invariant rateless codes for MIMO channels,”noc. |EEE Int. Symp.
Inform. Theory (IST), pp. 2247-2251, July 2008.

U. Erez, G. W. Wornell, and M. D. Trott, “Coding for Fasthan-
Nyquist signaling: The merits of a regime change,”Rroc. Allerton
Conf. Commun., Contr., Computing, (Monticello, IL), Sep. 2004.

T. Guess and M. K. Varanasi, “An information-theoretiamework for
deriving canonical decision-feedback receivers in Gamsshannels,”
IEEE Trans. Inform. Theory, vol. 51, pp. 173-187, Jan. 2005.

G. D. Forney, Jr., “Shannon meets Wiener Il: On MMSE raation
in successive decoding schemes.,”RRroc. Allerton Conf. Commun.,
Contr., Computing, (Monticello, IL), Oct. 2004.

A. Duel-Hallen and C. Heegard, “Delayed decision-fegck sequence
estimation,”|EEE Trans. Commun., vol. 37, pp. 428-436, May 1989.



