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Safety Control of Hidden Mode Hybrid Systems
Rajeev Verma,Student Member, IEEE,and Domitilla Del Vecchio,Member, IEEE,

Abstract—In this paper, we consider the safety control problem
for Hidden Mode Hybrid Systems (HMHSs), which are a special
class of hybrid automata in which the mode is not available
for control. For these systems, safety control is a problem
with imperfect state information. We tackle this problem by
introducing the notion of non-deterministic discrete information
state and by translating the problem to one with perfect state
information. The perfect state information control problem is
obtained by constructing a new hybrid automaton, whose discrete
state is an estimate of the HMHS mode and is, as such,
available for control. This problem is solved by computing
the capture set and the least restrictive control map for the
new hybrid automaton. Sufficient conditions for the termination
of the algorithm that computes the capture set are provided.
Finally, we show that the solved perfect state information control
problem is equivalent to the original problem with imperfect
state information under suitable assumptions. We illustrate the
application of the proposed technique to a collision avoidance
problem between an autonomous vehicle and a human driven
vehicle at a traffic intersection.

Index Terms—Mode estimation, dynamic feedback, multi-
agent systems.

I. Introduction

Hidden Mode Hybrid Systems (HMHSs) are a special class
of hybrid automata [29, 39], in which the mode is unknown
and mode transitions are driven only by disturbance events.
There are a large number of applications that can be well
described by hybrid automata models, in which it is not
realistic to assume knowledge of the mode. This is the case, for
example, of intent-based conflict detection and avoidance for
aircrafts, in which the intent of aircrafts in the environment
is unknown and needs to be estimated (see [45] and the
references therein). In robotic games such as RoboFlag [11,
16], the intents of non-team members are unknown and need to
be identified to allow decisions toward keeping the home zone
safe. Next generation warning and active safety systems for
vehicle collision avoidance will have to guarantee safety in the
presence of human drivers and pedestrians, whose intentions
are unknown [1]. More generally, in a variety of multi-agent
systems, for example assistive robotics, computer games, and
robot-human interaction, the intentions of an observed agent
are unknown and need to be identified for control [21].

There has been a wealth of research on safety control for
hybrid systems in which the state is known [5, 25, 26, 37, 39,
48–50]. In [39, 48–50], the safety control problem is elegantly
formulated in the context of optimal control and leads to
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the Hamilton-Jacobi-Bellman (HJB) equation. This equation
implicitly determines the maximal controlled invariant set
and the least restrictive feedback control map. Due to the
complexity of exactly solving the HJB equation, researchers
have been investigating approximate algorithms for computing
inner-approximations of the maximal controlled invariantset
[30, 31, 44, 50]. Termination of the algorithm that computesthe
maximal controlled invariant set is often an issue and work
has been investigating special classes of systems that allow
to prove termination [46–48]. The safety control problem for
hybrid systems has also been investigated within a viability
theory approach by a number of researchers [5, 26].

The safety control problem for hybrid systems when the
mode is not available for feedback has been rarely addressed
in the literature. The safety control problem in the case when
the set of observations is a partition of the state space was
discussed by [43]. The proposed algorithm can deal with a
system with finite number of states. It excludes important
classes of systems such as timed and hybrid automata. A
number of recent works have addressed the safety control
problem for special classes of hybrid systems with imper-
fect state information [13, 15, 17, 28, 54]. In [54], a controller
that relies on a state estimator is proposed for finite state
systems. The results are then extended to control a class of
rectangular hybrid automata with imperfect state information,
which can be abstracted by a finite state system. In [15, 17,
28], linear complexity state estimation and control algorithms
are proposed for special classes of hybrid systems with order
preserving dynamics. In particular, discrete time models are
considered in [13, 15] while continuous time models are con-
sidered in [17, 28]. In these works, the mode is assumed to be
known and only continuous state uncertainty is considered.

Here, we consider the safety control problem for HMHSs,
in which the mode is unknown and its transitions are driven
only by uncontrollable and unobservable events. For this class
of systems, designing a controller to guarantee safety is a
control problem with imperfect state information. In the theory
of games, control problems with imperfect state information
have been elegantly addressed by translating them to problems
with perfect state information [36, 38]. This transformation is
obtained by introducing the notion of derived information state
(non-deterministic or probabilistic), which, in the case of the
non-deterministic information state, keeps track of the set of
all possible current states compatible with the system history
up to the current time. In the case in which a recursive update
law can be constructed for the derived information state, the
control problem can be described completely in terms of this
new state. Since the derived information state is known, the
problem becomes one with perfect state information.

In this paper, we introduce the notion of non-deterministic
discrete information state for a HMHS and formulate the safety
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control problem in terms of this derived information state.We
translate this problem to one with perfect state information by
introducing a new hybrid system called an estimator, which
updates a discrete state estimate in the form of a set of
possible discrete states. In this paper, we only require that
the discrete state estimate is correct, that is, that it contains
the current mode of the original HMHS at any time, while we
are not concerned with tightness or convergence guarantees
[18]. This ensures that an estimator always exists and allows
to separatethe estimation problem from the control problem.
Since the estimator state is measured, the original control
problem becomes one with perfect state information.

We solve the new perfect state information control problem
by providing an algorithm to determine the capture set (the
complement of the maximal controlled invariant set) and
the least restrictive control map. Then, we provide sufficient
conditions for the termination of the algorithm that determines
the capture set. We further illustrate how to construct an
abstraction of the estimator for which the algorithm that
determines the capture set always terminates and has as fixed
point the capture set of the estimator. Finally, we tackle the
question of how the perfect state information problem that we
have solved is related to the original problem with imperfect
state information. Under a structural assumption and a mode
distinguishability assumption on the original HMHS, we show
that the two problems are equivalent, that is, their solution
gives the same capture sets and control maps.

The problem considered in this paper has much in common
with two-person repeated games of incomplete information,
in which one player is informed about the environment state
while the other is not [6, 27]. In these types of games, the
informed player must take into account how his/her actions
may reveal information that will affect future payoffs. The
control of a HMHS can be viewed as a game between the
controller (uninformed agent) and the disturbance (informed
agent), in which the actions of the latter can reveal information
on the current mode of the hybrid automaton. The equivalence
result of this paper implies that the best strategy for the
disturbance is simply to keep the maximal uncertainty possible
on the mode. In doing so, it will in fact not reveal useful
information to the controller regarding its range of action.

This paper is organized as follows. In Section II, we recall
basic definitions and concepts. In Section III, we introduce
the HMHS model and its information structure. In Section
IV, we introduce the control problem with imperfect state
information (Problem 1) and its translation to a problem with
perfect state information (Problem 2). We then provide the
solution to Problem 2 in Section V. We consider the problem
of termination in Section VI. In Section VII, we show the
equivalence of Problem 1 and Problem 2. In Section VIII, we
illustrate the application of the proposed control algorithms to
a collision avoidance problem at a traffic intersection.

II. Basic notions and definitions

In this section, we introduce some basic notions and def-
initions. We employ basic notions from partial order theory
[12]. A partial order is a setP with a partial order relation

“≤” and it is denoted by (P,≤). If any two elements inP
have a unique supremum and a unique infimum inP, then
P is a lattice. If (P,≤) is a lattice, we denote for any subset
S ⊆ P its supremum by

∨

S. For a setX, we denote by 2X

the power set, that is, the set of all subsets ofX. In this paper,
we consider the lattice given by 2X with order established by
set inclusion. This lattice is denoted by (2X,⊆). For any subset
S ⊆ 2X, the supremum

∨

S is given by the union of all sets
in S. Another partial order that is considered in this paper is
given byRn with order established component-wise, that is,
for x = (x1, ..., xn) ∈ Rn andw = (w1, ...,wn) ∈ Rn, we say that
x ≤ w provided xi ≤ wi for all i ∈ {1, ..., n}. We denote this
partial order by (Rn,≤). Let (P,≤) be a lattice, an interval in
P is denoted by [L,U] := {p ∈ P | L ≤ p ≤ U}. For any vector
v ∈ Rn, we denote byvi its ith component. LetR+ denote the
set of non-negative real numbers and letu : R+ → R denote
a signal with values inR. Denote the set of all such signals
by S(R). We define a partial order on this space of signals as
follows. For any two signalsu,w ∈ S(R), we say thatu ≤ w
providedu(t) ≤ w(t) for all t ∈ R. Let (P,≤) and (Q,≤) be two
partial orders and consider the mapf : P→ Q. This map is
said to be anorder preserving mapif for all p1, p2 ∈ P such
that p1 ≤ p2, we have thatf (p1) ≤ f (p2). It is said to be a
strongly order preserving mapif for all p1, p2 ∈ P such that
p1 < p2, we have thatf (p1) < f (p2). For any mapf : P→ Q
and any subsetS ⊆ P, we definef (S) :=

⋃

p∈S f (p).
Notions from viability theory as found in [4] are here

recalled. Let X be a normed space and letS ⊂ X be
nonempty. Thecontingent coneto S at x ∈ S is the set
given by TS(x) := {v ∈ S | lim infh→0+

dS(x+h v)
h = 0}, in

which dS(y) denotes the distance ofy from set S, that is,
dS(y) := infz∈K‖y− z‖. WhenS is an open set, the contingent
cone toS at any point inS is always equal to the whole space.

A set valued mapF : X → 2X is said to beMarchaud
provided (i) the graph and the domain ofF are nonempty
and closed; (ii) for allx ∈ X, F(x) is compact, convex and
nonempty; (iii) F has linear growth, that is, there existα > 0
such that for allx ∈ X we have sup{‖v‖ | v ∈ F(x)} ≤ α(‖x‖+1).

A set valued mapF : X → 2X is said to beLipschitz
continuous onX if there isλ > 0 such that for allx1, x2 ∈ X
we have thatF(x1) ⊆ F(x2)+ λ‖x1− x2‖B1(0), in which B1(0)
is a ball in X of radius 1 centered at 0.

III. H idden Mode Hybrid Systems

A hybrid system model with hidden modes is a hybrid
automaton [39] in which the current mode of the system
is unknown and mode transitions are driven by disturbance
events only. This model is formally introduced by the follow-
ing definitions.

Definition 1. A hybrid system with uncontrolled mode tran-
sitions is a tuple H = (Q,X,U,D,Σ,R, f ), in which Q is
a finite set of modes;X is a vector space;U is a set of
control inputs;D is a bounded set of disturbance inputs;Σ
is a finite set of disturbance events, which includes a silent
event denotedǫ; R : Q × Σ → Q is the discrete state update
map; f : X × Q × U × D → X is the vector field, which is
piecewise continuous onX × U × D.
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The vector field f is allowed to be piece-wise continuous
in order to model switches in the dynamics determined by
submanifolds in the space of states and inputs. We denote by
(q, x) ∈ Q × X the hybrid state of the system. Similarly, we
denote by (u, d) ∈ U × D the continuous inputs to the system
and byσ ∈ Σ the disturbance event. We defineR(q, ǫ) := q
for all q ∈ Q. Let {τ′i }i∈I ⊂ R for I = {0, 1, 2, ...} with τ′i ≤ τ

′
i+1

be the sequence of times at whichσ(τ′i ) ∈ Σ/ǫ andσ(t) = ǫ
for t < {τ′i }i∈I . Let T :=

⋃

i∈I [τi , τ
′
i )] in which τi ≤ τ′i = τi+1

with τ0 = 0, and the “)]” parenthesis is closed (“]”) ifτ′i is
finite and open (“)”) if it is not finite. Then, we define the
discrete and continuous trajectories ofH, that is,q(t) andx(t)
for t ∈ T as follows.

Definition 2. Given initial conditions (qo, xo) ∈ Q× X,
the discrete trajectory q(t) for t ∈ T is such thatq(τi+1) =
R(q(τ′i ), σ(τ′i )) and q(t) = q(τi) for t ∈ [τi , τ′i ] if τi < τ′i
with q(τ0) = qo;
the continuous trajectory x(t) for t ∈ T is such that ˙x(t) =
f (x(t), q(t), u(t), d(t)), d(t) ∈ D for t ∈ [τi , τ′i ] with τi < τ′i
and x(τi+1) = x(τ′i ) with x(τ0) = xo.

Since we can have thatτ′i = τi+1, multiple discrete transi-
tions can occur at one time. The value ofx immediately before
and immediately after a set of transitions occurring at the same
time is unchanged. The vector fieldf immediately after a set
of transitions occurring at the same timet is evaluated on the
value thatq takes after the last transition occurred at timet. It
is therefore useful to define also the discrete and continuous
flows of H as follows. Letσ : T → Σ, u : T → U, and
d : T → D be the disturbance event, the continuous control,
and the continuous disturbance signals.

Definition 3. For initial condition (qo, xo) ∈ Q× X,
the discrete flowis defined asφq(t, qo,σ) := q(supτi≤t τi)
for all t ≥ 0;
the continuous flowis defined asφx(t, (qo, xo), u, d,σ) :=
x(t) in which ẋ(t) = f (x(t), φq(t, qo,σ), u(t), d(t)), d(t) ∈
D for all t ≥ 0.

Therefore,φq(t, qo,σ) is a piece-wise constant signal that at
time t takes the value ofq at the last transition that occurred
before or at timet. Whenσ(t) = ǫ for all t, we denote the
corresponding continuous flow byφx(t, (qo, xo), u, d, ǫ).

Definition 4. A Hidden Mode Hybrid System(HMHS) is a
hybrid system with uncontrolled mode transitions in which
q(t) is not measured andqo is only known to belong to a set
q̄o ⊆ Q.

Therefore, in a HMHS onlyx(t) is measured and its evolu-
tion is driven by hidden mode transitions. In the reminder of
this paper,H denotes a HMHS.

Definition 5. Let q̄ ⊆ Q. The set of modesreachablefrom
q̄ under the trajectories ofH is denoted Reach(¯q) ⊆ Q and is
defined as Reach(¯q) :=

⋃

qo∈q̄
⋃

t≥0
⋃

σ φq(t, qo,σ).

Remark1. The hybrid automaton model considered in this
paper is a special case of more general models [29, 39].
Specifically, we assume that there is no continuous state reset,
that mode transitions cannot be controlled, and that no modein

Q has a non-zero minimum dwell time (as it would be enforced
by suitable interaction between guards and invariants). As
a consequence, any mode inQ can instantaneously transit
to any element in its reachable set Reach(q). Even though
this structure limits the generality of the model, it still well
captures application scenarios of interest, as described in
Section IV-B.

A. The non-deterministic discrete information state

For a signals : R+ → S, we define its truncation up to
time t as st : [0, t] → S and its truncation up to timet− as
st− : [0, t)→ S. At time t, the measured signals ofH are given
by ut− andxt, in which x0 := xo. Furthermore, the knowledge
of the functionxt : [0, t] → X implies that also the function
ẋt− : [0, t)→ X is known.

Definition 6. The history of systemH at time t for t ≥ 0 is
defined asη(t) := (q̄o, ut− , xt, ẋt−), in which for q̄o ⊆ Q is the
initial mode information.

The availableinformation on the system mode at timet
must be derived from the history signalη(t), in which η(0) =
(q̄o, ∅, xo, ∅) contains information on the initial state of the
system. We define the set of all possible current modes of the
system compatible with the history. This set is called the non-
deterministic discrete information state and is formally defined
as follows in analogy to what is performed in the theory of
games with imperfect information [38].

Definition 7. Thenon-deterministic discrete information state
at time t ≥ 0 for systemH is the set ¯q(η(t)) ⊂ Q defined as

q̄(η(t)) :=























q ∈ Q | ∃ qo ∈ q̄o, σ s.t. q = φq(t, qo,σ)

and∃ d s.t.ẋ(τ) = f (x(τ), φq(τ, qo,σ), u(τ), d(τ))

for all 0 ≤ τ < t























.

Hence, a modeq is possible at timet provided (a) there is a
discrete state trajectory starting from a mode in ¯qo that reaches
q at timet and (b) such a discrete state trajectory is consistent
with the continuous state trajectory up to timet. It follows
that q(t) ∈ q̄(η(t)) for all t and that ¯q(η(0)) = Reach(¯qo).

IV. Problem Formulation

In this section, we first employ the notion of non-
deterministic discrete information state to formulate thesafety
control problem with imperfect state information. Then, we
translate this problem to one with perfect state information by
introducing a mode estimator.

A. Safety control problem with imperfect mode information

Let Bad ⊂ X represent a set of unsafe continuous states.
We consider the problem of determining the set of all initial
informations (q̄o, xo) for which adynamic feedbackmap does
not exist that maintains the trajectoryx(t) outsideBad for all
time. For this purpose, we first define the closed loop system
H under a feedback mapπ : 2Q × X→ U.

Definition 8. Consider a feedback mapπ : 2Q × X → U.
The closed loop system Hπ is defined as systemH, in which
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Fig. 1. (Up) Two-vehicle Conflict Scenario. Vehicle 1 is equipped
with a cooperative active safety system and communicates with the
infrastructure wirelessly. Vehicle 2 does not communicatewith the
infrastructure. A collision occurs when both vehicles occupy the
conflict area. We refer to vehicle 1 as the “autonomous vehicle” and
to vehicle 2 as the “human driven vehicle”. (Down) Hybrid automaton
model H, in which f1 and f2 are given by equations (1-2).

u(t) = π(q̄(η(t)), x(t)) for all t ≥ 0. The continuous flow ofHπ

is denotedφπx(t, (qo, xo), d,σ).

The set of all initial informations (¯qo, xo) for which
there is no feedback mapπ that maintains the trajectory
φπx(t, (qo, xo), d,σ) outside Bad for all qo ∈ q̄o, σ, and d is
called thecapture setand is formally defined as follows.

Definition 9. For Bad ⊆ X, the capture setfor systemH is
defined asC := {(q̄o, xo) ∈ 2Q × X | ∀ π, ∃ qo ∈ q̄o, σ, d, t ≥
0, s.t. φπx(t, (qo, xo), d,σ) ∈ Bad}.

The following alternative expression of the capture set
(obtained directly from the definition) is used in this paper.

Proposition 1. For all q̄ ∈ 2Q, let the mode-dependent capture
set be defined as C̄q := {xo ∈ X | ∀ π, ∃ qo ∈ q̄, σ, d, t ≥
0, s.t. φπx(t, (qo, xo), d,σ) ∈ Bad}. Then, C=

⋃

q̄∈2Q(q̄×Cq̄).

Proposition 2. For all q̄ ∈ 2Q, we have that C̄q = CReach(q̄).

Proof: We first show thatCq̄ ⊆ CReach(¯q). Let xo <

CReach(¯q). Then, there is a feedback mapπ∗ such that for all
qo ∈ Reach(¯q) and t ≥ 0 we have thatφπ

∗

x (t, (qo, xo), d,σ) <
Bad for all d, σ, andη with η(0) such that ¯q(η(0)) = Reach(¯q).
In particular, suchπ∗ is such that for allqo ∈ q̄ and t ≥ 0,
φπ
∗

x (t, (qo, xo), d,σ) < Bad for all d, σ, andη with η(0) such
that q̄(η(0)) = Reach(¯q). This, in turn, implies thatxo < Cq̄

from the definition ofCq̄ and the fact thatη(0) = (q̄, ∅, xo, ∅)
implies q̄(η(0)) = Reach(¯q).

We then show thatCReach(¯q) ⊆ Cq̄. Let xo < Cq̄. Then, there
is π∗ in which q̄(η(0)) = Reach(¯q) such that for allqo ∈ q̄,
σ, d, we have thatφπ

∗

x (t, (qo, xo), d,σ) < Bad for all t. For all
q j ∈ Reach(¯q), there isσ andqo ∈ q̄ such thatφq(0, qo,σ) = q j.
Therefore, for any piece-wise continuous signalφq(t, q′o,σ

′)
with q′o ∈ Reach(¯q), we can findσ and qo ∈ q̄ such that

φq(t, qo,σ) = φq(t, q′o,σ
′) for all t ≥ 0. This implies that the

feedback mapπ∗ is such thatφπ
∗

x (t, (q′o, xo), d,σ′) < Bad for
all t, σ′, andq′o ∈ Reach(¯q). Hence,xo < CReach(¯q).

Problem 1. (Safety Control with Imperfect State Information)
Determine the capture setC and the set of feedback mapsπ
such that if (q̄o, xo) < C, then (q̄(η(t)), φπx(t, (qo, xo), d,σ)) < C
for all t ≥ 0, d, σ, andqo ∈ q̄o.

B. Motivating example

In this section, we present an example in the context of
cooperative active safety at traffic intersections [1], wherein
a controlled vehicle has to prevent a collision with a non-
controlled/non-communicating, possibly human-driven, vehi-
cle (Figure 1). A possible approach to tackle this problem
is to treat the non-communicating vehicle as a “disturbance”
and employ available safety control techniques for hybrid
systems with measured state. This approach, however, leads
to conservative controllers, which are not acceptable as they
result in warnings/control actions that the driver perceives
as unnecessary. Therefore, in this application it is crucial
to exploit all the available sensory information to reduce as
much as possible the uncertainty on the non-communicating
vehicle. For the controller on board the autonomous vehicle,
the human-driven vehicle is a hybrid automaton with unknown
state. A related but different application is the one in which
a single vehicle can receive inputs from both a human driver
and an on-board controller as considered, for example, by [40]
in the context of a red-light violation problem. As opposed to
our application, the resulting hybrid automaton to controlin
[40] has known state.

Since both vehicles are constrained to move along their
lanes (see Figure 1), only the longitudinal dynamics of the
vehicles along their respective paths are relevant. The lon-
gitudinal dynamics of vehicle 1 along its path are modeled
by the equation ¨p1 = k1u − k2v2

1 − k3, in which p1, v1

are the longitudinal displacement and speed along the path,
respectively,u represents throttle/braking, k3 > 0 represents
the static friction term, andk2v2

1 with k2 > 0 models air drag
(see [52] for more details). The control inputu ranges in the
interval [uL, uH] for given maximum braking actionuL < 0 and
maximum throttle actionuH > 0. For vehicle 2, we assume a
model given by ¨p2 = βq + d, in which d ∈ [−d̄, d̄] for some
d̄ > 0 andq represents theunknowndriving mode that can be
acceleration mode, denoteda, coasting mode, denotedc, and
braking mode, denotedb. For each mode,βq has a different
value representing the nominal acceleration corresponding to
that mode. For more details on modeling human (controlled)
activities through non-deterministic hybrid systems, thereader
is referred to [19, 20]. Vehicle 1 receives information about
the position and speed of vehicle 2 from the infrastructure,
which monitors speed and position of vehicles through road-
side sensors. We assume that there are a lower boundvmin and
an upper boundvmax on the achievable speed of the vehicles
due, for example, to physical limitations (i.e., vehicles cannot
go in reverse and have a finite maximum achievable speed).

The resulting HMHSH = (Q,X,U,D,Σ,R, f ) modeling the
system is such thatQ = {a, b, c}, X = R4, U = [uL, uH ], and
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D = [−d̄, d̄]. Denote x = (x1, x2, x3, x4) with x1 = p1, x2 =

v1, x3 = p2, x4 = v2. Let α := k1u − k2x2
2 − k3. The vector

field f is piece-wise continuous and given byf (x, q, u, d) =
( f1(x, u), f2(x, q, d)), with

f1(x, u) =



















(x2, α), if x2 ∈ (vmin, vmax)
(x2, 0), if x2 ≤ vmin andα < 0

or x2 ≥ vmax andα > 0
(1)

f2(x, q, d) =



















(x4, βq + d), if x4 ∈ (vmin, vmax)
(x4, 0), if x4 ≤ vmin andβq + d < 0

or x4 ≥ vmax andβq + d > 0.
(2)

We assume that the human driven vehicle can transit from
acceleration, to coasting, to braking [35]. This scenario can be
modeled byΣ = {ǫ, σ∗} andR : Q×Σ→ Q such thatR(a, σ∗) =
c andR(c, σ∗) = b. Here, we assume thatβb < 0, βc = 0, and
βa > 0, with d̄ < |βq| < 2d̄ for q ∈ {a, b}. This system is a
HMHS, in which q̄o = {a, b, c} and it is pictorially represented
in the right-side plot of Figure 1. Finally, the unsafe set isgiven
by Bad= {x | (x1, x3) ∈ [L1,U1] × [L2,U2]} corresponding to
both vehicles constrained to their paths being in the conflict
area of Figure 1.

C. Translation to a perfect state information control problem

In order to solve Problem 1, it is necessary to compute
the set ¯q(η(t)). Computing this set from its definition is
impractical as one would need to keep track of a growing
history. Hence, it is customary to determine it recursively
through a suitable update law [38]. A wealth of research on
observer design and state estimation for hybrid systems has
been concerned with determining such an update law and
in particular with its properties for special classes of hybrid
systems [7–9,14, 16, 18, 23, 53]. Specifically, key properties,
when considering discrete state estimation, are correctness,
tightness, and convergence [14, 18]. Correctness requiresthat
the estimated set of modes contains the true mode at any time;
tightness requires that the estimated set of modes contains
only modes compatible with the system history and dynamics;
convergence requires that the estimated set converges to a
singleton. In this paper, we only require that the discrete state
estimator has the correctness property. We are not concerned
with tightness nor with convergence guarantees, which usually
require observability assumptions. Hence, a discrete state
estimator always exists as, for example, ˆq(t) ≡ Q for all t
is also an estimator. This allows us toseparatethe design of
the estimator from that of the control map.

More formally, let Ĥ = (Q̂,X,U,D,Y, R̂, f̂ ) be a hybrid
system with uncontrolled mode transitions with state ( ˆq, x̂) ∈
Q̂ × X, in which Q̂ ⊆ 2Q, and disturbance eventsy ∈ Y. Let
{τ̂′i }i∈Î ⊂ R for Î = {0, 1, 2, 3, ...} with τ̂′i = τ̂i+1 ≤ τ̂

′
i+1 be

the sequence of times at whichy(τ̂′i ) ∈ Y/ǫ and y(t) = ǫ for
t < {τ̂′i }i∈Î . DenoteT̂ :=

⋃

i∈Î [τ̂i , τ̂
′
i )] in which τ̂i ≤ τ̂′i = τ̂

′
i+1,

and τ̂0 = τ0 = 0. For all q̂ ∈ Q̂, we defineR̂(q̂, ǫ) := q̂. Let
the initial state be (¯qo, xo) ∈ Q̂× X. The trajectories ofĤ are
defined as in Definition 2, in which the continuous state obeys
the differential inclusion

˙̂x(t) ∈ f̂ (x̂(t), q̂(t), v(t), d(t)), d(t) ∈ D, for t ∈ [τ̂i , τ̂′i ], τ̂i < τ̂
′
i ,

in which x̂(τ̂i+1) = x(τ̂′i ) and x̂(τ0) = xo. As performed for
systemH, we can define the flow of system̂H. Specifically,
the discrete flow ofĤ is denotedφq̂(t, q̄o, y) := q̂(sup̂τi≤tτ̂i) and
anycontinuous flow ofĤ is denoted byφx̂(t, (q̄o, xo), v, d, y) :=
x̂(t) for all t ≥ 0. When y = ǫ, it is useful to extend
the definition of this flow to when ¯q is any element in
2Q, that is, φx̂(t, (q̄, xo), v, d, ǫ) := x̂(t) with x̂(t) such that
˙̂x(t) ∈ f̂ (x̂(t), q̄, v(t), d(t)) for all t > 0 andx(0) = xo. Note that,
however, this may not be realizable in̂H if q̄ < Q̂. Also, for all
q̄o ∈ Q̂, we denote ˆReach(¯qo) ⊆ Q̂ the set of reachable modes
from q̄o and it is defined as ˆReach(¯qo) :=

⋃

t≥0
⋃

y φq̂(t, q̄o, y).
Then, we have the following definition of an estimator forH.

Definition 10. The hybrid system with uncontrolled mode
transitionsĤ with initial state (q̄o, xo) ∈ Q̂ × X is called an
estimatorfor H provided

(i) for all input/output signals (u, x) of H and all initial mode
informationsq̄o ∈ Q̂, there is an event signaly in Ĥ such
that φq̂(t, q̄o, y) ∋ q(t) for all t ∈ T ;

(ii) for all y ∈ Y and q̂ ∈ Q̂, we have that̂R(q̂, y) ⊆ Reach(ˆq);
(iii) for all ( x̂, q̂, v, d) ∈ X × Q̂ × U × D, we have that

f̂ (x̂, q̂, v, d) =
⋃

q∈q̂ f (x̂, q, v, d).

The dynamics of ˆx model for a suitable event signaly the
set of all possible dynamics ofx in system H compatible
with the current mode estimate ˆq(t). Note that inH we can
have thatτ′0 = τ0 with the modeq(τ′0) taking any value
in Reach(¯qo). Since by (i) of the above definition ¯qo can
be any element ofQ̂, we must have that for all ˆq ∈ Q̂
there is y ∈ Y such that R̂(q̂, y) = Reach(ˆq) to ensure
that φq̂(t, q̄o, y) ∋ q(t). According to the above definition, an
estimator always exists as one can choose, for example,Q̂ =
{q̄o,Reach(¯qo)}, Y = {ǫ, y0}, R̂ such thatR̂(q̄o, y0) = Reach(¯qo),
τ̂′0 = τ̂0, and y(τ̂′0) = y0. This implies that ˆq(τ̂0) = q̄o, that
q̂(τ̂′0) = Reach(¯qo), and that ˆq(τ̂′0) ≡ Reach(¯qo) for all t ≥ τ̂′0.
Hence,φq̂(t, q̄o, y) ≡ Reach(¯qo) always containsq(t) for all
t ∈ T asq(t) ∈ Reach(¯qo) for all t ∈ T . An example of how to
construct a less trivial estimator is provided in the following
paragraph.

Example1. Consider the HMHSH = (Q,X,U,D,Σ,R, f ), in
which X = R2, Q = {a, b}, U = ∅, D = [−d̄, d̄] ⊂ R for d̄ > 0,
Σ = {ǫ}, and f (x, d) = (x2, βq + d), in which βq is a parameter
whose value depends on the modeq. This system can model,
for example, the non-communicating vehicle of the application
example of Section IV-B, in which “a” is acceleration mode
and “b” is braking mode. Let the initial information be (¯qo, xo),
in which q̄o = Q. We let Q̂ = {q̂1, q̂2, q̂3}, in which q̂1 = Q,
q̂2 = {a}, andq̂3 = {b}. The signaly determines how to transit
among these modes on the basis ofx(t) so to guarantee that
φq̂(t, q̄o, y) ∋ q(t). SinceR does not allow transitions between
a and b, the only transitions allowed bŷR are fromq̂1 to q̂2

and fromq̂1 to q̂3 by property (ii) of Definition 10. Then, let
Y = {ya, yb, ǫ}, in which ya is such thatR̂(q̂1, ya) = q̂2 and yb

is such thatR̂(q̂1, yb) = q̂3. Let β̂(t) = 1
T

∫ t

t−T
ẋ2(τ)dτ, t > T

and definey(t) as y(t) = ya if |β̂(t) − βb| > d̄, y(t) = yb if
|β̂(t) − βa| > d̄, andy(t) = ǫ otherwise.

Note that while the discrete state of systemH is unknown,
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the discrete state of system̂H is known as its initial state is
known and both ˆq(t) and x̂(t) are measured. Hence, we define
the closed loop system under astatic feedback map as follows.

Definition 11. Consider a feedback map ˆπ : Q̂ × X → U.
The closed loop system̂Hπ̂ is defined as system̂H, in which
v(t) = π̂(φq̂(t, q̄o, y), x̂(t)) for all t ≥ 0. The flow of Ĥπ̂

is denoted byφ̂π̂(t, (q̄o, xo), d, y) and the continuous flow by
φπ̂x̂(t, (q̄o, xo), d, y).

Definition 12. The capture set for system̂H is denotedĈ
and is given byĈ := {(q̄o, xo) ∈ Q̂ × X | ∀ π̂, ∃ d, y, t ≥
0 s.t. someφπ̂x̂(t, (q̄o, xo), d, y) ∈ Bad}.

Proposition 3. Let q̄ ∈ Q̂ and define the mode-
dependent capture set̂Cq̄ := {xo ∈ X | ∀ π̂, ∃ d, y, t ≥
0 s.t. someφπ̂x̂(t, (q̄, xo), d, y) ∈ Bad}. Then, we have that̂C =
⋃

q̄∈Q̂

(

q̄× Ĉq̄

)

.

Problem 2. (Safety Control with Perfect State Information)
Let Ĥ be an estimator forH. Determine the capture setĈ and
the set of feedback maps ˆπ such that if (q̄o, xo) < Ĉ, then all
flows (φq̂(t, q̄o, y), φπ̂x̂(t, (q̄, xo), d, y)) < Ĉ for all t ≥ 0, d, and
y.

Definition 13. Consider the feedback map ˆπ : Q̂ × X → U
and an estimator̂H. The estimator-based closed loop system
Hπ̂e is defined as systemH, in which u(t) = π̂(φq̂(t, q̄o, y), x(t))
for all t ≥ 0.

Definition 14. We say that system̂Hπ̂ with initial state (q̄o, xo)
is safe provided (¯qo, xo) < Ĉ implies that x̂(t) < Bad for all
t, d, and y. Similarly, we say that systemHπ̂e with initial
information (q̄o, xo) is safe provided (¯qo, xo) < Ĉ implies that
x(t) < Bad for all t, d, andσ.

Definition 15. (Weak equivalence) We say that Problem 1 and
Problem 2 areweakly equivalentprovided that (i) ifĤπ̂ with
initial state (q̄o, xo) is safe then alsoHπ̂e with initial information
(q̄o, xo) is safe; (ii) for all q̄ ∈ Q̂, we have thatCq̄ ⊆ Ĉq̄.

Definition 16. (Equivalence) We say that Problem 1 and
Problem 2 areequivalentprovided that (i) they are weakly
equivalent; (ii) for allq̄ ∈ Q̂, we have thatCq̄ = Ĉq̄.

Weak equivalence guarantees that any feedback map ˆπ that
keepsĤπ̂ safe keeps also systemHπ̂e safe. Equivalence guar-
antees that system̂H has the same mode-dependent capture
sets as systemH.

Proposition 4. Problem 1 and Problem 2 are weakly equiva-
lent.

Proof: (i) If Ĥπ̂ is safe with initial state (¯qo, xo), we
have that (¯qo, xo) < Ĉ implies that x̂(t) < Bad for all
t, d, and y. In particular, this is true fory such that
φq̂(t, q̄o, y) ∋ q(t) for all t and hence for ˆx∗(t) such that
˙̂x∗(t) = f (x̂∗(t), q(t), π̂(φq̂(t, q̄o, y), x̂∗(t)), d(t)), d(t) ∈ D, and
hence forx(t) trajectory ofHπ̂e.

(ii) We show thatCq̄ ⊆ Ĉq̄ for all q̄ ∈ Q̂. Specifically,
we show that if xo < Ĉq̄ then xo < Cq̄. If xo < Ĉq̄, there
is a feedback map ˆπ such that for alld, y, t ≥ 0 all
flows φπ̂x̂(t, (q̄, xo), d, y) < Bad. In particular, this is true for

y′ such that ˆτ0 = τ̂′0, R̂(q̄, y′(τ̂′0)) = Reach(¯q), and y′(t) = ǫ
for all t > τ̂′0 (note that ay for which R̂(q̄, y) = Reach(¯q)
must always exist inY by the definition of an estimator).
This implies thatφq̂(t, q̄, y′) = φq̂(0, q̄, y′) = Reach(¯q) for
all t. In such a case,π′(x̂) := π̂(Reach(¯q), x̂) is a map
from the continuous state only as the first argument is al-
ways constant. Hence, the flow ˆx(t) = φπ

′

x̂ (t, (q̄, xo), d, y′)
satisfies ˙̂x(t) ∈ f (x̂(t),Reach(¯q), π′(x̂(t)), d(t)) for all t.
In turn, any x̂(t) that satisfies this also satisfieŝ̇x(t) =
f (x(t), φq(t, qo,σ), π′(x(t)), d(t)) for all qo ∈ q̄ and allσ. As
a consequence,π′ is such thatφπ

′

x (t, (qo, xo), d,σ) < Bad for
all t ≥ 0, all d, all σ, and allqo ∈ q̄. This, in turn, implies that
xo < Cq̄.

We first solve Problem 2 and then address the question of
when this problem is equivalent to Problem 1.

V. Solution to Problem 2

Since Ĥ is a hybrid system with uncontrolled mode tran-
sitions, it has more structure than the general class of hybrid
automata. We exploit this structure to provide a specialized
iterative algorithm for the computation of the capture set and
of the feedback maps ˆπ. The proofs are in the Appendix.

A. Computation of the capture setĈ

In order to compute the set̂C, we introduce the notion of
uncontrollable predecessor operator.

Definition 17. For a setS ⊂ X and q̄ ∈ Q̂ the uncontrollable
predecessor operatorfor Ĥ is defined as Pre(¯q,S) := {xo ∈

X | ∀ π̂∃ d, t ≥ 0, s.t. someφπ̂x̂(t, (xo, q̄), d, ǫ) ∈ S}.

This set represents the set of all states that are mapped to
S when the mode estimate is constant and equal to ¯q. The
following properties of the Pre operator follow from the fact
that it is an order preserving map in both of its arguments.

Proposition 5. The operator Pre: Q̂×2X → 2X has the follow-
ing properties for allq̂ ∈ Q̂ and S∈ 2X: (i) S ⊆ Pre(q̂,S); (ii)
Pre(q̂,Pre(q̂,S)) = Pre(q̂,S); (iii) Pre (q̂,S1) ⊆ Pre(q̂,S2), for
all S1 ⊆ S2; (iv) Pre(q̂1,S) ⊆ Pre(q̂2,S), for all q̂1 ⊆ q̂2;
(v) Pre(q̂1,Pre(q̂2,S)) = Pre(q̂1,S), for all q̂2 ⊆ q̂1; (vi)
Pre(q̂0,S0∪Pre(q̂1,S1)∪ . . .∪Pre(q̂n,Sn)) = Pre(q̂0,S0∪S1∪

. . . ∪ Sn) for q̂i ⊆ q̂0 for all i .

We use for all ˆq ∈ Q̂ the notation R̂(q̂,Y) := {q̂′ ∈
R̂(q̂, y) | y ∈ Y}, in which we setR̂(q̂, y) := ∅ if R̂(q̂, y) is
not defined for somey ∈ Y.

Proposition 6. The setsĈq̂i for all q̂i ∈ Q̂ satisfy Ĉq̂i =

Pre
(

q̂i ,
⋃

{q̂j∈R̂(q̂i ,Y)} Ĉq̂j ∪ Bad
)

.

Definition 18. A set Ŵ ⊆ Q̂×X is said acontrolled invariant
setfor Ĥ if there is a feedback map ˆπ such that for all (¯qo, xo) ∈
Ŵ, we have that all flowŝφπ̂(t, (q̄o, xo), d, y) ∈ Ŵ for all t, d,
and y. A set Ŵ ⊆ Q̂× X is the maximal controlled invariant
set for Ĥ provided it is a controlled invariant set for̂H and
any other controlled invariant set for̂H is a subset ofŴ.

Proposition 7. The setŴ := (Q̂ × X)/Ĉ is the maximal
controlled invariant set forĤ contained in(Q̂×X)/(Q̂×Bad).
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Let Q̂ = {q̂1, ..., q̂M} with q̂i ∈ 2Q for i ∈ {1, . . . ,M}, Si ∈

2X for i ∈ {1, . . . ,M}, and defineS := (S1, . . . ,SM) ⊆ (2X)M.

We define the mapG : (2X)M → (2X)M as

G(S) :=





























Pre
(

q̂1,
⋃

{ j|q̂j∈R̂(q̂1,Y)} S j ∪ Bad
)

...

Pre
(

q̂M,
⋃

{ j|q̂j∈R̂(q̂M ,Y)} S j ∪ Bad
)





























.

Proposition 8. Let S := (S1, ...,SM) be a tuple of sets Si ⊆ X
such that S= G(S). Then, (Q̂ × X)/

⋃

i∈{1,...,M}(q̂i × Si) is a
controlled invariant set forĤ.

Let Z := (2X)M represent the set of all M-tuples of subsets
of X and define the partial order (Z,⊆), where⊆ is defined
component-wise. One can verify thatG : Z → Z is an
order preserving map (it follows from property (iii) of the
Pre operator from Proposition 5).

Algorithm 1. S0 := (S0
1, S0

2, . . . ,S
0
M) := (∅, . . . , ∅),

S1 = G(S0)
while Sk−1

, Sk

Sk+1 = G(Sk)
end.

If Algorithm 1 terminates, that is, if there is aK∗ such that
SK∗ = (SK∗

1 , ...,S
K∗
M ) = (SK∗+1

1 , ...,SK∗+1
M ) = SK∗+1, we denote

the fixed point byS∗.

Theorem 1. If Algorithm 1 terminates, the fixed point S∗ is
such that S∗ = (Ĉq̂1, ..., Ĉq̂M ).

Proof: If Algorithm 1 terminates, then there isN∗ > 0
such thatG(⊥)N∗ = G(⊥)N∗+1 = S∗, in which⊥ = ∅. Thus,S∗

is a fixed point ofG. To show that it is the least fixed point,
consider any other fixed point ofG, calledβ. Since⊥ ≤ β and
G is an order preserving map, we have thatG(⊥) ≤ G(β) = β,
G2(⊥) ≤ G(β) = β,...., GN∗ (⊥) ≤ β. SinceGN∗ (⊥) = S∗, we
have thatS∗ ≤ β. ThusS∗ is the least fixed point ofG.

Proposition 6 indicates that the setĈ =
⋃

q̂i∈Q̂(q̂i × Ĉq̂i ) is
such that the tuple of sets (Ĉq̂1, ..., Ĉq̂M ) is a fixed point ofG.
Assume that such a tuple of sets is not the least fixed point
of G. This implies that there are setsSi ⊆ Ĉq̂i such that the
tuple (S1, ...,SM) is also a fixed point ofG. Consider the sets
Ŵ = (Q̂× X)/

⋃

q̂i∈Q̂(q̂i × Ĉq̂i ) and the new set̂W′ defined as
Ŵ′ := (Q̂×X)/

⋃

i∈{1,...,M}(q̂i ×Si). By Proposition 8, these two
sets are both controlled invariant and are both contained in
(Q̂× X)/(Q̂× Bad). SinceŴ ⊂ Ŵ′, we have thatŴ is not the
maximal controlled invariant set contained in the complement
of Q̂ × Bad. This contradicts Proposition 7. Therefore, the
tuple (Ĉq̂1, ..., Ĉq̂M ) must be the least fixed point ofG. Since
the least fixed point ofG equalsS∗ by the first part of the
proof, it follows that (Ĉq̂1 , ..., Ĉq̂M ) = S∗.

This result is based on the assumption that Algorithm 1
terminates and hence it is sufficient that the mapG is an order
preserving map. A stronger property forG, such as omega-
continuity [34], is required for the result of Theorem 1 to
hold if termination of Algorithm 1 is not assumed. In Section
VI, we address termination.

B. The control map

To determine the set of feedback maps that keep the
complement ofĈ invariant, we employ notions from viability
theory.

Definition 19. A set valued mapF : X→ 2X is saidpiecewise
Lipschitz continuouson X if it is Lipschitz continuous on a
finite number of setsXi ⊂ X for i = 1, ...,N that coverX, that
is,

⋃N
i=1 Xi = X, andXi ∩ X j = ∅ for i , j.

The next result extends conditions for set invariance as
found in [4] to the case of piece-wise Lipschitz continuous set
valued maps. This extension is required in our case because
the vector fieldf is allowed to be piece-wise continuous.

Proposition 9. Let F : X → 2X be a set-valued Marchaud
map. Assume that F is piecewise Lipschitz continuous on X.
A closed set S⊆ X is invariant under F if and only if F(x) ⊆
TS(x) for all x ∈ S .

For simplifying notation, for each mode ˆq ∈ Q̂ define the set
valued mapf̄ : X×Q̂×U → 2X as f̄ (x̂, q̂, u) = { f̂ (x̂, q̂, u, d), d ∈
D} for all (x̂, q̂, u) ∈ X×Q̂×U. DefineLq̂ := X\Ĉq̂ for all q̂ ∈ Q̂
and consider the set valued map defined as

Π(q̂, x̂) := {u ∈ U | f̄ (x̂, q̂, u) ⊂ TLq̂(x̂)}. (3)

Theorem 2. Assume that̂π : Q̂×X→ U is such that for all̂q ∈
Q̂ the set-valued map F(x̂, q̂) := f̄ (x̂, q̂, π̂(x̂, q̂)) is Marchaud
and piecewise Lipschitz continuous on X. Then, the set(Q̂×
X)\Ĉ is invariant for Ĥπ̂ if and only if π̂(q̂, x̂) ∈ Π(q̂, x̂).

Proof: (⇐) Assume that ˆπ(q̂, x̂) ∈ Π(q̂, x̂) and that
(q̂(τ̂0), x̂(τ̂0)) < Ĉ, we show that all ( ˆq(t), x̂(t)) < Ĉ for all t ≥
τ̂0. This is shown by induction argument on the transition times
τ̂′i . (Base case) By assumption we have that ( ˆq(τ̂0), x̂(τ̂0)) < Ĉ.
(Induction step) Assume that ( ˆq(τ̂i), x̂(τ̂i)) < Ĉ. We show that
this implies (q̂(t), x̂(t)) < Ĉ for all t ∈ [τ̂i , τ̂i+1], in which
τ̂i+1 = τ̂

′
i . This in turn is equivalent to showing that ˆx(t) < Ĉq̂(τ̂i)

for all t ∈ [τ̂i , τ̂′i ] and x̂(τ̂i+1) < Ĉq̂(τ̂i+1). SinceĈq̂(τ̂i+1) ⊆ Ĉq̂(τ̂i)

by the properties of the Pre operator and by Proposition 6,
then if x̂(τ̂′i ) < Ĉq̂τ̂i+1

also x̂(τ̂′i ) < Ĉq̂(τ̂i+1). Therefore, it is
enough to show that ˆx(t) < Ĉq̂(τ̂i ) for all t ∈ [τ̂i , τ̂′i ]. If
τ̂′i = τ̂i , then since ˆx(τ̂′i ) = x̂(τ̂i) we have that ˆx(τ̂i) < Ĉq̂(τ̂i ).
If τ̂i < τ̂′i , for t ∈ [τ̂i , τ̂′i ), the trajectory ˆx(t) satisfies ˙̂x(t) ∈
f̄ (x̂(t), q̂(τ̂i), π̂(q̂(τ̂i)) = F(x, q̂(τ̂i)). Since π̂(q̂, x̂) ∈ Π(q̂, x̂), it
follows that F(x̂, q̂(τ̂i)) ⊆ TLq̂(τ̂i )

(x̂). Proposition 9 thus implies
thatLq̂(τ̂i) is invariant byF. Therefore, we have that ˆx(t) ∈ Lq̂(τ̂i)

for all t ∈ [τ̂i , τ̂′i ]. Thus, x̂(t) < Ĉq̂(τ̂i ) for all t ∈ [τ̂i , τ̂′i ].
(⇒) The fact that ifπ̂(q̂, x̂) < Π(q̂, x̂) the set (̂Q × X)/Ĉ is

not invariant forĤπ follows from Proposition 9.
Given the current mode estimate ˆq, a control map as given

in Theorem 2 is one that makes all the possible vector fields
point outside the current mode-dependent capture setĈq̂. Once
the mode estimate switches to ˆq′, the current mode-dependent
capture set also switches to the new mode-dependent capture
set Ĉq̂′ , which is (by Algorithm 1) contained in the previous
oneĈq̂. At this point, the feedback map switches to one that
makes all the possible vector fields originating from ˆq′ point
outside the new current mode-dependent capture setĈq̂′ . Note
that control map (3) guarantees safety for any choice of an
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estimator. However, a coarser estimator leads to larger mode
dependent capture sets to be avoided at any time and, as a
consequence, the control actions are more conservative.

VI. Termination of Algorithm 1

There are two main difficulties in the implementation of
Algorithm 1. The first one is the exact computation of the Pre
operator, which is known to be a hard problem for general
classes of nonlinear and hybrid dynamics and general results
are still lacking. Hence, research has been focusing on special
classes of systems for which such an operator can be exactly
computed [46–48]. The second difficulty lies in guaranteeing
the termination of Algorithm 1. In this section, we address the
termination of Algorithm 1, that is, the existence of afinite
N such thatSN = SN+1. We then discuss the problem of the
exact computation of the Pre operator.

For the termination problem, we first provide sufficient
conditions onĤ for which Algorithm 1 terminates. Then, we
show that one can construct an abstraction ofĤ for which
Algorithm 1 always terminates and such that the fixed point
gives the mode-dependent capture sets ofĤ. In order to
proceed, we introduce the notion of kernel sets forĤ.

Definition 20. (Kernel set) Thekernel setcorresponding to
a mode ˆq∗ ∈ Q̂ is defined asker(q̂∗) := {q̂ ∈ Q̂ | q̂ ∈

ˆReach(ˆq∗) and q̂∗ ∈ ˆReach(ˆq)}.

The kernel set for a mode ˆq∗ is thus the set of all modes
that can be reached from ˆq∗ and from which ˆq∗ can be
reached. One can verify that for all pairs of modes ˆqi , q̂ j ∈

Q̂, we have that ˆqi ∈ ˆReach(ˆq j) andq̂ j ∈ ˆReach(ˆqi) if and only
if ker(q̂i) = ker(q̂ j). The next result shows that any two modes
of Ĥ in the same kernel set have the same mode-dependent
capture set and hence the same set of safe feedback maps.

Proposition 10. For every kernel set ker⊆ Q̂ and for any
two modeŝq, q̂′ ∈ ker, we have that̂Cq̂ = Ĉq̂′ and hence that
Π(q̂, x) = Π(q̂′, x).

Proof: Since q̂, q̂′ ∈ ker, we have that ˆq′ ∈ ˆReach(ˆq)
and that ˆq ∈ ˆReach(ˆq′). By Proposition 6, the first inclusion
implies thatĈq̂′ ⊆ Ĉq̂, while the second inclusion implies that
Ĉq̂ ⊆ Ĉq̂′ . Hence, we must have that̂Cq̂ = Ĉq̂′ . By equation
(3), this in turn implies also thatΠ(q̂, x) = Π(q̂′, x).

Let K := {ker(q̂1), . . . , ker(q̂M)}. Let there bep distinct
elements inK denotedker1, . . . , kerp. Note thatkeri ∩ kerj =

∅, for i , j. If each of the kernel sets is just one element inQ̂,
it means that there are no discrete transitions possible inR̂ that
bring a discrete state ˆq back to itself. That is, there is no loop
in any of the trajectories of ˆq. In this case, one can verify that
Algorithm 1 terminates in a finite number of steps. If instead
there are kernel sets composed of more than one element, it
means that there are discrete transitions that bring a discrete
state back to itself, that is, there are loops in the trajectories of
q̂. In this situation, Algorithm 1 may not terminate. The next
result shows that even when there are loops in the trajectories
of q̂, Algorithm 1 still terminates if each kernel set contains
a maximal element.

Theorem 3. Algorithm 1 terminates if all the kernel sets
ker1, . . . , kerp have a maximal element with respect to the
partial order (Q̂,⊆).

This theorem provides an easily checkable sufficient condi-
tion for the termination of Algorithm 1 based on the structure
of the mapR̂. Note that a corollary of this theorem is that if
systemĤ is such that all of its kernel sets are singletons inQ̂,
then Algorithm 1 terminates for̂H. The proof of this theorem
is in the Appendix. Here, we illustrate the logic of the proof
and the concept of kernel set on a simple example.

Example 2. Consider a simple instance of (R̂, Q̂,Y) in
which Q̂ = {q̂1, q̂2}, Y = {ǫ, y∗}, R̂(q̂1, y∗) = q̂2, and
R̂(q̂2, y∗) = q̂1. That is, we have one kernel set equal
to {q̂1, q̂2}. Because of the loop between ˆq1 and q̂2, Al-
gorithm 1 may not terminate. Here, we show that if we
assume that, for example, ˆq2 ⊆ q̂1, then Algorithm 1 ter-
minates in three steps. In this example, we have thatS =
(S1,S2) and G(S) = (Pre(q̂1,S2 ∪ Bad),Pre(q̂2,S1 ∪ Bad)).
Hence,S1 = G(∅) = (Pre(q̂1, Bad),Pre(q̂2, Bad)), and S2 =

G(S1) = (Pre(q̂1,Pre(q̂2, Bad)),Pre(q̂2,Pre(q̂1, Bad))). Con-
siderS2. On the one hand, we have that Pre( ˆq1,Pre(q̂2, Bad)) ⊆
Pre(q̂1, Bad) by properties (iv) and (ii) of Proposition 5.
On the other hand, we have that Pre( ˆq1,Pre(q̂2, Bad)) ⊇
Pre(q̂1, Bad) by property (iii) of Proposition 5. Hence, we
must have thatS2

1 = Pre(q̂1, Bad). Similar reasonings lead
to S2

2 = Pre(q̂1, Bad). This leads to S3 = G(S2) =
(Pre(q̂1,Pre(q̂1, Bad)),Pre(q̂2,Pre(q̂1, Bad))), which, employ-
ing again the properties of the Pre operator, leads toS3 =

(Pre(q̂1, Bad),Pre(q̂1, Bad)). This set is, in turn, equal toS2

and therefore Algorithm 1 terminates in three steps.

A. Proving termination through abstraction

When not all kernel sets have a maximal element, Theorem
3 does not hold. However, for any estimatorĤ, one can con-
struct an abstraction of̂H, denotedĤa, for which Algorithm
1 terminates and such that the fixed point gives the mode-
dependent capture sets ofĤ. This abstraction is constructed
by merging all the modes of̂H that belong to the same kernel
set in a unique new mode as follows.

Definition 21. Given hybrid systemĤ = (Q̂,X,U,D,Y, R̂, f̂ ),
the abstractionĤa = (Q̂a,X,U,D,Ya, R̂a, f̂ a) is a hybrid
system with uncontrolled mode transitions such that
(i) Q̂a = {q̂a

1, ..., q̂
a
p}, Ya such thatǫ ∈ Ya and R̂(q̂a, ǫ) = q̂a

for all q̂a ∈ Q̂a;
(ii) for all i, j ∈ {1, ..., p} there isya ∈ Ya such that ˆqa

i =

R̂a(q̂a
j , y

a) if and only if there are ˆq′ ∈ keri , q̂ ∈ kerj , and
y ∈ Y such that ˆq′ = R̂(q̂, y);

(iii) for all i ∈ {1, ..., p}, x ∈ X, d ∈ D, and v ∈ U, we have
that f̂ a(x, q̂a

i , v, d) :=
⋃

q̂∈keri f̂ (x, q̂, v, d).

For a feedback map ˆπa : Q̂a × X → U, initial states
xo ∈ X and q̂a

o ∈ Q̂a, and signalsya, d, we denote the
flows of the closed loop system̂Ha,π̂a

by φq̂a(t, q̂a
o, y

a) and
φπ̂

a

x̂a(t, (q̂a
o, xo), d, ya), in which x̂a(t) := φπ̂

a

x̂a(t, (q̂a
o, xo), d, ya) sat-

isfies ˙̂xa(t) ∈ f̂ a(x̂a(t), φq̂a(t, q̂a
o, y

a), π̂a(φq̂a(t, q̂a
o, y

a), x̂a), d(t)).
We also denote bŷCa

q̂a
i

for i ∈ {1, ..., p} the mode-dependent
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capture sets ofĤa. For any q̂a ∈ Q̂a, we defineker(q̂a) :=
keri provided q̂a = q̂a

i . Also, for all q̂a ∈ Q̂a, we de-
note the set of reachable modes from ˆqa as ˆReach

a
(q̂a) :=

⋃

t≥0
⋃

ya φq̂a(t, q̂a, ya). In the sequel, we denotêRa(q̂a,Ya) :=
⋃

ya∈Ya R̂a(q̂a, ya), in which we setR̂a(q̂a, ya) := q̂a if R̂a(q̂a, ya)
is not defined for someya ∈ Ya. The following proposition
is a direct consequence of Theorem 3 and of the fact that all
kernel sets ofĤa are singletons.

Proposition 11. Algorithm 1 terminates for system̂Ha.

The next result shows that any piece-wise continuous sig-
nal, which is continuous from the right and contained in
ker(φq̂a(t, q̂a

o, y
a)) is a possible discrete flow of̂H for suitable

y starting from some ˆqo ∈ ker(q̂a
o).

Proposition 12. For any piece-wise continuous signalα
that is continuous from the right and such thatα(t) ∈
ker(φq̂a(t, q̂a

o, y
a)), there are q̂o ∈ ker(q̂a

o) and y such that
α(t) = φq̂(t, q̂o, y) for all t.

Proof: Sinceα(t) ∈ ker(φq̂a(t, q̂a
o, y

a)) for all t, there are
times t0, ..., tN ≤ t and a sequencej0, ..., jN ∈ {1, ..., p} such
that α(t) ∈ kerj i for all t ∈ [ti , ti+1). Since any mode inkerj i
can transit to any other mode inkerj i instantaneously under
the discrete transitions of̂H, we have that there are ˆqo,i ∈ kerj i
andyi such thatα(t) = φq̂(t−ti , q̂o,i, yi) for all t ∈ [ti , ti+1). Also,
for any two modesαi ∈ kerj i andαi+1 ∈ kerj i+1 we have that
αi+1 ∈ ˆReach(αi). Hence, letα−i := lim t→t−i+1

φq̂(t − ti , q̂o,i, yi)
andα+i := lim t→t+i+1

φq̂(t− ti+1, q̂o,i+1, yi+1). Then, since multiple
transitions are possible in̂H at the same time, there is a signal
yi,i+1 such thatα+i = φq̂(0, α−i , yi,i+1). Hence, there is a signal
y such thatα(t) = φq̂(t, q̂o,0, y) for all t.

Theorem 4. For all kernel sets keri with i ∈ {1, ..., p} and for
all q̂ ∈ keri , we have thatĈq̂ = Ĉa

q̂a
i
.

Proof: Let q̂ ∈ keri . We first show thatĈq̂ ⊆ Ĉa
q̂a

i
. Let

xo ∈ Ĉq̂, then for all π̂ : Q̂ × X → U, there arey, d, and
t > 0 such thatφπ̂x̂(t, (q̂, x), d, y) ∈ Bad. This is in particular
true for all those feedback maps ˆπ such that ˆπ(q̂, x) = π̂(q̂′, x)
whenever ˆq, q̂′ ∈ kerj for some j ∈ {1, ..., p}. Hence, we
also have that for all ˆπa : Q̂a × X → U, there arey, d,
and t > 0 such that ˆx(t) := φπ̂

a

x̂ (t, (q̂, x), d, y) ∈ Bad, in
which ˙̂x ∈ f̂ (x̂(t), φq̂(t, q̂, y), π̂a(α(t), x(t)), d(t)) with α(t) := q̂a

j

if φq̂(t, q̂, y) ∈ kerj . Such a signal ˆx(t) also satisfies˙̂x ∈
f̂ a(x̂(t), α(t), π̂a(α(t), x(t)), d(t)) by the definition of f̂ a. By the
definition of R̂a, there isya such thatα(t) = φq̂a(t, q̂a

i , y
a) for

all t. Hence, ˆx(t) is also a continuous flow of̂Ha starting at
(q̂a

i , xo) and thereforexo ∈ Ĉa
q̂a

i
.

We now show that Ĉa
q̂a

i
⊆ Ĉq̂. If xo ∈ Ĉa

q̂a
i
,

then for all feedback maps ˆπa : Q̂a × X → U,
there are ya, d, and t > 0 such that ˆxa(t) :=
φπ̂

a

x̂a(t, (q̂a
i , xo), ya, d) ∈ Bad. Here, we have that ˆxa(t) sat-

isfies ˙̂xa(t) ∈ f̂ a(x̂a(t), φq̂a(t, q̂a
i , y

a), π̂a(φq̂a(t, q̂a
i , y

a), x̂a), d(t)),
which is equivalent (by the definition off̂ a) to ˙̂xa(t) ∈
f̂ (x̂a(t), ker(φq̂a(t, q̂a

i , y
a)), π̂a(φq̂a(t, q̂a

i , y
a), x̂a), d(t)), which is

equivalent to˙̂xa(t) = f̂ (x̂a(t), α(t), π̂a(φq̂a(t, q̂a
i , y

a), x̂a), d(t)) for
piece-wise continuous signalα (continuous from the right)
such thatα(t) ∈ ker(φq̂a(t, q̂a

i , y
a)). By Proposition 12, any

suchα(t) is such that there arey and q̂o ∈ ker(q̂a
i ) such that

α(t) = φq̂(t, q̂o, y) for all t, that is, it is a discrete flow of system
Ĥ. Hence, for allπ′ : Q̂× X→ U with π̂′(q̂, x) = π̂′(q̂′, x) for
all q̂, q̂′ ∈ kerj for all j, there arey, d, q̂o ∈ keri , such that
φπ̂
′

x̂ (t, (q̂o, xo), y, d) ∈ Bad. By Proposition 10, this implies that
for all π : Q̂ × X → U there arey, d, q̂o ∈ keri , such that
φπ̂x̂(t, (q̂o, xo), y, d) ∈ Bad. Hence,xo ∈ Ĉq̂o.

The above theorem provides a useful result for the compu-
tation of the mode-dependent capture sets ofĤ. In particular,
one constructs the abstraction̂Ha and applies Algorithm 1 to
it. Algorithm 1 is in turn always guaranteed to terminate for
systemĤa. The result (by Theorem 4) provides the setsĈq̂.
Hence,Ĥa can be considered only as a structural abstraction
as it does not provide an over-approximation of the capture
set of Ĥ, but provides it exactly.

The next two technical propositions provide a characteri-
zation of the Pre operator computed for systemĤa and the
relationship between̂Ra andR. Specifically, denote the prede-
cessor operator for system̂Ha by Prea(q̂a,S) for someS ⊆ X
as Prea(q̂a,S) := {xo ∈ X | ∀ π̂a ∃ t, d, s.t.φπ̂

a

x̂a(t, (q̂a, xo), d, ǫ) ∈
S}.

Proposition 13. For all q̂a ∈ Q̂a and S ⊆ X, we have that
Prea(q̂a,S) = Pre(

∨

ker(q̂a),S).

Proof: From the definition of Prea(q̂a,S), we have
that xo ∈ Prea(q̂a,S) if and only if for all π̂a, there
are t, d such that ˆxa(t) = φπ̂

a

x̂a(t, (q̂a, xo), d, ǫ) ∈ S,
in which ˙̂xa(t) ∈ f̂ a(x̂a(t), q̂a, π̂a(x̂a(t)), d(t)), which,
by the definition of f̂ a and of f̂ is equivalent to
˙̂xa(t) ∈ f (x̂a(t),

⋃

q̂∈ker(q̂a)
⋃

q∈q̂ q, π̂a(x̂a(t)), d(t)) =

f (x̂a(t),
∨

ker(q̂a), π̂a(x̂a(t)), d(t)). Hence, by the definition
of Pre, we have thatxo ∈ Prea(q̂a,S) if and only if
xo ∈ Pre(

∨

ker(q̂a),S).

Proposition 14. Let q̂a
j1
, q̂a

j0
∈ Q̂a. If q̂a

j1
∈ R̂a(q̂a

j0
,Ya) then

∨

ker(q̂a
j1
) ⊆ Reach(

∨

ker(q̂a
j0
)).

Proof: If q̂a
j1
∈ R̂a(q̂a

j0
,Ya), then by the definition ofR̂a

there are ˆq ∈ ker(q̂a
j0
) and q̂′ ∈ ker(q̂a

j1
) such that ˆq′ = R̂(q̂, y)

for somey ∈ Y. By the definition of a kernel set, this also
implies that for allq̂ ∈ ker(q̂a

j0
) and q̂′ ∈ ker(q̂a

j1
), there is a

sequence of eventsy1, ..., yk and of modes ˆq j0, ..., q̂ jk ∈ Q̂ such
that q̂ j0 = q̂, q̂ jk = q̂′ andq̂ j i+1 = R̂(q̂ j i , yi+1) for i ∈ {0, ..., k−1}.
SinceR̂(q̂, y) ⊆ Reach(ˆq) for all y ∈ Y and q̂ ∈ Q̂, this in turn
implies thatq̂ j i+1 ⊆ Reach(ˆq j i ) for i ∈ {0, ..., k− 1}. This leads
to q̂′ ⊆ Reach(ˆq) for all q̂ ∈ ker(q̂a

j0
) and q̂′ ∈ ker(q̂a

j1
). This

also implies that ˆq′ ⊆ Reach(
∨

ker(q̂a
j0
)) and hence (since this

holds for all q̂′ ∈ ker(q̂a
j1
)) to

∨

ker(q̂a
j1
) ⊆ Reach(

∨

ker(q̂a
j0
)).

Lemma 1. For all q̄ ∈ Q̂, we have that Ĉq̄ =

Pre(Reach(q̄), Bad).

Proof: First, we show thatĈq̄ ⊆ Pre(Reach(¯q), Bad).
Since Algorithm 1 terminates in a finite number
n of steps for Ĥa, we have that Ĉa

q̂a = Prea (q̂a,
⋃

q̂a
j1
∈R̂a(q̂a,Ya) Prea

(

q̂a
j1
,
⋃

q̂a
j2
∈R̂a(q̂a

j1
,Ya) Prea

(

q̂a
j2
, ...

⋃

q̂a
jn−1
∈R̂a(q̂a

jn−2
,Ya)

Prea(q̂a
jn−1
, Bad)...

)))

. By Proposition 13, we also have that



10

Ĉa
q̂a = Pre

(

∨

ker(q̂a),
⋃

q̂a
j1
∈R̂a(q̂a,Ya) Pre

(

∨

ker(q̂a
j1
),
⋃

q̂a
j2
∈R̂a(q̂a

j1
,Ya)

Pre
(

∨

ker(q̂a
j2
), ...

⋃

q̂a
jn−1
∈R̂a(q̂a

jn−2
,Ya) Pre(

∨

ker(q̂a
jn−1

), Bad)...
)))

.

By Proposition 14, we have that
∨

ker(q̂a
j1
) ⊆

Reach(
∨

ker(q̂a)) and that
∨

ker(q̂a
j i+1

) ⊆ Reach(
∨

ker(q̂a
j i
))

for i < n. Since the Pre operator and Reach preserve
the inclusion relation in the first argument, these imply
that Ĉa

q̂a ⊆ Pre(Reach(
∨

ker(q̂a)), Bad). Since for all
q̄1, q̄2 ∈ ker(q̂a) we have that Reach(¯q1) = Reach(¯q2), we also
have that Reach(¯q) = Reach(

∨

ker(q̂a)) for all q̄ ∈ ker(q̂a).
Hence,Ĉa

q̂a ⊆ Pre(Reach(¯q), Bad) for all q̄ ∈ ker(q̂a). This
along with Theorem 4 finally imply that for all ¯q ∈ ker(q̂a)
we haveĈq̄ ⊆ Pre(Reach(¯q), Bad).

To show thatĈq̄ ⊇ Pre(Reach(¯q), Bad), we employ the prop-
erties of the Pre operator and Proposition 6. By such a propo-
sition, by the fact that (sincêH is an estimator forH) for all
q̄ ∈ Q̂ there isy ∈ Y such thatR̂(q̄, y) = Reach(¯q), and by prop-
erty (iii) of Proposition 5, it follows thatĈq̄ ⊇ Pre(q̄, ĈReach(¯q)).
In turn we have that̂CReach(¯q) ⊇ Pre(Reach(¯q), Bad) by Propo-
sition 6 and property (iii) of Proposition 5. Hence, we have
that Ĉq̄ ⊇ Pre(q̄,Pre(Reach(¯q), Bad)), which by property (i) of
Proposition 6 leads tôCq̄ ⊇ Pre(Reach(¯q), Bad).

This result shows that the mode-dependent capture setĈq̄

can be computed by computing the Pre operator only once as
opposed to being determined through a (finite, by Theorem
4 and Proposition 11) iteration of Pre operator computations.
Exact computation of Pre for general dynamics is not always
possible. However, there are a number of works that have
focused on the exact computation of uncontrollable predeces-
sor operators for restricted classes of systems. For example,
the work of [46] shows that Pre can be exactly computed
for special classes of linear systems; [47] further extendsthis
result to linear hybrid systems; [48] shows that Pre is exactly
computable also for triangular hybrid systems. Finally, [17,
28] show that Pre is computable with a linear complexity
algorithm for classes of order preserving systems. Based on
these results and on Lemma 1, we conclude that Problem 2 is
decidablewhen for each mode ¯q ∈ Q̂ the continuous dynamics
ẋ ∈ f (x, q̄, u, d), d ∈ D belong to one of the above cited classes
of systems. Since the application example falls in the classof
systems described in [17, 28], we summarize the main result
here. For this sake, we restrict the structure ofH and Bad to
that of a two-agent game.

Definition 22. The pair (H, Bad) has the form of a two-
agent game providedH = H1 ‖ H2 with H i =

(Qi ,Xi,U i ,Di ,Σi ,Ri , f i) for i ∈ {1, 2} with Q1 = ∅, D1 = ∅,
Σ1 = ∅, U2 = ∅, andBad= B1 × B2 with Bi ⊆ Xi .

Proposition 15. Let (H, Bad) be in the form of a two-agent
game. Assume that

(i) U1 = [uL, uH] ⊆ R; the flow of H1 denotedφ1(t, ·, ·) :
X × S(U) → X is an order preserving function in both
arguments; there isζ > 0 such that f11 (x1, u) ≥ ζ; B1 =

B1
1 × R

n1−1;
(ii) For q̂ ∈ Q̂ there areθL, θU ∈ R and a functionf̄ : Rn ×

R → Rn such that{ f 2(x2, q̂, d) | d ∈ D2} = { f̄ (x2, θ) | θ ∈
[θL, θU ]}; the flow of ẋ2 = f̄ (x2, θ), that is, φ2(t, ·, ·) :
X×S([θL, θU ]) → X, is an order preserving map in both

Fig. 2. (Left) Example 3, in which the continuous dynamics are
given by equations (5). (Right) Example 3, in which the continuous
dynamics are given by equations (6). The set Pre(q1, Bad) is in red
while the set Pre(q2, Bad) is in blue. Both sets extend to−∞.

arguments; there isζ > 0 such that f̄1(x2, u) ≥ ζ; B2 =

B2
1 × R

n2−1.

Then, Pre(q̂, Bad) = Pre(q̂, Bad)L ∩

Pre(q̂, Bad)H, in which Pre(q̂, Bad)L = {xo ∈

X | ∃ t, d s.t. some φx̂(t, (q̂, xo), d, uL, ǫ) ∈

Bad} and Pre(q̂, Bad)H = {xo ∈

X | ∃ t, d s.t. some φx̂(t, (xo, q̂), d, uH, ǫ) ∈ Bad}. A
feedback map̂π(q̂, x) ∈ Π(q̂, x) is given by

π̂(q̂, x) :=































uL i f x ∈ Pre(q̂, Bad)H ∧ x ∈ ∂Pre(q̂, Bad)L

uH i f x ∈ Pre(q̂, Bad)L ∧ x ∈ ∂Pre(q̂, Bad)H

uL i f x ∈ ∂Pre(q̂, Bad)L ∧ ∂Pre(q̂, Bad)L

∗ otherwise.
(4)

By virtue of this result, one can avoid computing the set
Pre(q̂, Bad), which requires optimization over the space of
control inputs. One can instead compute the sets Pre( ˆq, Bad)L

and Pre(ˆq, Bad)H, which, since the control input is fixed
and the flow preserves the ordering, can be computed by
linear complexity algorithms. The structure of the setBad
well models collision configurations between agents sharing
a common space as illustrated in the application examples of
Section VIII. We omit the details of the algorithms, which can
be found elsewhere [17, 28] and instead present in Section VIII
their application to a concrete example.

VII. Equivalence between Problem 1 and Problem 2

Showing that Problem 1 is equivalent to Problem 2 is based
on showing that for all ¯q ∈ Q̂ we have thatĈq̄ = Cq̄. In
general, the set of possible continuous trajectories of system
Ĥ for every mode ¯q ⊆ Q contains but is not equal to the set of
continuous trajectories possible inH. This is due to the fact
that in H not all transitions may be possible among the modes
in q̄ due to the structure ofR. This information was lost in
the construction ofĤ in order to obtain a hybrid system with
uncontrolled mode transitions andknowndiscrete/continuous
state. In order to illustrate this point, consider the following
example.

Example3. Consider systemH with two modesq1 and q2

between which there is no transition and let the continuous
dynamics for each mode be given, forx ∈ R2, by

ẋ =

(

2
1

)

u, for q = q1 and ẋ =

(

1
2

)

u, for q = q2, (5)
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in which u ∈ [0, 1] and q̄o = {q1, q2}. Let Bad= [1, 2]× [1, 2].
In order to determineCq̄o, refer to the left plot of Figure 2, in
which we depict the sets Pre(q1, Bad) and Pre(q2, Bad). Any
point xo < Pre(q1, Bad) ∪ Pre(q2, Bad) admits a control that
keepsxo outsideBad for every initial mode. This is due to the
fact that the mode ofH does not switch and hence a continuous
trajectory starting atxo will follow either of the two directions
depicted, none of which takes the flow insideBad. Hence, we
have thatCq̄o = Pre(q1, Bad) ∪ Pre(q2, Bad). By contrast, we
have thatĈq̄o = Pre(q̄o, Bad), which includes pointxo in Figure
2 as this can be taken toBad by, for example, first flowing
underq1 and then underq2. Hence, in this case we have that
Ĉq̄o is strictly larger thanCq̄o.

If we instead had that Pre(¯qo, Bad) = Pre(q1, Bad) ∪
Pre(q2, Bad), we would also have that̂Cq̄o = Cq̄o. In order to
illustrate how we can obtain this equality, we modify system
(5) to

ẋ =

(

2
1

)

u+

(

1
1

)

d, d ∈ [0, 1], whenq = q1

ẋ =

(

1
2

)

u+

(

1
1

)

d, d ∈ [0, 1], whenq = q2. (6)

In this case, the sets Pre(q1, Bad) and Pre(q2, Bad) are larger
than before and are depicted in the right side plot of Fig-
ure 2. One can check that in this case we still have that
Cq̄o = Pre(q1, Bad)∪Pre(q2, Bad) and thatĈq̄o = Pre(q̄o, Bad).
But, as opposed to before, we also have that Pre(¯qo, Bad) =
Pre(q1, Bad)∪Pre(q2, Bad) so that the two capture sets are the
same, that is,Ĉq̄o = Cq̄o.

This example illustrates an instance of a system
in which Cq̄ , Ĉq̄ due to Pre(¯q, Bad) not being
equal to

⋃

qi∈q̄ Pre(qi, Bad). It also illustrates how re-
quiring that Pre(¯q, Bad) ⊆

⋃

qi∈q̄ Pre(qi, Bad) (note that
⋃

qi∈q̄ Pre(qi , Bad) ⊇ Pre(q̄, Bad) derives from the definition of
Pre) is sufficient to haveCq̄ = Ĉq̄. We thus pose the following
assumption.

Assumption 1. For all q̄ ∈ Q̂ we have that Pre(¯q, Bad) ⊆
⋃

qi∈q̄ Pre(qi , Bad).

This assumption requires that if an initial statexo is taken
to Bad by an arbitrary sequence of modes in ¯q, then there is
a disturbance signal for which it is also taken toBad by at
least one modeqi ∈ q̄. We provide at the end of this section
classes of systems for which this assumption is satisfied.

Since by Lemma 1, Pre(qi, Bad) ⊆ Ĉq̄ for all qi ∈ q̄,
in order to obtain equivalence, we should at least have that
Pre(qi, Bad) is also a subset ofCq̄, which is not the case in
general. In fact, an elementxo is in Pre(qi, Bad) if and only if
there is no feedback mapπ′(x) that prevents the flow starting
from this element to end-up inBad. Nevertheless, for such an
elementxo there could still be a feedback mapπ(q̄(η(t)), x)
that prevents the flow originating from it to enterBad. Hence,
xo may not be inCq̄. However, if x(t) = φx(t, (xo, qi), u, d, ǫ)
implies thatq̄(η(t)) is equal to a constant for allt > 0, then
the mapπ(q̄(η(t)), x) that prevents the flow from enteringBad
becomes a simple feedback mapπ′(x). In this case, ifxo is in
Pre(qi, Bad), it must also be inCq̄. The next assumption and

proposition provide conditions for when this is the case.

Definition 23. A modeqi ∈ Q is calledweakly distinguishable
provided

(i) there is a set of modesIqi ⊆ Q such thatf (x, qi , u,D) ⊆
f (x, q, u,D) for all q ∈ Iqi and for all (x, u) ∈ X × U;

(ii) for all ( x, u) ∈ X×U there isd ∈ D such thatf (x, qi , u, d) <
f (x, q, u,D) for all q < Iqi .

The setIqi is called theindistinguishable setfor qi .

Note that in the case in which the indistinguishable set for
qi is qi itself, the modeqi is distinguishable from any other
mode, that is, for all (x, u) there isd such thatf (x, qi , u, d) <
f (x, q j, u,D) for all q j , qi . Weak distinguishability allows for
qi to generate the same vector fields as those generated by the
modes in the setIqi .

Assumption 2. SystemH is such that all modes inQ are
weakly distinguishable.

Proposition 16. Let qi ∈ q̄o, and x(t) = φx(t, (qi , xo), u, d, ǫ).
Then, Assumption 2 implies that there is d(0) such that
q̄(η(t)) = Reach(Reach(q̄o) ∩ Iqi ) for all t > 0.

Proof: Assumption 2 implies that for all (x(0), u(0)), there
is ad(0) such thatf (x(0), qi, u(0), d(0))= f (x(0), q j, u(0), d̄(0))
for somed̄(0) ∈ D implies thatq j ∈ Iqi . Hence, ¯q(η(t)) can be
re-written as

q̄(η(t)) =























q ∈ Q | ∃ qo ∈ q̄o, σ s.t. q = φq(t, qo,σ),

φq(0, qo,σ) ∈ Iqi , and∃ d̄ s.t.

ẋ(τ) = f (x(τ), φq(τ, qo,σ), u(τ), d(τ)) for all τ < t























.

This, in turn, implies that ¯q(η(t)) ⊆ Reach(Reach(¯qo)∩ Iqi ) for
all t > 0.

Let q∗ ∈ Reach(Reach(¯qo) ∩ Iqi ). Then, for all t > 0
there areσ and qo ∈ q̄o such thatq∗ = φq(t, qo,σ) and
φq(τ, qo,σ) ∈ Reach(¯qo) ∩ Iqi for all τ < t. This, in turn,
implies that φq(0, qo,σ) ∈ Iqi . Since for all d we have
that ẋ(τ) = f (x(τ), qi, u(τ), d(τ)) ∈ f (x(τ), q, u(τ),D) for all
q ∈ Iqi , there must be a disturbance signald∗ such that
ẋ(τ) = f (x(τ), φq(τ, qo,σ), u(τ), d∗(τ)) for all τ < t. Hence,
we also have thatq∗ ∈ q̄(η(t)) for all t > 0.

Lemma 2. Let Assumption 2 hold. Then, we have that
Pre(qi, Bad) ⊆ Cq̄ for all qi ∈ q̄.

Proof: Let xo < Cq̄, then there is a feedback mapπ such
that for all q ∈ q̄, σ, d, it guarantees thatφπx(t, (q, xo), d,σ) <
Bad for all t ≥ 0. This holds in particular forq = qi , σ = ǫ
andd such thatd(0) leads to ¯q(η(t)) = Reach(Reach(¯q) ∩ Iqi )
for all t > 0, which exists by Proposition 16. In this case,
π(q̄(η(t)), x) = π(Reach(Reach(¯q) ∩ Iqi ), x) =: π′(x) is a simple
feedback fromx for all t > 0. Sincex(0+) = x(0) = xo, we
thus have thatπ′ is also such thatφπ

′

x (t, (qi , xo), d, ǫ) < Bad for
all d. Hence,xo < Pre(qi , Bad).

Theorem 5. Under Assumptions 1 and 2, Problem 1 and
Problem 2 are equivalent.

Proof: Proposition 4 proves thatCq̄ ⊆ Ĉq̄. We next prove
the reverse inclusion. Specifically, by Lemma 1 and Assump-
tion 1 we have thatĈq̄ ⊆

⋃

q∈Reach(¯q) Pre(q, Bad), in which
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by Lemma 2 we have that Pre(q, Bad) ⊆ CReach(¯q), in which
CReach(¯q) = Cq̄ by Proposition 2. This proves equivalence.

A. Systems that satisfy Assumption 1 and Assumption 2

Assumption 1 can be difficult to check for general hybrid
systems. We thus provide two classes of systems for which
such an assumption is satisfied and illustrate in the next section
how one of these classes well models the application example.
We first introduce two intermediate results.

Proposition 17. Let x ∈ Rn, θ ∈ Θ ⊆ Rp with (Θ,≤)
a lattice, and consider the systeṁx = f̄ (x, θ), in which
θ ∈ ∪k∈{1,...,N}[θkL, θ

k
U ]. Assume that

(i) the flow of the systemφ(t, xo, ◦) : S(Θ) → Rn is a
continuous and order preserving map for all xo ∈ R

n

and t∈ R+;
(ii) we have that[θkL, θ

k
U ] ∩ [θk+1

L , θ
k+1
U ] , ∅, θ1L ≤ θ

k
L, and

θNU ≥ θ
k
U for all k ∈ {1, ...,N − 1}.

Then, for all xo, T > 0, i ∈ {1, ..., n}, and x̄i such that there is
θ with θ(t) ∈ ∪k∈{1,...,N}[θkL, θ

k
U ] for t < T and withφi(T, xo, θ) =

x̄i , there are k∈ {1, ...,N} andθ′ with θ′(t) ∈ [θkL, θ
k
U ] for t < T

such thatφi(T, xo, θ
′) = x̄i .

Proof: Let x̄i = φi(T, xo, θ) for θ(t) ∈ ∪k∈{1,...,N}[θkL, θ
k
U ]

for t < T. By property (i) and property (ii), we have that
[φi(T, xo, θ

j
L), φi(T, xo, θ

j
U)] ∩ [φi(T, xo, θ

j+1
L ), φi(T, xo, θ

j+1
U )] , ∅

for all j ∈ {1, ...,N − 1}. Hence, it fol-
lows that

⋃

k∈{1,...,N}[φi(T, xo, θ
k
L), φi(T, xo, θ

k
U )] =

[φi(T, xo, θ
1
L), φi(T, xo, θ

N
U)]. Since x̄i ∈ [φi(T, xo, θ

1
L),

φi(T, xo, θ
N
U)], this implies that there isk ∈ {1, ...,N} such that

x̄i ∈ [φi(T, xo, θ
k
L), φi(T, xo, θ

k
U)]. Sinceφ is a continuous map

from the space of input signals toRn, it maps the connected set
S([θkL, θ

k
U ]) for all k to the connected setφi(T, xo,S([θkL, θ

k
U ])).

Since all connected sets inR are intervals, we have that
φi(T, xo,S([θkL, θ

k
U ])) = [φi(T, xo, θ

k
L), φi(T, xo, θ

k
U )]. Hence,

x̄i ∈ φi(T, xo,S([θkL, θ
k
U ])), which implies that there isθ′ with

θ′(t) ∈ [θkL, θ
k
U ] for t < T such thatφi(T, xo, θ

′) = x̄i .
This proposition states that for a system defined on partial

orders whose flow preserves the order and whose set of inputs
is a connected union of intervals, any point reachable by a
coordinate of the flow through an arbitrary input signal can
also be reached by an input signal that takes values in one
only of the possible intervals.

Proposition 18. Let x, Lk,Uk ∈ Rn for k ∈ {1, ...,N} and
consider a differential inclusion of the forṁx ∈ [L1,U1] ∪
... ∪ [LN,UN]. Assume that there are L,U ∈ Rn such that
[L1,U1] ∪ ...∪ [LN,UN] = [L,U]. Then, for all xo, x̄ ∈ Rn and
T > 0 such that xo +

∫ T

0
ẋ(t)dt = x̄, there is k∈ {1, ...,N} such

that xo +
∫ T

0
ẋ(t)dt = x̄ with ẋ(t) ∈ [Lk,Uk] for t < T.

Proof: Let x̄ = xo +
∫ T

0
ẋ(t)dt for ẋ(t) ∈ [L,N] for all

t ≤ T. Re-writing this equality component-wise, we have that
for all i ∈ {1, ..., n} x̄i − x0i =

∫ T

0
ẋi(t)dt for ẋi(t) ∈ [Li ,Ui ] for

all t ≤ T. Then, there isci ∈ [Li ,Ui ] such that
∫ T

0
ẋi(t)dt = ciT

and hence such that ¯xi − x0i = ciT. The constant vectorc :=
(c1, ..., cn)′ is thus such that ¯x− x̄o = cT, in which c ∈ [L,U].
Since [L,U] = [L1,U1] ∪ ... ∪ [LN,UN], there isk ∈ {1, ...,N}

such thatc ∈ [Lk,Uk]. Hence, there isk ∈ {1, ...,N} such that
x̄− x̄o =

∫ T

0
ẋ(t)dt for ẋ(t) ∈ [Lk,Nk] for all t ≤ T.

This proposition states that any point that can be reached
under a rectangular differential inclusion in the form of a
union of “smaller” rectangular differential inclusions can also
be reached under at least one of these smaller rectangular
differential inclusions.

Proposition 19. Let (H, Bad) be in the form of a two-
agent game. Assumption 1 is satisfied if for allq̄ ∈ Q̂ with
q̄ = {q1, ..., qN} either one of the two following properties are
satisfied by H2:

(i) for all qk ∈ q̄ there are Lk,Uk ∈ Rn such that
{ f 2(x2, qk, d) | d ∈ D2} = [Lk,Uk], there are L,U ∈

Rn such that { f 2(x2, q̄, d) | d ∈ D2} = [L,U], and
[L1,U1] ∪ ... ∪ [LN,UN] = [L,U];

(ii) for all qk ∈ q̄ there areθkL, θ
k
U ∈ Θ with (Θ,≤) a lattice and

a function f̄ : Rn × Θ → Rn such that{ f 2(x2, qk, d) | d ∈
D2} = { f̄ (x2, θ) | θ ∈ [θkL, θ

k
U ]} and { f 2(x2, q̄, d) | d ∈

D2} = { f̄ (x2, θ) | θ ∈ ∪k∈{1,...,N}[θkL, θ
k
U ]}, ẋ = f̄ (x, θ) with

θ ∈ ∪k∈{1,...,N}[θkL, θ
k
U ] satisfies (i) and (ii) of Proposition

17, and B2 = B2
1 × R

n.

Proof: Let (x1
0, x

2
0) ∈ Pre(q̄, Bad), we show that when

either (i) or (ii) is satisfied there isqk ∈ q̄ such that
(x1

0, x
2
0) ∈ Pre(qk, Bad). We consider first case (i). Then, for

all feedback mapsπ there is aT > 0 such thatφπ
x1(T, x

1
0) ∈ B1

and x2
0+

∫ T

0
ẋ2(t) = x2(T) ∈ B2 for ẋ2(t) ∈ [L,U] for all t < T.

Let x̄2 := x2(T), then by Proposition 18 there isk ∈ {1, ...,N}
such thatx2

0 +
∫ T

0
ẋ2(t)dt = x̄2 ∈ B2 with ẋ(t) ∈ [Lk,Uk] for

t < T. Hence, (x1
0, x

2
0) ∈ Pre(qk, Bad).

Consider now case (ii). We have that for all feedback maps
π there areT > 0 and θ with θ(t) ∈ ∪k∈{1,...,N}[θkL, θ

k
U ] for

all t < T such thatφπ
x1(T, x

1) ∈ B1 and φx2
1
(T, x2, θ) ∈ B2

1.
Let x̄2

1 := φx2
1
(T, x2, θ), then by Proposition 17 there are also

k ∈ {1, ...,N} andθ′ with θ′(t) ∈ [θkL, θ
k
U ] for all t < T such that

x̄2
1 := φx2

1
(T, x2, θ′). Hence, (x1, x2) ∈ Pre(qk, Bad).

This proposition states that if (H, Bad) is in the form of
a two-agent game and the continuous dynamics ofH2 (the
uncontrolled agent) have either the order preserving properties
established by the assumptions of Proposition 17 or can be
modeled by a family of differential inclusions according to
Proposition 18, then Assumption 1 is satisfied. In turn, the
assumptions of Propositions 17 and 18 are simple to check.
Note that modeling the uncontrolled agent by a family of
switching differential inclusions is often a practical approach
when an accurate dynamical model of such an agent is
missing. In this case, rectangular differential inclusions can
be effectively employed to approximate the agent dynamics
for safety control purposes. Similarly, systems whose dy-
namics have order preserving properties are found in several
application domains, including biological networks [2, 3]and
networks of agents evolving on pre-specified paths such as
trains on rails [32, 41], aircrafts on their routes [33, 42],and
vehicles in their lanes [22, 24].

Assumption 2 requires that for all values (x, u), the possible
vector fields generated by any given modeqi cannot be all
generated by modes that do not belong to the indistinguishable



13

set for qi . In the case in whichf (x, qi , u, d) is affine in the
disturbanced, that is, f (x, qi , u, d) = h(x, qi, u) + g(x, u)d, in
which h(x, qi, u) can be regarded as the “nominal” dynamics,
a sufficient condition for weak distinguishability of modei is
given, for example, when the nominal dynamics of modeqi

are not possible dynamics in any other mode. This can, in turn,
be ensured if‖h(x, qi, u) − h(x, q j, u)‖ > supd∈D‖g(x, u)d‖. As
an example, considerf in the form of a chain of integrators,
that is, f (x, qi , u, d) = (x2, ..., xn, βi +u+d). Letting d ∈ [−d̄, d̄]
for somed̄ > 0, one can verify that any modeqi is weakly
distinguishable if|βi − β j | > d̄ for all j , i. For the special
case in whichf is linear, one can obtain the following general
sufficient condition for weak distinguishability.

Proposition 20. Let f(x, qi , u, d) = Ai x+ Biu+ Mid with u∈
U ⊆ Rm and d ∈ D ⊆ Rp for all qi ∈ Q . Then, mode qi is
weakly distinguishable if ColSpan{Mi}∩ColSpan{Ai−A j | Bi−

B j | M j} = 0 for all j , i.

Proof: If ColSpan{Mi}∩ColSpan{Ai−A j | Bi−B j | M j} = 0
for all j , i, then for all d, d∗, u, x with Mid , 0 we
have thatMid , (Ai − A j)x + (Bi − B j)u + M jd∗, which is
equivalent to havingMid + Ai x + Biu , M jd∗ + A j x + B ju.
This, in turn, is equivalent to having that there isd such
that f (x, qi , u, d) , f (x, q j, u, d∗) for all x, u, d∗, which implies
weak distinguishability.

Finally, consider the class of systems introduced in Propo-
sition 15, in which for all ˆq = qk ∈ Q we haveθ ∈ [θkL, θ

k
U ]. If

for everyk we have that [θkL, θ
k
U ] *

⋃

j,k[θ
j
L, θ

j
U ] and the map

f 2 : X × Θ → X is strongly order preserving with respect to
the second argument, then Assumption 2 is satisfied. Similarly,
consider case (i) of Proposition 19. If for allk such thatqk ∈ Q
we have that [Lk,Uk] *

⋃

j,k[L
j ,U j], then Assumption 2 is

satisfied.

VIII. A pplication Example: Control Design

Consider the application example described in Section IV-B
and depicted in Figure 1. Here, we construct an estimator,
calculate the mode-dependent capture sets, and determine
the feedback map. An estimator̂H = (Q̂,X,U,D,Y, R̂, f̂ ) is
uniquely determined bŷQ, R̂, andY. We setQ̂ = {q̂1, q̂2, q̂3},
in which q̂1 = {a, b, c}, q̂2 = {c, b}, andq̂3 = {b}. To determine
R̂ and Y, consider the estimatêβ(t) = 1

T

∫ t

t−T
v̇2(τ)dτ, t > T.

For each possible value ofq(t), we compute the interval in
which β̂(t) must lie. Thus, we have to consider three cases:
(1) q(t) = a; (2) q(t) = c; (3) q(t) = b.

Case (1):q(t) = a. Then, in the interval of time [t − T, t],
the modeq(t) can only have been equal toa. Since it is still
possible that ˙v2(t) = 0 whenvmax is exceeded, we have that
v̇2(τ) = βa + d̃(τ) with |d̃(τ)| ≤ βa for τ ∈ [t − T, t]. This, in
turn, leads to having|β̂(t) − βa| ≤ βa.

Case (2):q(t) = c. Then, in the interval of time [t − T, t],
the modeq(t) can bec for all time or be first equal toa and
then be equal toc. In this case, we have that ˙v2(τ) = βa

2 + d̃(τ)
for somed̃(τ) such that|d̃(τ)| ≤ βa

2 + d̄. As a consequence, we
have thatβ̂(t) ∈ [−d̄, βa + d̄].

Case (3):q(t) = b. Then, in the interval of time [t − T, t],
the modeq(t) can be inb for all time, or also inc for some

time, or also ina and thenc for some time. It is easy to verify
that this implies that̂β(t) ∈ [−|βb| − d̄, βa + d̄], that is, β̂(t) can
be anywhere.

Hence, we have that if̂β(t) ∈ [−|βb|− d̄,−d̄] then necessarily
q(t) = b. Similarly, if β̂(t) ∈ [−d̄, 0] then, a is not currently
possible and thus we must have thatq(t) ∈ {c, b}. As a
consequence, we letY = {ycb, yb, ǫ} and define fort > T
y(t) = ycb if β̂(t) ∈ [−d̄, 0], y(t) = yb if β̂(t) ∈ [−|βb| − d̄,−d̄],
and y(t) = ǫ otherwise. Thus,̂R is such thatR̂(q̂1, ycb) = q̂2,
R̂(q̂1, yb) = q̂3, and R̂(q̂2, yb) = q̂3. SystemĤ is represented
in the top left diagram of Figure 3. The properties of an
estimator are satisfied as whena or {a, c} are ruled out, the
structure ofR guarantees thatq(t) cannot take again those
values. By Theorem 3, Algorithm 1 terminates and by Lemma
1 we have thatĈq̂1 = Pre(q̂1, Bad), Ĉq̂2 = Pre(q̂2, Bad), and
Ĉq̂3 = Pre(q̂3, Bad). Since for all q̂ ∈ Q̂, the assumptions of
Proposition 15 are satisfied, we employ such a proposition to
determine whetherx ∈ Pre(q̂i , Bad) for all i ∈ {1, 2, 3} and to
determine the feedback map ˆπ. Assumption 1 is satisfied and
Assumption 2 is also satisfied forx4 ∈ (vmin, vmax). Simulation
results are shown in panels (a)-(e) of Figure 3.

IX. Conclusions

In this paper, we have addressed the safety control problem
for hybrid systems in which the mode is not available for
control (HMHS). We have adopted an approach inspired by
the theory of games with imperfect information. Specifically,
we have introduced the notion of non-deterministic discrete
information state and formulated the control problem on its
basis (Problem 1). We have introduced the notion of an esti-
mator and we have formulated a control problem with perfect
state information on a new hybrid automatonĤ (Problem 2).
We have provided an algorithm for the computation of the
capture set forĤ and for the least restrictive control map. We
have provided conditions for the termination of the iterative
algorithm that computes the capture set. We have also shown
how to construct an abstraction ofĤ for which the algorithm
always terminates and has as fixed point the capture set of
Ĥ. We showed that Problem 2 is equivalent to Problem 1
under suitable assumptions and provided classes of systems
for which these assumptions are satisfied. Accordingly, an
application example in the context of cooperative active safety
systems has been presented. Future research will include
removing Assumptions 1 and 2 by employing a dynamic
feedback design that does not impose separation between
estimation and control. Also, we will consider the case in
which there is a non-zero minimum dwell time associated with
the modes inQ.
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Appendix

(Proof of Proposition 5) Property (i) follows directly
from the definition of Pre, in whicht = 0. To show
property (ii), let xo ∈ Pre(q̂,Pre(q̂,S)). By the definition
of Pre, we have that for all ˆπ there is d1 and a time t1
such that someφπ̂x̂(t1, (xo, q̂), d1, ǫ) ∈ Pre(q̂,S). Define
x′o := φπ̂x̂(t1, (xo, q̂), d1, ǫ). Sincex′o ∈ Pre(q̂,S), we have by the
definition of Pre that for all ˆπ there isd2 and t2 > 0 such that
someφπ̂x̂(t2, (x

′
o, q̂), d2, ǫ) ∈ S. Let t = t1+ t2 and defined such

that d(τ) = d1(τ) for τ < t1 and d(τ) = d2(τ − t1) for τ ≥ t1.
Then, we have thatφπ̂x̂(t2, (x

′
o, q̂), d2, ǫ) = φπ̂x̂(t, (xo, q̂), d, ǫ).

Since for all π̂ there is d such thatφπ̂x̂(t, (xo, q̂), d, ǫ) ∈ S,
we also have thatxo ∈ Pre(q̂,S). Property (iii) is an
immediate consequence of the definition of Pre. Property
(iv) follows from the fact that if for allπ a trajectory ˆx(t)
such that˙̂x(t) ∈ f̂ (x̂(t), q̂1, π̂(q̂1, x̂(t)), d(t)) entersS, then also
a trajectory such thaṫ̂x(t) ∈ f̂ (x̂(t), q̂2, π̂(q̂2, x̂(t)), d(t)) with
q̂2 ⊇ q̂1 entersS. Property (v) follows from the fact that (a)
Pre(q̂1,Pre(q̂2,S)) ⊇ Pre(q̂1,S) by property (i) and (iii); and
from the fact that (b) Pre( ˆq1,Pre(q̂2,S)) ⊆ Pre(q̂1,Pre(q̂1,S))
by properties (iv) and (iii); and from the fact that (c)
Pre(q̂1,Pre(q̂1,S)) = Pre(q̂1,S) by property (ii). Finally,
we show property (vi). By property (i), we have that
S1 ∪ . . .∪ Sn ⊆ Pre(q̂1,S1) ∪ . . . ∪ Pre(q̂n,Sn). Thus, applying
property (iii), we have that Pre( ˆq0,S0 ∪ S1 ∪ . . . ∪ Sn) ⊆
Pre(q̂0,S0 ∪ Pre(q̂1,S1) ∪ . . . ∪ Pre(q̂n,Sn)). Also,
applying property (iv) and property (iii), we have
that Pre( ˆq0,S0 ∪ Pre(q̂0,S1) ∪ . . . ∪ Pre(q̂0,Sn)) ⊇

Pre(q̂0,S0 ∪ Pre(q̂1,S1) ∪ . . . ∪ Pre(q̂n,Sn)). However,
Pre(q̂0,S0 ∪ Pre(q̂0,S1) ∪ . . . ∪ Pre(q̂0,Sn)) =

Pre(q̂0,S0 ∪ S1 ∪ . . . ∪ Sn) by the definition of Pre
(using the same strategy as used for proving property
(ii)). Hence Pre(ˆq0,S0 ∪ Pre(q̂1,S1) ∪ . . . ∪ Pre(q̂n,Sn)) =
Pre(q̂0,S0 ∪ S1 ∪ . . . ∪ Sn) for q̂i ⊆ q̂0 for all i.

(Proof of Proposition 6) See Proposition 4 of [51].

(Proof of Proposition 7) Let (q̂i , xi) ∈ Ŵ. Then, by the
definition of Ĉ we have that there is a feedback map ˆπi such
that all φ̂π̂i (t, (q̂i , xi), d, y) ∈ Ŵ for all d, y andt ≥ 0. Define the
set W̄i :=

⋃

d,y,t≥0 φ̂
π̂i (t, (q̂i , xi), d, y) ⊆ Ŵ, which is controlled

invariant with feedback map ˆπi . Since the class of controlled
invariant sets contained in̂W is closed under union (see the



16

proof of Proposition 3 of [39]), there is a feedback map ˆπ that
makes the union

⋃

{i | (q̂i ,xi)∈Ŵ} W̄i ⊆ Ŵ controlled invariant.
ThereforeŴ is also controlled invariant. It is the maximal
controlled invariant set contained in (Q̂ × X)/(Q̂ × Bad)
because if ( ˆq, x) < Ŵ then (q̂, x) ∈ Ĉ, which implies that for
all maps π̂ some flow φ̂π̂(t, (q̂, x), d, y) enters Q̂ × Bad for
somed, y, and t ≥ 0.

(Proof of Proposition 8) See Proposition 5 of [51].

(Proof of Proposition 9) We construct fromF an impulse
differential inclusion whosex trajectories are the same as
the ones of the system ˙x ∈ F(x) and then apply Theorem
3 from [5] to the resulting impulse differential inclusion to
conclude invariance ofS. An impulse differential inclusion is
a tuple H̄ = (X̄, F̄, R̄, J̄), in which X̄ is a finite dimensional
space, F̄ : X̄ → 2X̄ is a set valued map regarded as a
differential inclusion˙̄x ∈ F̄(x̄), R̄ : X̄ → 2X̄ is a reset map,
and J̄ ⊂ X̄ is a forced discrete transition set. SinceF is
piecewise Lipschitz continuous onX, there are setsXi ⊂ X
for i = 1, ...,N that coverX on which F is Lipschitz. Define
for each i ∈ {1, ...,N} the mapsFi : X → 2X such that
Fi(x) = F(x) for all x ∈ Xi and for x < Xi the mapFi(x)
is extended so that it is Lipschitz continuous onX. Then,
Fi : X → 2X is Marchaud and Lipschitz continuous. Let
zi ∈ {1, 0} for i ∈ {1, ...,N} and defineX̄ := X × {1, 0}N.
Let z = (z1, ..., zN) and define the new map̄F : X̄ → 2X̄

as F̄(x, z) :=

(

z1F1(x) + ... + zNFN(x)
0N×1

)

, ∀(x, z) ∈ X̄. Define

a reset map̄R : X̄ → X̄ by R̄(x, z) = (x, ei), if x ∈ Xi . Define
the set of forced transitions̄J ⊂ X̄ as J̄ = {(x, z) ∈ X̄ | x ∈
Xi andz, ei}. By construction, thex trajectories ofH̄ starting
from initial conditionsz= ei andx ∈ Xi for all i coincide with
the trajectories of ˙x ∈ F(x) starting with the samex ∈ Xi .

Let E := {e1, ..., eN} ⊂ {1, 0}N and define the set̄S ⊂ X̄ as
S̄ = S × E. This is a closed set. Theorem 3 from [5] states
that if F̄ is Marchaud and Lipschitz and̄J is closed, then
S̄ is invariant underH̄ if and only if (1) R̄(S̄) ⊆ S̄ and (2)
∀(x, z) ∈ S̄\J̄ we haveF̄(x, z) ⊆ TS̄(x, z). Notice thatR̄(S̄) ⊆ S̄
by the wayR̄ is constructed. Let thenF(x) ⊆ TS(x) for all
x ∈ S. We show that this implies that alsōF(x, z) ⊆ TS̄(x, z)
for all (x, z) ∈ S̄\J̄. By the wayF̄, S̄, andJ̄ have been defined,
for all (x, z) ∈ S̄\J̄ we have thatF̄(x, z) = (Fi(x), 0N×1) with
x ∈ Xi . Since alsox ∈ S, we haveFi(x) ⊆ TS(x) because
x ∈ Xi and Fi(x) = F(x) for x ∈ Xi . Sincez ∈ E, we have
that TE(z) = 0N×1. As a consequence,̄F(x, z) ⊆ TS(x) × TE(z).
Given that TS×E(x, z) = TS(x) × TE(z) [10], it follows that
F̄(x, z) ⊆ TS×E(x, z) for all (x, z) ∈ S̄\J̄. By Theorem 3 in
[5], set S̄ is invariant underH̄, which implies that setS is
invariant byF as thex trajectories of the first system starting
in (xo, zo) ∈ S̄ are the same as thex trajectories of the second
system starting atxo ∈ S.

Conversely, ifF(x) * TS(x) for somex ∈ S, then for some
i such thatx ∈ Xi we have thatFi(x) * TS(x). This in turn
implies that for (x, z) ∈ S̄\J̄ (that is, for z = ei) we have
F̄(x, z) * TS̄(x, z). By Theorem 3 in [5] setS̄ is thus not
invariant underH̄. This implies that there is a timet at which
either x(t) < S or z(t) < E. However, if z(0) ∈ E we must

have thatz(t) ∈ E for all t as z can change its value only
throughR̄, which always mapsz back in E. Therefore, there
must be a timet such thatx(t) < S for systemH̄. Since thex
trajectories ofH̄ starting at (xo, zo) ∈ S̄ are the same as those
of ẋ ∈ F(x) starting atxo ∈ S, it must be thatx(t) < S also
for system ˙x ∈ F(x), implying thatS cannot be invariant forF.

Definition 24. (Type of a kernel set) We say that a kernel set
ker1 ⊆ Q̂ transitsto a kernel setker2 ⊆ Q̂ if there isq̂1 ∈ ker1,
q̂2 ∈ ker2, andy ∈ Y such that ˆq2 = R̂(q̂1, y). A kernel set is
type(1) if it does not transit to any other kernel set. A kernel
set istype(n) if it transits to type(n− 1) kernel sets and only
to type(n− 1), . . . , type(1) kernel sets.

Proposition 21. Let q̂i for i ∈ {1, ...,M} be in a type(1) kernel
set. Then, Algorithm 1 is such that there is a K∗ ≥ 0 for which
SK∗

i = SK∗+1
i .

(Proof) See Theorem 2 of [51].

(Proof of Theorem 3) See Theorem 2 of [51].
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