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Restricted open-shell Kohn-Sham (ROKS) theory provides a powerful computational tool for cal-
culating singlet excited state energies and dynamics. However, the possibility of multiple solutions
to the ROKS equations — with the associated difficulty of automatically selecting the physically
meaningful solution — limits its usefulness for intensive applications such as long-time Born-
Oppenheimer molecular dynamics. We present an implementation of ROKS for excited states which
prescribes the physically correct solution from an overlap criterion and guarantees that this so-
lution is stationary, allowing for straightforward evaluation of nuclear gradients. The method is
used to benchmark ROKS for vertical excitation energies of small and large organic dyes and for
the calculation of Stokes shifts. With common density functional approximations, ROKS vertical
excitation energies, and Stokes shifts show similar accuracy to those from time-dependent den-
sity functional theory and �-self-consistent-field approaches. Advantages of the ROKS approach
for excited state structure and molecular dynamics are discussed. © 2013 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4801790]

I. INTRODUCTION

Accurate methods for modeling electronically excited
states in complex environments are playing an increasingly
active role in the design of advanced materials, from or-
ganic semiconductors and next-generation dyes to artificial
enzymes.1, 2 Several techniques rooted in density functional
theory (DFT) already enjoy wide use for these excited state
simulations: useful strategies include not only linear response
time-dependent DFT (TDDFT),3 but also constrained DFT,4

� self-consistent-field DFT (�SCF-DFT),5 and constricted
variational DFT (CV-DFT),6–8 among others.

Each of these excited state extensions of DFT possesses
its own set of strengths and weaknesses. Linear response
TDDFT and CV-DFT, for example, share the advantage
of treating several excited states in a single calculation.
The �SCF-DFT approach, on the other hand, offers cer-
tain practical advantages such as readily available gradients
and Hessians. Despite the dominance of TDDFT in com-
putational studies involving excited states, �SCF-DFT is
a similarly reliable predictor of excitation energies in or-
ganic chromophores.9 Still, the �SCF-DFT approach (abbre-
viated hereafter to �SCF) possesses drawbacks limiting its
utility.

First, �SCF produces a broken-symmetry state, so the
calculation of singlet excited states requires the use of a spin
purification procedure.5 Hence two independent SCF calcu-
lations must be carried out for every computed excitation en-
ergy. The second, and perhaps more severe, difficulty is that
the �SCF orbital relaxation procedure is prone to “variational
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collapse,” in which the SCF convergence procedure for an
excited state returns to the ground state determinant. Within
wavefunction-based approaches, it is possible to variationally
optimize the open-shell singlet state through nonorthogonal
SCF10 or multireference schemes.11, 12 However, in solving
the standard Hartree-Fock or Kohn-Sham equations, higher-
energy solutions can only be obtained if variational collapse
is somehow avoided. Collapse is often instigated by changes
in the relative energies of frontier KS orbitals during the SCF
procedure; the maximum overlap method (MOM)13, 14 is de-
signed to address this issue by occupying orbitals at each
SCF step in order of their overlap with the span of the KS
orbitals from the previous SCF step. Nevertheless, neither a
non-Aufbau rule nor a maximum overlap rule for orbital oc-
cupation can guarantee SCF convergence to the target state.
This state of affairs makes �SCF less appealing for the po-
tential energy scans and molecular dynamics simulations for
which it is otherwise computationally well-suited, because the
necessary convergence strategy may vary unpredictably from
one geometry to the next.

Both of these shortcomings of �SCF can be avoided, in
principle, if the spin adaption takes place at the level of the KS
orbital optimization, in lieu of a post facto energy correction
(Figure 1). The restricted open-shell Kohn-Sham (ROKS) ap-
proach to excited states,15–17 summarized in Sec. II, offers a
straightforward means of optimizing the KS orbitals to mini-
mize any linear combination of single-determinant energies,18

although we are primarily concerned with the case of the
lowest singlet excited state. There exist more sophisticated
techniques for obtaining static excited states in DFT while
avoiding variational collapse.19 Compared to other techniques
which avoid variational collapse, such as CV-DFT, the relative
simplicity of ROKS makes it appealing for computationally
demanding applications.

0021-9606/2013/138(16)/164101/8/$30.00 © 2013 AIP Publishing LLC138, 164101-1
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FIG. 1. Relaxation of Kohn-Sham orbitals (a) in �SCF, and (b) in ROKS.
Note that the converged mixed and triplet determinants in �SCF are con-
structed from different KS orbitals, whereas in ROKS both determinants are
built from a common set of orbitals. Furthermore, the α and β orbital sets are
identical in ROKS.

Despite more than a decade of quantum chemical mod-
eling with ROKS, both practical and fundamental questions
about this strategy linger. The majority of ROKS studies have
involved codes that use a plane-wave basis,20–23 thereby pre-
cluding a thorough assessment of the performance of ROKS
with hybrid XC functionals and with other recent advance-
ments in XC functional design, such as range-separation.24

On the more fundamental side, despite the clear analogy be-
tween the �SCF and ROKS ansatze, the working equations
of the two methods are very distinct. Thus it merits investi-
gation whether the excitation energies obtained by these two
methods are in rough mutual agreement, and to what extent
their results may be expected to differ. Furthermore, there ex-
ists a well-documented complication in ROKS in which rota-
tions between the open-shell orbitals can artificially lower the
energy of the S1 state.23, 25, 26 Efforts to address this concern
have either accompanied a reformulation of the entire ROKS
ansatz23 or resulted in a set of possible solutions which must
be tested on a case-by-case basis.27 In this investigation, we
determine a simple, robust resolution to the open-shell mixing
problem in ROKS which ensures that the calculated electronic
state is both variational and corresponds physically to the ex-
cited state of interest.

After a brief review of established ROKS theory, we
present a single set of ROKS equations derived from the gen-
eral SCF conditions of Hirao and Nakatsuji.28 We also dis-
cuss the issue of indeterminacy of the ROKS equations for
open-shell singlets with respect to mixing between the two
open-shell orbitals, as well as the derivation of the energy
gradient. After outlining computational details, we analyze
ROKS vertical excitation energies for a set of small organic
dyes as well as for the larger set of chromophores studied in
Ref. 9. We then compare the performance of ROKS, �SCF,
and TDDFT for the prediction of Stokes shifts using a third
set of organic molecules with experimentally known Stokes
shifts in the gas phase. ROKS shows promisingly good perfor-
mance for both excitation energies and Stokes shifts. Finally,
we conclude with our perspective on the practical utility of
ROKS for excited state simulations, as well as some targets
for future work.

II. THEORY

Our implementation of ROKS closely follows the formu-
lation due to Filatov and Shaik,15 which is itself rooted in
Roothaan’s vector-coupling approach to restricted open-shell
Hartree-Fock theory.29 For simplicity, we specialize immedi-
ately to the case of singlet excited states constructed from
two determinants. In this formulation, the energy of a two-
determinantal singlet excited state is given by the sum rule

EROKS
s = 2Em [{φi}] − Et [{φi}] , (1)

where s, m, and t denote the singlet excited state, mixed-
spin determinant, and triplet determinant, respectively, as il-
lustrated in Figure 1. This energy expression bears similarity
to the expression used for singlet excited states in �SCF,5

with the key distinction that in ROKS the mixed- and triplet-
state determinants are constructed from the same set of or-
bitals {φ}, while in �SCF the orbitals are separately opti-
mized for each determinant,

E�SCF
s = 2Em

[{
φm

i

}] − Et

[{
φt

i

}]
. (2)

This fundamental difference in philosophy between the �SCF
and ROKS approaches is illustrated schematically in Figure 1.
Within Kohn-Sham DFT, the �SCF spin purification proce-
dure only holds in an approximate sense because the triplet
determinant is not exactly obtained from the mixed determi-
nant by application of a spin raising operator. This problem
is mitigated in ROKS through the use of a single set of or-
bitals for both determinants. Following precedent, we refer to
the mixed and triplet determinants collectively as microstates
involved in the ROKS energy expression.15

Variational minimization of the ROKS energy with re-
spect to the KS orbitals leads to the complication of different
Fock operators for each shell.15, 27 Nevertheless, through the
general SCF operator technique of Hirao and Nakatsuji,28 it
is possible to derive a unified eigenvalue equation for closed-
and open-shell orbitals in the molecular orbital (MO) basis:

FC = Cε, (3)
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where F, C, and ε are the effective Fock matrix, MO coeffi-
cients, and orbital energies. F in Eq. (3) has a natural block
structure defined by the different shells [closed (c), first open
(a), second open (b), and virtual (v)], and it takes a different
form in each of these blocks. In the Appendix, we show the
derivation of this effective Fock matrix.

Expressed in terms of Fock matrices for different orbital
spaces,

Fc = 2Fα
m + 2Fβ

m − Fα
t − Fβ

t , (4)

Fa = 2Fβ
m − Fα

t , (5)

Fb = 2Fα
m − Fα

t , (6)

the ROKS Fock matrix for the S1 state is given by

Fs =

⎛
⎜⎜⎝

Fc Fc − Fa Fc − Fb Fc

Fc − Fa Fa Fa − Fb Fa

Fc − Fb Fa − Fb Fb Fb

Fc Fa Fb Fc

⎞
⎟⎟⎠, (7)

where the four rows (and columns) indicate, in order, closed-
shell, first open shell, second open shell, and virtual orbitals.
Then the SCF condition is given by

[Fc, Pc] + [Fa, Pa] + [Fb, Pb] = 0, (8)

where

Pc = Pβ
t , (9)

Pa = 2Pβ
m − Pβ

t , (10)

Pb = 2Pα
m − Pβ

t . (11)

We construct the effective Fock matrix in three steps:

1. Build mixed (Pα
m,Pβ

m) and triplet (Pα
t ,Pβ

t ) density matri-
ces from the unified set of KS orbitals.

2. Build Fock matrices (Fα
m,Fβ

m, Fα
t ,Fβ

t ) for the mixed and
triplet determinants from the mixed and triplet densities.

3. Project linear combinations of the single-determinant
Fock matrices in the MO basis onto the appropriate
blocks to create the effective Fock matrix.

Using this effective Fock matrix, we solve Eq. (3) self-
consistently using the standard machinery of quantum chemi-
cal SCF algorithms. The single-determinant energies are then
determined from the converged KS orbitals and substituted
into Eq. (1) to obtain the ROKS energy of the S1 state.

A. Orbital mixing between open shells

Several authors have identified, in their ROKS calcu-
lations, a complication that arises when solving the ROKS
equations for the lowest singlet excited state.20, 23, 25–27 When
the excited state possesses the same symmetry as the ground
state, the ROKS algorithm formulated above permits mix-
ing between the two open shell orbitals. This orbital mix-
ing can artificially lower the energy of the excited state, typ-

ically by an amount commensurate with twice the singlet-
triplet splitting,23, 26 potentially delivering an S1 excitation en-
ergy that would actually make a better estimate for the triplet
energy. This instability is not unexpected:15 in fact, it was al-
ready established that a proper description of excited states of
the same symmetry as the ground state requires a symmetry-
dependent XC functional.30–32

We have observed similar energy lowering in some cases
that we have tested. In such cases, we found that the fi-
nal ROKS S1 state is far from orthogonal to the reference
ground state. Given that the ROKS state is expressed as a
two-determinantal wavefunction, the overlap between these
two wavefunctions can be computed as

〈S1|S0〉 =
√

2 det
[(

Cα
mSC0

) (
Cβ

mSC0
)]

, (12)

where Cσ
m and C0 are the MO coefficients of the mixed KS

determinant of ROKS (see Figure 1) and the reference ground
state. A large overlap means that such a ROKS state does not
represent the S1 excited state well. We find that this is mostly
attributed to rotations between the two open shell orbitals a
and b. In some situations, simply solving Eq. (7) significantly
mixes these two orbitals to lower the energy. However, the
ROKS equations can have multiple solutions, each of which
satisfies Eq. (8). In cases where orbital mixing leads to a state
with large ground-state overlap, we can easily find a more
physical solution to the ROKS equations by applying a level
shift to separate the energy levels of the open shell a and b
orbitals. Although these solutions are not global minima, they
are still stationary, and therefore analytical gradients are im-
mediately available as explained in Sec. II B. This is an ad-
vantage of our implementation over the previous “localized”
and “delocalized” solutions of other authors,25–27 which can
be non-stationary.

B. Gradient of the ROKS energy

Since the ROKS energy expression (Eq. (1)) is a lin-
ear combination of two energy expressions of KS-DFT, it is
straightforward to derive the corresponding nuclear gradient
EX

ROKS = dEROKS/dX where X is a nuclear position. That is
to say, the gradient expression for ROKS almost takes a linear
form built from gradients of mixed and triplet KS states. The
nuclear gradient for each state can be evaluated in the usual
way, see, for example, Ref. 33. However, it should be noted
that, since we solve the ROKS equation, Eq. (8), instead of
separate equations for each state, a term involving the Fock
matrices and density matrices differs from the corresponding
term obtained independently from each state. Consequently,
the so-called energy-weighted density matrix33 W is defined
differently for ROKS,

WROKS = Pα
t

(
2Fα

mPα
m + 2Fβ

mPβ
m − Fα

t Pα
t − Fβ

t Pβ
t

)
, (13)

while for single-determinant KS,

WKS = PαFαPα + PβFβPβ. (14)

With this adjustment, the ROKS nuclear gradient EX
ROKS can

be computed simply by a linear combination of two different
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nuclear gradients,

EX
ROKS = 2ẼX

m − ẼX
t , (15)

where again ẼX
m and ẼX

t are evaluated with the energy-
weighted density matrix in Eq. (13). Evaluation of other terms
can be found in Refs. 34 and 35 and is available in the vast
majority of quantum chemistry program packages. It should
be noted that the above equation is only true if the variation-
ally determined Fock matrix, Eq. (7), is used. If other vari-
ants of Fock matrix are used, one typically finds WROKS non-
Hermitian, and a correction is needed that explicitly requires
computation of CX, because the resulting state is not varia-
tional with respect to C, i.e., Eq. (8) is not satisfied.

III. COMPUTATIONAL DETAILS

The ROKS algorithm outlined above was implemented in
a development version of the Q-CHEM 4.0 software package36

for S1 and T1 excited states of molecules with closed-shell
singlet ground states. A standard DIIS procedure was used
to accelerate convergence.37 Occasionally for the larger sys-
tems, virtual orbitals crossed into the energy domain of the
open shell orbitals. To converge the orbitals in these cases,
we introduced a level shift procedure38 to force the virtual or-
bitals away from the open-shells energetically. The same tech-
nique was also used to separate closed-shell and open-shell
orbital energies to aid convergence, as well as two open-shell
orbitals when the resulting wavefunction had a large overlap
with its ground state. Fortunately, these level shifts did not
significantly increase the number of SCF cycles necessary to
achieve convergence.

Geometries for the small-dye test set of Schreiber
et al. at the MP2/6-31G* level were obtained directly from
Ref. 39. ROPBE0 vertical excitation energies were also com-
puted with the 6-31G* basis set. The basis set sensitivity of
ROKS will be addressed in more detail in Sec. IV.

For the large-dye test set, the same B3LYP/6-31G* op-
timized geometries employed in Ref. 9 were used here. This
basis set was used with the PBE0 functional for ROKS ex-
cited state calculations on the large-dye test set and for the
calculation of Stokes shifts.

Stokes shifts were calculated from four single-point cal-
culations without adjustment for the effects of vibronic cou-
pling on the absorption and emission profiles. Absorption
maxima were associated with the vertical excitation en-
ergy computed at the ground-state-optimized geometry, while
emission maxima were calculated from the energy difference
between the excited and ground states at the optimized geom-
etry for the excited state, optimized using the same theory as
was used for the excited state energy calculation.

IV. RESULTS AND DISCUSSION

A. ROKS energies of small organic dyes

First we validate our implementation of ROKS by con-
sidering vertical excitation energies of 27 small organic dyes
for which low-lying excited state energies were recently
benchmarked by Schreiber et al. with high-level wavefunc-

tion methods.39 ROKS vertical excitation energies for the S0

→ S1 transition in each dye are collected in Table I. Note that
the ordering of excited states in ROKS may differ from that of
the wavefunction methods used to obtain the “best estimates”
in Table I; in all cases the best estimate for the state most
closely representative of the ROKS S1 state was used.

Although other authors have suggested that different
ROKS algorithms are necessary for different excitation sym-
metries, Table I shows that our ROKS algorithm provides rea-
sonable vertical excitation energies regardless of the symme-
try of the transition. This is very encouraging from a practical
perspective, as it suggests that with this approach to ROKS,
a single convergence strategy will work for any system (pro-
vided, of course, that the S0 → S1 transition is well-described
by a single-orbital excitation).

Generally, the overlap criterion described in Sec. II A
is either near zero or near its maximum 1/

√
2; in the latter

case, applying the level shift (typically between 0.1 and 0.5
a.u.) returns a different state with near-zero overlap with the
ground state. This effectively corrects for artificial lowering
of the ROKS energy via mixing of the open shells. To illus-
trate how the level shift and the overlap criterion for judging
the quality of the ROKS state enter into the calculation, we
consider the case of cytosine. Without a level shift, ROKS
predicts an S0 → S1 vertical excitation energy of 3.98 eV, sig-
nificantly below the best estimate, 4.66 eV. This ROKS state
has an overlap with the ground state 〈S1|S0〉 = 0.6572. With
the level shift applied, the resulting ROKS state has an over-
lap with the ground state near zero (〈S1|S0〉 = 0.0804) and an
excitation energy of 4.76 eV.

Regarding accuracy, RO-PBE0 tends to underestimate
excitation energies, especially of π → π* transitions,
whereas it sometimes overestimates those of n → π* tran-
sitions. This trend is weakly evident with the 6-31G* basis
set but is more exaggerated for π → π* transitions in the
more complete 6-311+G* basis set: adding diffuse functions
tends to lower the ROKS excitation energy for these tran-
sitions, sometimes substantially. Others have suggested that
the underestimation of π → π* excitation energies in ROKS
may be largely due to the use of local density approxima-
tion (LDA) and generalized gradient approximation (GGA)
functionals,20 but our results suggest that hybrid functionals
do not substantially correct this behavior. The predicted tran-
sition energies obtained with the LC-ωPBE0 functional show
that this underestimation persists even with range-separation
of the exchange interaction. The strong basis set dependence
of the results is an often overlooked, but not especially sur-
prising result considering the importance of diffuse functions
for describing even valence excited states.

Having established that our ROKS implementation
can deliver reasonable excitation energies for small chro-
mophores, we proceed to benchmark ROKS for a set of larger
organic dyes.

B. ROKS vertical excitation energies of large
organic dyes

We evaluated ROKS vertical excitation energies for the
collection of large dyes of Ref. 9 using a variety of XC
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TABLE I. Lowest ROKS vertical excitation energy (in eV) for a collection of small organic dyes, compared
with ab initio best-estimates.

RO-PBE0 Eex RO-LCωPBE0 Eex

Molecule Symmetry 6-31G* 6-311+G* 6-31G* 6-311+G* Best estimate

Ethene π → π* 7.68 7.14 7.78 7.27 7.80
Butadiene π → π* 5.37 5.15 5.63 5.43 6.18
Hexatriene π → π* 4.23 4.12 4.62 4.51 5.10
Octatetraene π → π* 3.54 3.47 4.00 3.94 4.47
Cyclopropene π → π* 6.75 6.24 6.83 6.34 7.06
Cyclopentadiene π → π* 4.97 4.83 5.06 4.93 5.55
Norbornadiene π → π* 4.99 4.76 5.11 4.89 5.34
Benzene π → π* 6.51 6.28 6.66 6.44 5.08
Furan π → π* 6.09 5.78 6.19 5.90 6.32
Pyrrole π → π* 6.37 5.27 6.48 5.38 6.37
Imidazole π → π* 6.43 5.76 6.56 5.83 6.19
Pyridine n → π* 4.80 4.72 4.83 4.75 4.59
Pyrazine π → π* 3.98 3.92 4.09 4.03 3.95
Pyrimidine n → π* 4.34 4.29 4.44 4.39 4.55
Pyridazine n → π* 3.63 3.58 3.67 3.62 3.78
Triazine n → π* 4.64 4.62 4.75 4.68 4.60
Tetrazine π → π* 2.22 2.21 2.33 2.31 2.24
Formaldehyde n → π* 3.67 3.59 3.67 3.59 3.88
Acetone n → π* 4.10 4.08 4.10 4.08 4.40
Benzoquinone n → π* 2.46 2.49 2.70 2.73 2.80
Formamide n → π* 5.48 6.84 5.46 5.35 5.63
Acetamide n → π* 5.46 6.52 5.46 5.38 5.80
Propanamide n → π* 5.51 6.50 5.50 5.41 5.72
Cytosine π → π* 4.63 3.94 4.01 3.97 4.66
Thymine π → π* 4.96 4.83 5.19 5.04 4.82
Uracil π → π* 5.06 5.00 5.31 5.20 4.80
Adenine π → π* 4.94 4.82 5.21 5.09 5.25

Mean error − 0.22 − 0.23 − 0.05 − 0.24
MAE 0.37 0.55 0.31 0.41
RMSD 0.51 0.66 0.43 0.51

functionals, many of which were also used in the previous
�SCF benchmarking study. We also include results obtained
within LDA to facilitate comparison with previous ROKS
studies which have relied heavily on this functional. The Min-
nesota functionals M06-2X and M06-HF were excluded from
this study because our current implementation of ROKS does
not support kinetic energy density-dependent functionals.

Performance statistics across the large-dye test set are
reported in Table II; a full tabulation of the constituent ver-
tical excitation energies is available in the supplementary
material.40 In parallel with the �SCF results in Ref. 9, hy-
brid functionals with a modest fraction of exact exchange
(about 20%) are most successful at reproducing the exper-
imental excitation energies. In particular, ROPBE0 (RMSD
= 0.31 eV) achieves approximately the same accuracy ob-
tained with �PBE0 (RMSD = 0.28 eV) and with TD-PBE0
(RMSD = 0.32 eV) in our previous study.9 Although the LC-
ωPBE0 functional (RMSD = 0.47 eV) does not perform as
well for ROKS as it did for �SCF (RMSD = 0.32 eV) or
TDDFT (RMSD = 0.33 eV), we find that the simpler range-
corrected GGA, LC-ωPBE, performs quite well for ROKS
excitation energies on this test set (RMSD = 0.28 eV). How-
ever, note that the mean error (ME) and root-mean-square de-

viations (RMSD) for LC-ωPBE0 are of similar magnitude.
Given the tendency, observed in the smaller organic dyes, for
additional diffuse basis functions to lower the predicted exci-
tation energy by 0.1 eV or more, we suspect that using a more
complete basis set would significantly reduce both the ME

TABLE II. Mean error (ME), mean absolute error (MAE), and root-mean-
square deviation (RMSD) of ROKS excitation energies from experiment for
the test set of larger organic dyes (in eV). The 6-31G* basis set was used for
each constituent calculation. Functionals are arranged in order of increasing
degree of exact exchange.

Functional ME MAE RMSD

LDA − 0.56 0.57 0.66
BLYP − 0.55 0.56 0.65
PBE − 0.53 0.55 0.64
B3LYP − 0.14 0.28 0.35
PBE0 − 0.04 0.24 0.31
BH&HLYP 0.43 0.43 0.51
LC-ωPBE 0.08 0.23 0.28
LC-ωPBE0 0.40 0.40 0.47
ωB97 0.91 0.91 0.94
ωB97-X 0.79 0.79 0.82
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FIG. 2. Collection of organic dyes for the assessment of DFT Stokes shifts.

and RMSD of the LC-ωPBE0 excitation energies to more fa-
vorable values, while adversely affecting the performance of
PBE0 to some extent.

Next we move away from ground-state equilibrium ge-
ometries and consider the application of ROKS, �SCF, and
TDDFT to the prediction of Stokes shifts.

C. Comparison of Stokes shifts from ROKS,
�SCF, and TDDFT

The Stokes shifts test set consists of nine chromophores
for which the Stokes shift has been measured in the gas phase.
Liu and co-workers presented a strategy based on the �SCF
approach to study vertical excitation and emission in dyes,
including solvatochromic effects.41 In contrast, in prepar-
ing a set of experimental reference data, we have favored
molecules with a known gas-phase Stokes shift to facilitate
direct comparison between calculation and experiment. One
could clearly develop a significantly larger test set if exper-
imental results obtained in solution were to be used. How-
ever, due to the difficulties inherent in disentangling solvent
effects on geometry relaxation in the excited state, we opted
to study a smaller data set consisting exclusively of gas-phase
experiments.

The nine chromophores are identified in Figure 2. They
represent a variety of commonly encountered chromophore
structures, such as an acene (8), a polyaromatic hydrocarbon
(2), two phthalocyanines (5 and 9), and a coumarin (3). They
also span a broad range of observed Stokes shift magnitudes,
from nearly zero (free-base phthalocyanine 5) to larger than
0.5 eV (1 and 7). Even larger Stokes shifts are obtainable in
solution;42 however, solvent stabilization of the excited state
typically accounts for a significant fraction of the observed
shift in this case.

In Table III, the calculated absorption and emission max-
ima are reported along with the corresponding Stokes shifts
from each theoretical method and from experiment. The
ground-state and ROKS excited-state optimized geometries
are available in the supplementary material.40 We find that
ROKS predicts for all chromophores a Stokes shift within

TABLE III. Aborption/emission energies and Stokes shift (S.S.) of each dye in Figure 2, calculated by TDDFT,
�SCF, and ROKS, versus experiment. All energies are in eV, and all calculations use the B3LYP functional and 6-
31G* basis set. Statistics at the bottom of the table are ME, MAE, and RMSD of each method versus experiment,
all in eV.

TDDFT �SCF ROKS
Experiment

Dye Abs. Em. S.S. Abs. Em. S.S. Abs. Em. S.S. S.S.

1 4.33 3.81 0.52 3.41 2.45 0.95 4.35 3.79 0.56 0.52a

2 4.18 4.09 0.09 3.68 3.32 0.36 3.56 3.17 0.40 0.23b

3 3.36 2.85 0.51 3.16 2.74 0.42 3.20 2.75 0.46 0.44c

4 3.11 2.94 0.16 2.93 2.72 0.21 2.87 2.62 0.25 0.19d

5 2.07 2.01 0.05 1.93 1.81 0.12 1.83 1.69 0.14 0.02e

6 2.31 1.71 0.60 1.99 1.84 0.14 1.93 1.75 0.19 0.10d

7 3.55 2.94 0.60 3.10 2.58 0.53 3.01 2.50 0.51 0.51f

8 2.49 2.16 0.34 2.45 2.13 0.32 2.32 1.97 0.35 0.36g

9 2.09 2.03 0.07 1.91 1.81 0.10 1.85 1.73 0.12 0.12h

ME 0.05 0.07 0.05
MAE 0.10 0.09 0.06
RMSD 0.18 0.16 0.08

aReference 43.
bReference 44.
cReference 45.
dReference 46.
eReference 47.
fReferences 48 and 49.
gReference 50.
hReference 51.
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0.2 eV of experiment, and in most cases much better, given
the promising RMSDs of 0.08 eV for ROKS. The table indi-
cates that all three methods tend to overestimate rather than
underestimate the size of the Stokes shift. The pervasiveness
of this trend is evident in the relatively small differences be-
tween ME and MAE, though the trend is much weaker for
TDDFT. The unusually large Stokes shift predicted by �SCF
for Dye 1 likely arises from excessive orbital relaxation, pos-
sibly due to artificial mixing with the ground state; this is ev-
ident in the underestimated absorption energy, with the prob-
lem exacerbated by geometry optimization on this state. The
other outlier is the large Stokes shift predicted by TDDFT for
Dye 6, which follows from overestimation of the S0 → S1

absorption energy.
Interestingly, the Stokes shift RMSDs are smaller than

the RMSDs observed for vertical excitation energies of the
large dye test set using TDDFT, �SCF, and ROKS. In fact,
across all three theoretical methods, the predicted Stokes
shifts are in agreement to within 0.1 eV for at least 6 of
the 9 dyes. The same cannot be said about the absorption
or emission maxima alone: consider, for example, dye 7, for
which TDDFT disagrees with �SCF and ROKS by more than
0.4 eV in the absorption energy. The coincidence of the pre-
dicted Stokes shifts indicates that the TDDFT, �SCF, and
ROKS PES for these molecules, while different in absolute
terms, may be more parallel than the raw energies alone would
suggest.

Together, the results suggest that the ROKS approach is
an effective tool for predicting the magnitude of gas phase
Stokes shifts and will thus be a useful starting point for decon-
voluting the roles of the environment and of dynamic effects
on solution-phase Stokes shifts.

V. CONCLUSION

This study was motivated by the need for accurate, ef-
ficient excited state electronic structure methods for large,
functional organic molecules in complex environments. We
turned to the ROKS approach as a means of obtaining �SCF-
like states without the specter of variational collapse; how-
ever, it has been discussed in literature that ROKS presents a
different complication, the dependence of the energy on mix-
ing between the two open shells.

We have presented and implemented an algorithm for
solving the ROKS equations which satisfies the general SCF
conditions of Hirao and Nakatsuji.28 Encouragingly, and in
contrast to some previous work, we find that a single conver-
gence strategy suffices to determine the energy of the S1 state
for closed-shell molecules. We also find that the unphysical
energy lowering due to orbital mixing can be avoided by use
of appropriate level shift between the open shell orbitals in all
cases examined. The resulting excited state has less overlap
with the ground state while still being energetically station-
ary. The linearity of the ROKS energy expression facilitates
the straightforward evaluation of gradients, which permitted
us to compute excited state geometries and Stokes shifts for a
test set of organic dyes.

In practice, we find that ROKS is computationally at least
as efficient as �SCF while also avoiding the variational col-

lapse problem. Furthermore, its accuracy is competitive with
both TDDFT and �SCF both for energies and for geometries,
as illustrated by the predicted Stokes shifts in Sec. IV.

While the present study has emphasized electronic struc-
ture, we anticipate that the favorable convergence properties
of ROKS compared to �SCF will make ROKS a more prac-
tical tool for QM and QM/MM molecular dynamics stud-
ies. By obviating the variational collapse problem, the odds
of a sudden, undetected change of electronic state from one
time step to the next are significantly reduced. Furthermore,
ROKS Hessians should be obtainable as a straightforward ex-
tension of the coupled-perturbed Kohn-Sham equations.33, 52

There remain important limitations to the applicability of this
ROKS approach: for example, it cannot describe any arbi-
trary excited state, nor can it treat conical intersections in
its present form. Billeter and Egli have demonstrated the
calculation of nonadiabatic couplings in a modified ROKS
implementation,23 so it is likely that the challenge of treat-
ing conical intersections within our ROKS approach can be
overcome. ROKS should then provide a valuable electronic
structure framework for optimizing excited state reaction
pathways, for which a new methodology is under investiga-
tion in our group.53
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APPENDIX: GENERALIZED FOCK OPERATOR

Here we derive the ROKS effective Fock matrix for the
S1 state. By the variational principle, we obtain three Fock
operators corresponding to the variation of the closed-shell
orbitals (c), and the open-shell orbitals a and b:

F c = 2Fα
m + 2Fβ

m − Fα
t − Fβ

t , (A1)

Fa = 2Fβ
m − Fα

t , (A2)

Fb = 2Fα
m − Fα

t , (A3)

where

Fσ
ω = h + 2J + V σ,ω

xc (σ ∈ α, β, ω ∈ m, t). (A4)

Here we follow the argument of Hirao and Nakatsuji28 to de-
rive our generalized Fock operator, F s . Let

Rc = −|a〉〈a|Gai − |b〉〈b|Gbi , (A5)

Ra = −
Nc∑
i

|i〉〈i|Gia − |b〉〈b|Gba, (A6)

Rb = −
Nc∑
i

|i〉〈i|Gib − |a〉〈a|Gab, (A7)
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where

Gpq = λpqFp + (1 − λpq)Fq, (A8)

with λpq being nonzero real parameters. Then the SCF equa-
tions are

[Fp + Rp]|p〉 = εp|p〉 for p ∈ c, a, b. (A9)

Since the operator in the square brackets works only on |p〉,
one can use the projection operator |p〉〈p|. For the virtual or-
bitals, they remain arbitrary, and therefore we define the vir-
tual Fock operator as

Fv =
vir∑
pq

|p〉〈p|F c|q〉〈q|. (A10)

Then we can define our Fock operator as

F̃ s =
all∑
p

(Fp|p〉〈p| + Rp|p〉〈p|), (A11)

which in the matrix representation is

F̃s =

⎛
⎜⎜⎝

Fc λca(Fa − Fc) λcb(Fb − Fc) 0
λac(Fc − Fa) Fa λab(Fb − Fa) 0
λbc(Fc − Fb) λba(Fa − Fb) Fb 0

Fc Fa Fb Fc

⎞
⎟⎟⎠.

(A12)

Note that neither the choice of the λpq nor the scaling factor
in each block matters as long as they are nonzero. Therefore,
we here set λac = λbc = λba = −λca = −λcb = −λab, and
multiply each block by appropriate factors to obtain Eq. (7)
after the proper Hermitization of F̃s .
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