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Abstract: We present a technique for large-scale optimization of optical
microcavities based on the frequency-averaged local density of states
(LDOS), which circumvents computational difficulties posed by previous
eigenproblem-based formulations and allows us to perform full topology
optimization of three-dimensional (3d) leaky cavity modes. We present
theoreticalresults for both 2d and fully 3d computations in whietery
pixelof the design pattern is a degree of freedom (“topology optimization”),
e.g. for lithographic patterning of dielectric slabs in 3d. More importantly,
we arguethat such optimization techniques can be applied to design
cavities for which (unlike silicon-slab single-mode cavities) hand designs
are difficult or unavailable, and in particular we design minimal-volume
multi-modecavities (e.g. for nonlinear frequency-conversion applications).
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1. Introduction

In this paper, we present a new technique for large-scale optimization of optical microcavi-
ties based on the frequency-averaged local density of states (LDOS), which circumvents com-
putational difficulties posed by previous eigenproblem-based formulations and allows us to
perform full topology optimization of three-dimensional (3d) leaky cavity modes. Essentially,
this technique allows us to minimize modal voluMéor a given cavity quality facto), or
equivalently a given bandwidth, by solving a singlemplex-frequencgcattering problem at

each optimization step, which is both computationally easier than solving an eigenproblem and
avoids the difficulty of selecting which eigenvalue to optimize. We prepeoaf-of-concept
results in both 2d and 3d computations in whalery pixelof the design pattern is a degree

of freedom (“topology optimization”), e.g. for lithographic patterning of dielectric slabs in 3d.
For a designQ of ~ 10* in 3d for silicon slabs (indexi = 3.52), we obtain a modal vol-
umeV = 0.06(A /n)3 (relative to the vacuum wavelengih), which is 4< smaller than the best
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comparablel volume found in the literature [1Here, the focus is on illustrating the technique
rather than on designing practical cavities (for which many good designs are already available
in the single-mode silicon case), so we do not incorporate regularizations [2—8] to force the
optimization to find easily fabricated structures. However, our results are still useful in estab-
lishing theoretical bounds, showing that significant room for improvement remains even for
silicon cavities.More importantly, we show that such optimization techniquees loe applied

to design cavities for which (unlike silicon-slab single-mode cavities) hand designs are difficult
or unavailable, and in particular we desigroof-of-conceptninimal-volumemulti-modecav-

ities (e.g. for nonlinear frequency-conversion applications [9, 10]) in Secs. 8.2.3 and 8.3. We
find that the optimum doubly degenerate cavity appears to be three-fold symmetric, while two-
frequency cavities have more complex shapes depending on the polariatttiongh further

work is needed to obtain manufacturable structuféeeoretical optimization is also useful to
investigatethe tradeoff between the size of the design region and the nuawiattainableQ

in slab-like situations (Sec. 8.4), and find it to be roughly exponential. All of these results are
enabled by a sequence of mathematical transformations of the original cavity-design problem,
depicted in Fig. 1: from the Purcell fact@/V to the more well-posed problem of minimizing

V for a givenQ (Sec. 2), from the eigenproblem to a scattering problem via the LDOS (Sec. 3),
from a frequency-averaged LDOS to a singemplex-frequency scattering problem [11] via
contour integration (Secs. 4-5), and finally from maximizing LDOS to minimizing 1/LDOS
in order to circumvent optimization problems that arise for sharply peaked objectives (Sec. 7).
Even though the optimization problem is nonlinear and probably non-convex [12], we obtain
similar optima for many initial structures (including vacuum or random pixels), suggesting that
the result may be close to a global optimum.

Useful Q bounded

0 / v min V'
’ =
(section 2) 5. Q2 Q
(section 3) Turn ei.genproblem to
scattering problem
Causality

Contour integration .
LDOS(@ + if') ¢ mMax [mean LDOS(g; w)]

(sections 4, 5)

max

I/

———dw
(w— @)% +T12

/ LDOS(w)
(section 7)

1
LDOS(& + i)

min

Optimization speedup

Fig. 1. Starting with the naive objective of maximizing a microcavity's Purcell fa@{or,

we perform a sequence of transformations of the problem in order to make it well posed
and tractable. Here, we give a schematic diagram of each transformation, along with the
corresponding section of the paper in which they are discussed.

Microcavity design, which seeks to confine a cavity “mode” for a long time (dimensionless
lifetime Q) in a small “modal volumeV, has a long history [13, 14], and until recently has
been dominated by hand designs, from ring resonators [15, 16] to photonic-crystal slab cavi-
ties [17, 18], in which the parameters are manually tweaked to obtain the desired results (or in
some cases computer optimization is performed over a handful of parameters [19-21]). These
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manual designs have been tremendously successful, attaining experimentally Geaifigo®

or more in modal volumes only a few wavelengths in diameter [19-21]. However, fundamental
guestions remain: how close are the existing designs to the theoretical optima (e.g. the minimal
V for any givenQ), and do the optimal designs resemble the hand designs or are they entirely
different? (As discussed in Sec. 2, the questiamisvhat is the maximun® or Q/V, because

those questions have a trivial theoretical answe)y Furthermore, while design of single-mode
cavities in silicon slabs has been heavily studied and many design heuristics are known, very
different designs and grueling effort may be required in radically different circumstances, from
new materials to new design goals such as multi-mode cavities for nonlinear optics [10]. Large-
scale “topology” optimization, in which the design pattern is completely determined by compu-
tational search (often with thousands of free parameters) with little arpr@ori information,

offers a different route to addressing these questions. Although several authors have developed
topology-optimization techniques for microcavity design [22—-25], most of that previous work
was limited to 2d calculations [22, 23] and none of the previous work fully addressed the de-
sign tradeoff betwee® andV. Some topology optimization dealt with lossless systems and
avoidedQ entirely [22], or maximized a 2 without controllingV [23] (which we argue in

Sec. 2 leads to an ill-posed optimization problem). Other work used a “2.5d” heuristic for the
cavity radiation loss [25], which permitted 2d calculations and led to intriguing designs, but
limits the attainable (to < 10%) because there appears to be no systematic way to improve
this heuristic loss estimate. One group did perform fully 3d calculations with absorbing bound-
aries to capture radiation loss [24], but limited their degrees of freedom to a small region inside
a photonic crystal and included an unphysical absorbing material within the cavity itself, lead-
ing to a heuristic objective whose calculation does not appear to have a rigorous quantitative
relationship to key cavity propertieAs we review in Sec. 3, maximizing LDOS corresponds
mathematically to maximizing the power radiated by a dipole current source inside the cavity.
Naively, this may seem backwards: isn't the purpose of a cavitpitomizeradiated power?
However, that intuition stems from the situation in which the energy demsigiethe cavity

is held constant: there is an equatiQr= wU /P relating the cavityQ and frequencyw with

the radiated powdP and the confined enerdy [14], so thatP ~ 1/Q for fixedU. In our case,
however, we are holding theurrent amplituden the cavity fixed, in which case the radiated
powerP ~ Q (as reviewed in Sec. 3) while one can show from a coupled-mode framework [14]
thatU ~ Q2. Conversely, minimizing radiated power for a fixed current would correspond to
minimizing LDOS, which would result in th@bsenceof resonances. (Interestingly, Frei et

al. [24] actuallyminimizedradiated power from a fixed-current dipole, but their introduction

of a heuristic absorbing region inside the cavity apparently compensated for this inverted ob-
jective and resulted in a resonant mode, albeit a mode optimizing an unclear obj&ativhe

other hand, our work adapts two crucial ideas from [24]: solving a scattering problem rather
than an eigenproblem, and optimizing over a finite bandwidth. Nor did any previous work, to
our knowledge, address topology optimization of multi-mode cavities.

2. Eigenproblem formulation

There are two key figures of merit for a resonant mBfgx) of a cavity: quality factoQ and
modal volumeV. The quality factoQ is a dimensionless lifetime, and@ is a dimensionless
decay rate [14]. Mathematically is related to the frequency-domain Maxwell eigenvalue
problem:
1
Ox ——0Ox E"(x) = wfe(x)EN(x 1

10 0 X E"00 = afe(0E" () 1)
with radiation boundary conditions. Because of the lossy boundary conditions, the eigenprob-
lem is non-Hermitian and the eigenvalues are complex.Q fier the modeE"(x) with eigen-
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frequencyuwn, [14] is

Refan]

= 2

Technically, if one considers an infinite open system (as opposed to a finite system with
some absorbing boundary layer), a number of mathematical subtleties arise because the leaky
“modes” are not true normalizable eigenfunctions, but are rather related to the residues of poles
in the Green’s function [26]; however, we will circumvent all of these difficulties in this paper
by transition to a Green’s-function LDOS approach in Sec. 3 that does not deal explicitly with
eigenvalue problems. The modal volum¢27], defined as

__JEX)[EN(x)[Pdx
 max{e(x)|[EN(x)[2}’

©)

is a measure of the volume within which the mode is confined. (Although Eg. (3) is a standard
expression, it should really be viewed as the modal volume in the limit of a lossless cavity. For
a lossy cavity,[ £(x)|E"(x)|?dx does not converge in an infinite open system; a more rigorous
treatment is to define the LDOS in terms of the Green’s function as in Sec. 3 and obtain the
Purcell factor from the ratio with the LDOS of the homogeneous medium.) The Purcell factor
[28], which describes the enhancement of spontaneous emission rate, can be written as [29, 30]

3
2 (A) "
42V \ n

HereA is the vacuum wavelength amnds the index of refraction.

For applications with light-matter interactions (such as lasers, sensors, and nonlinear fre-
guency converters), maximal lifetin@® and minimal modal volum¥ are desirable [31]. It is
therefore tempting to use the Purcell factor in Eq. (4R¢¥ as the figure of merit for cavity
optimization. Unfortunately, maximizinQ/V leads to an ill-posed problem, because the maxi-
mum ofQ/V is o; for exampleQ/V grows exponentially with radius for a ring resonator [32].

In practice, any optimization in a finite computation cell will obtain a fitendV [23], but

the values are then just an artifact of the finite computational domain; in this sense, maximizing
Q/V is not well-posed because the solution does not converge as one increases the size of the
computational domain.

In practice, however, there is an upper bound on the u§gfal two reasons. First, besides
the intrinsic radiation lossJ;4q) in a cavity, there are also radiation losses due to surface rough-
ness Qroughnesy and material absorptio@Gpsorption. The total loss rate Kyotal is the sum of
these three effects [14]:

11 1 1
Qtotal Qrad Qroughness Qabsorption.

(%)

In real applications, therefore, tli&ya cannot be arbitrarily large. For example, in integrated
optics it is difficult to getQtas more than a few million due to surface roughness [33], although
microdisk and microsphere resonators can achieve highey delocalizing the mode away

from the surface [34, 35]. Second, there is another quality factor in the system. For any cavity-
based device, the cavity is always intentionally coupled to some channels (e.g., waveguides)
to get light in and out. That coupling process will be described by its own lifeQ@ggpiing It

turns out that the losses in such a coupled device are proportioQadigling/ Qtotal [14]. Once

these losses are decreased below the desired loss budget, it often does not matter in practice if
one decreases them further.
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A better optimization problem might be, instead, to maximd/ subject toQ = 0, or
alternatively:

minV
st.Q>Q,

where@ is determined by the bandwidth and loss tolerance of applications. By solving the
non-Hermitian Maxwell eigenproblem Eq. (1), one could ob@iandV from eigenvectors

E"(x) and eigenvalueax, through Eq. (2) and Eqg. (3). Then a natural question to ask is which
eigenvalue one should optimize. In practice, one has some design frequegiegn by the
application, so one could optimize the eigenvalue closesgb.t¢Equivalently, thanks to the
scale-invariance of Maxwell’s equations [14], we choose units sod@hat2r, in which case

the main computational choice is the resolution, i.e. the number of pixels per wavekength

and in some cases a slab thickr@s$ However, asking for the mode closestdpleads to
discontinuities: as the structure changes during optimization, the mode cloéesiiltdend to

hop discontinuously. Although there are some ways to deal with this [22], the problem becomes
worse when one simulates the radiation loss in a patterned dielectric slab, because in this case
the finite cell is approximating a continuum of radiation modes above and below the slab. As

a result, there are more and more closely spaced modes as the cell size increases. Hence, we
want to circumvent this difficulty by adopting a new approach: turning the eigenproblem into

a linear scattering problem. This also reduces the computational expense, because we will now
require only a single linear solve per structure, whereas finding eigenvalues in the interior of a
spectrum (e.g. by the shift-and-invert algorithm) requires many linear solves [36].

(6)

3. LDOSformulation

The well-known Purcell factoi/V and variations thereof) is, in fact, only approximatiorof
a more fundamental quantity, the local density of states (LDOS), which is defined in terms of the
Green'’s function of the system (and can be related to a “density of modes” per unit frequency
per unit volume) [37]. Paradoxically, tlexactLDOS iseasierto compute thalQ/V, because
the former involves only a scattering problem (a linear system of equations) whereas the latter
involves a non-Hermitian eigenproblem (for a leaky mode in the interior of the spectrum). In
this section, we briefly review the definition of the LDOS and how it relat€3/\@, and in the
next section we describe how the LDOS can be used as the objective for a well-posed cavity
optimization problem.

In particular, we begin with the per-polarization LDOS (partial LDOS), denoted by
LDOS;j(w,x’) for a polarization in directiorj, which is proportional to the power radiated
by a dipole in direction (unit vector§; at positionx’ with a frequencyw, i.e. a current
J~ éje*i“"é(x —X'). (The total LDOS is simplyy ; LDOS;, proportional to power radiated
by a randomly oriented dipole.) This is a key physical quantity because quantum fluctuations,
e.g. spontaneous emission or thermal fluctuations, can be viewed semiclassically as dipole cur-
rents, and the LDOS yields the enhancement of these fluctuations by any given geometry. For
example, the spontaneous emission rate is proportional to the LDOS [29, 38], and therefore
the ratio of LDOS between two systems indicates enhancement or suppression of spontaneous
emission. The Purcell fact@/V is an approximation to this LDOS enhancement for a lggh-
microcavity, assuming that the emitter (e.g. atom or quantum dot) is positioned and oriented at
the location of peak LDOSn the cavity [29, 30, 38, 39].

These quantities can be defined more precisely as follows [29, 37, 38, 40, 41]. Poynting’s
theorem [42] implies that the power radiated by a dipkbe) is

1

R(wxX) =5 / Re[J*(x) - E(x)] dx, 7)
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whereE(x) is the total electric field solving the frequency-domain scattering problem
A (€, 0)E(X) =1wI(X)
M

)
(6, w) = 0x —DOx — g(x)w? (8)

This yields the followingwvell known [29, 37, 38, 40, 4Jefinition of LDOS:

LDOS; (w,X) = 1—7T2Pj(w, X') = —%Re{/ T (x)- E(x)dx] : ©)
where the 12 factor is a conventional normalization that arises from the dual interpretation
of the LDOS as a local “density” of eigenstates [29, 38]. (The normalization is irrelevant for
optimization or for evaluating LDOS ratios in different systems to obtain enhancement factors.)

In the limit of a low-loss cavity, in which the LDOS is dominated by the contribution of a
single pole in Maxwell’s equations (a single “resonant mode”), one can derive the approxima-
tion [38]

6 Q

mwe(X') V' (10)

LDOSj(w,x) =
and by taking the ratio of this quantity with the LDOS of a homogeneous medium with index
n = /€ one [29] obtains the traditional Purcell factor Eq. (4). In particular, the LDOS in a
microcavity resonating a frequen63(1+V26) is approximately in the form of a Lorentzian
peak centered ab with a bandwidthd/2Q [38], and the Purcell factor is the enhancement at
the peak. This relationship betwe®muand LDOS bandwidth is the key to obtaining a tractable
well-posed optimization problem in the next section.

We propose that LDOSor its variants can be used as figure of merit for the characterization
and optimization of a microcavity. Note that the precise figure of merit should really depend
on the application. For example, if we are interested in the spontaneous emission rate for the
dipole at a specific positior’ with a specific polarizatio®;, then LDOS(w,x’) is the most
relevant figure of merit. On the other hand, if we have a dipole at a specific Wouith
a randomly distributed polarization, then the figure of merit wouldyh&DOS;(w,x’) (for
the average case) or minDOS;(w,X’) (for the worst case). In nonlinear devices for frequency
conversion (in particular, second harmonic generation), a more relevant figure of merit might be
min, LDOS;j (wn, X’), wherea, are different frequencies of interest. Instead of at a single point
X', if the dipoles of interest are distributed [with probability density funcgpg] in a region
V with polarizationg;, the most relevant figure of merit in this case{jdDOS; (w, x)s(x)dx.
Depending on the applications for enhancement or inhibition, we should maximize or minimize
the figure of merit correspondingly. Many other variations could be devised.

For all the above mentioned applications, LDQASthe basic building block. We therefore
focus on this case: we maximize the spontaneous emission rate for a dipole at & paiht
given polarizatiorgj. For simplicity, from now on, we shall omit the expligitandx’ depen-
dence from LDO$(w,x’), and simply write LDO%w) to denote the figure of merit given in
Eq. (9). In Sec. 8.2, however, we will also consider a case where the dipole polarization is
randomly distributed, and in Secs. 8.2.3 and 8.3 we consider multi-mode cavities.

4. Frequency-averaged LDOS

In previous section, we proposed that one way of attacking the problem of microcavity design
is to maximize the LDOS. However, simply maximizing LD@3 in Eq. (9) is still ill-posed
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as in Sec 2, being equivalent@/V. As explained in Sec. 2, a well-posed formulation could
be obtained by specifying a desired cavity lifetit@e In terms of LDOS, this is equivalent
to specifying an upper bourrij/ZQ on the bandwidth . For computational convenience, we
instead maximize thaverageL DOS over this finite bandwidtf:

L= /m LDOS(w)W(w)dw. (11)

Here,W(w) is some weight function or window function we choose, which is peaked around
the design frequencgd and decays rapidly (with a finite integral) outside of a bandwidth
around®. As we will explain in Sec. 4.3, it will turn out thaterforming this average is math-
ematically equivalent to computing the LDOS at a single frequency with an absorption loss
added into the systenwhich effectively limitsQ to the desired bandwidth (more precisely, for
Q> Qthe figure of merit is dominated by the modal volume). Equivalent ascreases the
LDOS of a resonance approaches a delta function with amplitutlé/ [38], so that the inte-

gral Eq. (11) is determined mainly by th¢\ factor as soon as the resonance is narrower than
I (Q> Q). The key point is that maximizing the bandwidth-averaged LDOS regularizes the
optimization problem to eliminate the possibility of divergi@usolutions as the computational
cell size increases.

The main remaining question is how to efficiently compute the average LDOS of Eq. (11).
The most straightforward approach would be to apply a standard numerical-integration pro-
cedure [43], which would involve evaluating the LDOS (i.e., solving a scattering problem) for
many separate frequencies over the bandwid{fThis is similar in spirit to the multi-frequency
optimization approach of [24].) However, as described in the next two sections, we can exploit
techniques from complex analysis to evaluateagkactLDOS integral by solving only &in-
gle scattering problem at eomplexfrequencyé+ if. The key to this technique is that the
LDOS derives from a causal Green'’s function, as reviewed in Sec. 4.1. This allows us to per-
form a contour integration, with an appropriate choic®\tv), in order to obtain the integral
as described in Sec. 4.2. As explained in Sec. 4.3, we can reinterpret any complex-frequency
scattering problem as a real-frequency scattering problem with complex materials (i.e., absorp-
tion). Finally, in Sec 5 we discuss convenient choices of the window funfi@n) that reduce
the contour integral to ainglecomplex< scattering problem. (We previously applied a very
similar application of causality and complex analysis to analysis of electromagnetic cloaking
bandwidth [11], and related ideas can be found in quantum field theory [44, 45].)

4.1. Causality and analyticity
Before we proceed, we first define a functibfw), which is a complex version of LDO®):

f(ew,x) = —% . /'J*(x) JE(X, w)dX. (12)

Comparing with Eq. (9), itis clear that LD@&) = Re[f (w)]. [From now on, we will omit the
x" dependency of (w,x’).] Note that the operatov (¢, w) given in Eq. (8) is a linear operator
relating the electric fieldE(x, w) to the (time-harmonic) input electric currehtx) at a given
frequencyw. Causality [the electric fiel& comes after (not before) the curreliimplies that
E(x, w) is analytic in the upper-half complex-plane [46]. Thereforef (w) is also analytic in
the upper-half complexo plane.
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Fig. 2. Contour integration path. The frequency-averaged LDOS is the path integral along
arc A1 in the limit of an infinite-radius arc. By choosing the proper window/weight function

W (w) for optimizing LDOS in a desired bandwidth, the contribution along arcard Ag

can be made negligible compared te. Aherefore, the residues at poles enclosed by

this contour can be used to approximate the averaged LDOS.

4.2. Contour integration

In this section, we are going to compute the mean LDOS by exploiting the analytiditynf
via:

L= [ LDOS(@W(w)dw= | Relf(@)W(w)do=Re {p.v. I f(a))W(w)dw} . (13)

Here, p.v. denotes the Cauchy principal value, which we use because the imaginary part of
f(w) may have a singularity @ = 0, as in the case df(w) in free space [40,42,47,48]. Now

we want to complete our integration contour (Fig. 2) in the upper-half plane and evalbgte
residue theorem [49]

/+ + f(w)W(w)dw:ZmZRes[f(w)W(w),@]. (14)
AL Jay Jag

Here,w denotes a pole dlV(w) in the upper-half plane and Res is its residue [49]. In Sec. 5,
we will chooseW (w) so that these poles and residues are easy to evaluate. Furthermore, we
can choose the weight functitvi(w) so that it decays faster thari|i|® for largew, in which

case the contribution from arcsAwill be zero since LDOSw) is proportional tow? in 3d (or

w in 2d) free space antl(w)W(w) will decay faster than Ajw| on arc A;. We can obtain the
contribution from arc A by evaluating the residue due to the simple polé @) atcw =0

/ f(wW)W(w)dw = —}ZmW(O) lim wf(w). (15)

JAs 2 w—0

The factor—1/2 comes from the fact that the integration is along a clockwise semicircle. Since
the weight function is peaked around design frequehayith some narrow bandwidth, we

can require thatV(0) is small, and therefore the contribution from & negligible comparing

to the residues aby. From Eq. (13)L is just the path integral along the path [46]. Therefore,
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we have

L—Re [zm 3 Resl 1 (@W(), 6] - <A2+ ;\3 f(w)W(w)dw)]
(16)

~Re [2711' ZRes[f(w)W(w),oﬁ(]] :

4.3. From complex frequency to material absorption

To compute the residue at the complex poles, we need to solve the scattering problem at com-
plex frequencies. More precisely, the scattering problem Eq. (8) at complex freqwendy
can be written as

<D X ﬁm X —e(x)(w+i|’)2> E(X,w+ilN) =i(w+ilNJ(x)

— (Dx mﬂx—e(x)w2 <1+i£)>> E(X,w+illN) =iwd(x) (17)

W

— (D X mm x —£(x) (1+ 2|_Q> oo2> E(X,w+ilN =iwd(x).

We denote this complex scattering operatop%(e, w), namely

//Z(s,w)_Dx;.Dx—e(x)<1+L)w2—Dx 1 EX)w?.  (18)

H(X)(1+fg) 20 ﬂ(x)Dx—s(x)w.

Clearly, this is equivalent to solving a scattering problem at real frequénajth materials

E(x) =e(x)(1+i/2Q) andi(x) = u(x)(1+i/2Q). (In fact, any change to the frequency can

be converted into a change of materials [50].) In particular, adding a positive imaginary part
to w (for ax in the upper-half plane [11]) corresponds to a positive imaginary pa&rtipnand

fi(x), which corresponds (with ow'“* convention) to an absorption loss.

5. Possible window functions

In this section, we discuss two convenient window functions: a simple Lorentzian and the
square of a Lorentzian. (A third possibility, the difference of two Lorentzians is discussed
in [51].)

5.1. Asimple Lorentzian

The simplest window function, with only a simple pole in the upper-half plane, is a Lorentzian
centered ato with half-width". The frequency-average LDOS against this weight is

' r/m .
Ly = / LDOS(w)m = Re[f (& +il)], (19)
which only requires solving the scattering problem Eq. (17) at a single complex-frequency
@+if. Ly is a perfectly finite, well-defined quantity in a discretized simulation with a finite
spatial resolution (finite grid).
In combination with Sec. 4.3, the objective Eq. (19) has a simple interpretation that coin-
cides with the discussion in Sec. 2. Our frequency-averaged LDOS objective is equivalent to
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maximizing the LDOS at a single frequency, i.e. the Purcell faQtdr of a cavity, but a cav-

ity in which an absorption loss has been added to otherwise lossless materials. In particular,
the absorption loss that arises from multiplyisik) and u1(x) by 1+i/2Q can be seen from
perturbation theory [14] (foQ > 1)to y|eId an absorption lifetime of exactYapsorption= 0.

From Eq. (5), this means th&ow < Q, and that increasin@aq > Q will have little effect

on the Purcell facto@/V. Hence, optimizing the frequency-averaged objective will tend to
increaseQyaq until it is > Q, and after that will mainly try to decreasg similar in spirit to

Eq. (6).

However, a careful examination reveals that this simple average does not converge as the
resolution increases. There are two equivalent ways to understand this. First, in a continuous
medium, the integral does not converge because the window function decayg tiké while
LDOS(w) behaves likéw| (in 2d free space) dw)? (in 3d free space) for largev|. (For finite
spatial resolution, there is an upper frequency cutoff that eliminates this divergence.) Second,
from the relationship between the complex-frequency scattering and lossy material discussed
in the previous section, we know that the residuéfR® + )] is actually the power emitted
by a dipole inlossymaterial, which is the sum of the power radiating to the outside of the
cavity and the power absorbed by the lossy material in the cavity [41]. It is known that this
absorbed power is infinite becauBéx) diverges as Ar3 in the neighborhood of the dipole
(in 3d free space) [40,47,52,53]. (In a lossless medium, on[§(®)] diverges as Ar3, so
LDOS ~ Re[E(x)] is finite.) In discretized space, the Green'’s function is finite and diverges as
(resolution? in 3d. To avoid this singularity, we need to choose window functions which decay
faster tharjw|® at large|w|. Two natural candidates are the difference of two Lorentzians [51]
and the square of a Lorentzian.

5.2. Square of a Lorentzian

To ensure that the/(w) decays faster thary/iw|3, we propose the window function,
203/

(w—@)2+F2)%

which is a normalized square of a Lorentzian function. This window function has a double pole

atw = @il in the upper-half plane. Applying the residue theorem, we have from Eq. (16)
and Eq. (20)

W(w) = (20)

L— /f LDOS(w)W(w)dw ~ Re[(@-+iF) — if f/(&+iF)] 21)

wheref’(-) denotes differentiation with respectda In appendix 10, we show that

flw,X)
w

(o) = +i1—n2 /'e(x)ET(xw)E(x,w)dx. 22)

From Eq. (12) and Eq. (22), itis clear that bdtfeo+if) and f’ (& +if) can be obtained from
a single scattering solutida(x, &0+ il") (see appendix 10) and
f(oo+if) —if t'(@+il)
W 6 ~
= (D)8 Ex @+l + / X)ET (x, @-+iF)E(x, @+iF)dx. (23
=i ()8 Ex i) FiF)E( @ +iF)dx. (23)

In summary, we can still obtain the entire frequency-averaged LDOS by solving a single scat-
tering problem Eqg. (17) at a complex frequeriay-il".
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We know that Eq. (20) gives a finite average LDOS because it decays fast enough, with
but it is interesting to also consider how it fixes the divergence from the second viewpoint in
Sec. 5.1 (that of the infinite power absorption from a dipole in alossy medium). The explanation
is essentially that the second term in Eq. (23) is roughly a subtraction of the divergent absorbed
power from the first ternt: £ is wIm() from Sec. 5.1, andIm(&)|E|? is absorbed power [41].

(A subtlety arises from having-ETE, rather than—|E|?, but the ¥r3 divergence at — 0
should be dominant in IGE) for smalli* so one should have" E ~ — Im(ET ) Im(E) ~ —|E|2
asr —0.)

Since the role of the second term in Eq. (23) is essentially to subtract off the divergent ab-
sorbed power in lossg medium, and this divergence comes from the3Ifield divergence
that is independent of geometry (the scattered field from the surrounding geometry is finite at
r = 0), one might expect that the second term in Eq. (23) plays little role in geometry optimiza-
tion at a fixed resolution. Indeed, we find in numerical experiments that the optimizatithns
andwithoutthe second terms in Eq. (23) for the 2d TE case (discussed in Sec. 8.2) discover
similar structures. Therefore, in Sec. 8 we optimize the simpler single-Lorentzian objective of
section 5.1, although Eq. (23) is computationally feasible if it becomes necessary.

6. A preliminary formulation

Now we have a preliminary formulation for our cavity optimization in terms of the frequency-
averaged local density of states:

00

max L= LDOS(w)W(w)dw. (24)
{designs} —o0

We can evaluate the objectilzeby contour integration, which only requires us to solve the com-
plex scattering problem Eq. (17) once. If we choose the window funetitm) from Eq. (20),
then the problem can be reformulated as

max L=Re[.Z = f(@+if)—iff'(&+if)]. (25)
{designs}

Mathematically, to compute the objective in Eq. (25), we need

1. For giveng(x), &, and [, solve the complex scattering problem Eq. (17) to obtain
E(x,0+il).

2. Obtain.Z from the solutiorE(x, &+ if) through the formula Eq. (23).
3. Take the real part of” to getL.

To speed up the optimization, we must also have the gradient of the objective with respect
to the design parameteg (the dielectric constant at each “pixelt). Applying the standard
adjoint technique [54], only one more linear system with the same operiar, @) but a
different source term need be solved to obtain the gradient. We provide the detailed calculation
in appendix 10 and summarize the procedure here:

1. Solve the complex scattering problem
M (g, 0)A (X, O+iT) = £(X)E(x, O+il") (26)

to obtainA (x, &+ il).

#197718 - $15.00 USD  Received 16 Sep 2013; revised 17 Nov 2013; accepted 19 Nov 2013; published 6 Dec 2013
(C) 2013 OSA 16 December 2013 | Vol. 21, No. 25 | DOI:10.1364/0OE.21.030812 | OPTICS EXPRESS 30825



2. The gradiend.#/dg is a combination oE(x, 0+ il ) andA(x, &0+l ) (see appendix

10):
037 A 1 2,.. T ~ -4 ~. Py~
i (I+6) p E' (Xk, 0+ ilNE(Xk, 0+il")

3 : N y
+ 1—712% <1+ 2'—@) AT (X, @ +iT)E(xe, @+iF).  (27)

3. Take the real part 1./ d ¢ to obtaindL /0.

Note that the scattering operator Eq. (26) in the sensitivity analysis is the same as the operator
in the objective evaluation. We can take advantage of this by reusing the information (e.qg., the
preconditioner or LU factorization) from the solution of Eq. (17). We will discuss this in detail

in Sec. 7.1.

7. Numerical schemefor cavity optimization

In this section, we discuss the numerical implementation for our frequency-averaged LDOS
formulation given in Sec. 6. In order to solve this PDE-constrained optimization problem com-
putationally, we need fast and efficient implementations for objective evaluation, gradient eval-
uation, and optimization.

7.1. Objective and gradient evaluation

As we discussed in Sec. 6, evaluating the objective LDOS involves solving the scattering prob-
lem Eqg. (17). We can apply any standard frequency-domain solver technique to this problem
(e.g., finite-difference, finite-element, or boundary-element methods). Here, we simply adopt
the finite-difference approach [55-57]. If we impose mirror symmetry planes in the system, we
can obtain an 8-fold reduction in the number of unknowns (see Sec 8.5.1).

For the finite-difference frequency-domain (FDFD) method, the most robust solution tech-
nigque is a sparse-direct solver, which is excellent in 2d, but expensive (in both memory and
time) in 3d [58]. In contrast to direct solvers, iterative solvers (e.g., GMRES or BiCGStab) work
quite well if one has a good preconditioner [36]. Here, we combine both of these techniques.
During the optimization, we re-solve many times for slightly different structures. Therefore,
we can use sparse-direct factorization from one step as a preconditioner for iterative solvers in
many subsequent steps [51]. We implemented the FDFD solver with the parallel sparse-matrix
library PETSc [59-61] and the parallel sparse-direct solver PaStiX [62].

7.2. Optimization scheme

We use a free-software implementation [63] of standard gradient-based optimization algo-
rithms, and we find that low-storage BFGS [64] and conservative convex separable approxi-
mations (CCSA) [65] work equally well. However, we find that one additional mathematical
transformation is required in order to optimize higheavities: instead of maximizing, we
minimize 1/L.

If we attempt to maximizé. directly as in Eq. (24), we typically find that the convergence
of any standard optimization algorithm slows to a halt @g 1000. The reason for this is
that, for highQ cavities, the objective function becomes a “narrow ridge” (a sharply-peaked
function along some low-dimensional manifold in the parameter space), with a large second
derivative ¢ Q3, as shown in [51]) in the direction perpendicular to the ridge, and it is well
known that optimization along narrow ridges is problematic [66]. Most algorithms tend to “zig-
zag” slowly along the ridge, and even quasi-Newton methods like BFGS break down when the
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second derivative is so large that the Hessian matrix becomes ill-conditioned. However, because
the LDOS is strictly positive, there is a simple solution: maximiirig equivalent to minimiz-
ing 1/L, and the reciprocal of a sharp peak is a shallow valley, so we find thaf thehlective
avoids most of the problems of slow convergence. (For example, in the 2d TM optimization to
be discussed in Sec. 8.1, maximizatiorLahakes no progress if the initial structure is a high-
Q photonic-crystal cavity, whereas minimization ofLlconverges to a significantly improved
structure as described below.)

In practice, there is another useful technique: a successive-refinement strategy (somewhat
analogous to [67,68]). We found that gradually increasing the speGfidécreasing the band-
width 1/@) tends to reduce the likelihood that the optimization becomes trapped in a poor local
optimum close to the starting structure, and usually produces a much better result at the highest
Q. That is, we optimize fof) = 10, then use that result as a starting point for optimization at
O =100, and so on.

8. Resultsfor cavity optimization

In this section, we present some 2d and 3d cavity-optimization results, summarized as fol-
lows. We start with high-resolution 2d cases, and run simulations with different initial guesses
(vacuum, photonic crystal with a defect, and random structures) and different dipole polariza-
tions (TM, TE, and random). In the region to be optimized, we allow the dielectric constant
€ € [1,12.4] at each pixel to be one degree of freedom [Fig. 3(a)]. For the 2d TE case, the
optimization discovers similar structures for maximizing the spontaneous emission rate of a
specificdipole polarization and eandomlypolarized dipole. However, optimizing theorst
case of a randomly polarized dipole finds a three-fold symmetric structure (Sec. 8.2.3), while
two-frequency cavity optimizations yield more complex patterns depending on the polarization
(Sec. 8.3). In another 2d scenario, to obtain @heersusV tradeoff analogous to 3d slabs,
we limit the degrees of freedom in one direction and choose a thin strip, instead of a square,
as the region for optimization [Fig. 3(b)]. As the degrees of freedom increase, the rafation
first increases and then becomes saturated, limited by the numerical precision in the computa-
tion. Finally, we ran a full 3d optimization on a supercomputer and obtained a structure with
extremely small mode volumé = 0.06(A /n)3, (n = v/12.4). In the following, we are mini-
mizing 1/L (the inverse of the frequency-averaged LDOS) and variations thereof, as described
in the previous sections, but for simplicity we describe this below as “maximizing LDOS.”

Here, the focus is on illustrating the formulation and on dihimg theoretical bounds. Fur-
ther regularization techniques are generally required to obtain easily manufacturable structures,
as discussed in Sec. 9.

8.1. 2D TM case

In this section, we maximize the LDOS for a dipole with TM polarizationoi of plane)
in a 2d setting [Fig. 3(a)]. One possible starting point is a photonic crystal with a defect [14],
like the one shown in Fig. 4(a). This is a periodic arrangement (periodigityf dielectric
silicon rods (radius @a and permittivitye = 12.4) with one defect rod at the center (radius
0.1a). The defect TM mode is at frequencyd@(2rt/a), with quality factorQ = 1.41 x 1% and
mode volume/ = 0.097(A /n)2. With this structure as an initial guess, we run the optimization
and obtain an entirely different nested-ring structure [Fig. 4(b)] with quality fa@terl.01 x
10'% and mode volum¥ = 0.075A /n)2. Clearly, the optimization itself discovers a “radially
periodic” structure, reminiscent of a Bragg onion [69] . We also run the optimization with
vacuum as initial guess and obtain similar structure (Fig. 5) @ite: 1.30x 10° andV =
0.075A /n)2.

In these two optimizations, we gradually increase the spedfigde decrease the bandwidth
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PML absorbing boundaries PML absorbing boundaries

air

& degrees ¢ degrees
of freedom of freedom
air
(a). A square region for degrees of freedom. (b). A thin strip region for degrees of freedom.

Fig. 3. For 2d cavity optimization, we start in Secs. 8.1-8.3 by optimizing over every pixel
in the interior of the computational domain as indicated in (a). This leads to cavities that
utilize bandgap structures to confine light with arbitr&@yregardless o¥/, limited only

by the size of the domain. In order to investigQevs.V tradeoffs analogous to those in

3d slabs, in Sec. 8.4 we limit the degrees of freedom to a thin strip (b), which imposes
intrinsic radiation losses (perpendicular to the strip) and forces the optimization to sacrifice
V in order to increas®. A full 3d optimization is considered in Sec. 8.5.

1/@) from 10 to 16. The optimization a® = 10 actually gives a higl) cavity (almost the same
radiationQ) with the resonance at about 1.@33The optimizations at highed simply tune
this structure so that the resonant frequency becomes much cla®etrt@ two-dimensional
situation such as this, there is no intrinQaersusv tradeoff, unlike in 3d slabs [14], because
Q —  for a finite modal volumé&/ as the number of layers in a Bragg onion increases [69].
So, the optimization in such a 2d case is mainly minimiaihgvhile theQ is bounded only by
the computational-cell size.

Note that we allow the dielectric permittivity of each pixel to vary continuously from
&min = 1.0 to enax = 12.4, but almost all the pixels (except a few at the interfaces) are at either
Emin OF Emaxin the optimized structure. This phenomenon (reminiscent of “bang-bang” solutions
in control theory [70]) had also been observed empirically in other cavity-related optimization
work [3,71,72]. There has been some recent progress in proving theoretically that this is the ex-
pected solution: Osting and Weinstein [73] recently analyzed optimization problems for scalar
waves, and showed that maximizing an energy confinement time over the permittivity at every
point in space generally leads to a solution in which the permittivity is either the maximum or
the minimum allowed value at every point, excepting a set of measure zero (e.g., at the inter-
faces between regions) in the limit as the resolution goes to inflddwever, we also obtain
counterexamples for other types of cavity optimization, e.g. in the doubly-degenerate cavity
design of Sec. 8.2.3, where substantial regions converge to intermediate values. Fortunately, in
cases where this occurs, there are a variety of techniques to obtain binary solutions as discussed
in Sec. 9

8.2. 2D TE case

In this section, we consider the 2d TE polarization, for which (unlike the TM polarization
of Sec. 8.1) the objective function breaks rotational symmetry and we do not expect similar
Bragg-onion solutions. We will start with maximizing LDOS for a fixégd polarization in
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(a). PhC cavity initial guess for 2d TM optimization. It has quality factor
Q=1.41x10® and mode volum¥ = 0.097(A /n)2.
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(b). 2d TM optimized structure witi=1.01x10'° andV = 0.075A /n)? obtained from PhC initial
guess.

Fig. 4. 2d TM optimization from PhC cavity initial guess (Sec. 8.1).
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Fig. 5. 2d TM optimization from vacuum initial guess (Sec. 8Q31.30x10° andV =
0.075(A /n)2.

8.2.1. For arandomly polarized dipole, we consider two cases: maximizing the average over all
polarizations in 8.2.2 and maximizing the minimum (worst case) over all polarizations in 8.2.3.

8.2.1. Fixed dipole polarization: max LDQG; &)

For the 2d TE polarization, let us first look at the case where the dipole is polarizedép the
direction. In other words, we want to maximize LD@%8&). From a vacuum initial guess,

the optimization discovers the structure shown in Fig. 6. This structure has quality factor
Q=5.16x10° and mode volum¥ = 0.092(A /n)2. [Again, theQ = 10 gives an equally higkp

cavity with resonant frequency atdD07. The optimizations at high&p = 102 to 1P simply

tune the resonant frequencydp] For a random initial guess (uniform random pixels), we also
obtain the same structure as the one from a vacuum initial guess, which suggests that the result
may be close to a global optimum.

8.2.2. Randomly polarized dipole: maxme¢aDOS(; &)

Now we want to study the case in which the dipole is randomly polarized in the plane and the
objective is the mean LDOS. One might hope that the optimization will find a structure that
resonates for both polarizations at the same frequency, and hence by linearity will resonate for
all in-plane polarizations—this corresponds to the requirement that the microcavity be doubly
degenerate, and many symmetry groups besides circular symmetry can support double degen-
eracies (such as three-fold, four-fold, or six-fold symmetrical structures [74]). However, we find
that this is not the case: the optimization finds a singly resonant cavity that enhances LDOS for
one polarization (chosen “randomly” depending on the initial structure) at the expense of the
other polarization. As explained below, this suggests that the LDOS of the best single-mode TE
cavity is more than twice the LDOS of the best doubly degenerate TE cavity. We performed
the mean-LDOS optimization as follows. It is easy to show [29, problem 8.6] that maximizing
the LDOS for a random polarization by averagaigpolarizations is equivalent to maximizing
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Fig. 6. 2d TE optimization foré polarization from Sec. 8.2.1. The structure has
Q=5.16x10° andV = 0.092(A /n)? obtained from vacuum initial guess.

the mean from thé& and@, polarizations, nameljLDOS(w; &) + LDOS(w;&)] /2. For this

new objective, we ran many different simulations with different pseudo random initial guesses
(each pixel is randomly chosen betwesp, andenay). About half gave the structure optimiz-

ing the & polarization (Fig. 6), while the other half gave the’90tated structure optimizing

the &, polarization. From these results, it seems that the optimization, instead of favoring both
& and@ polarization simultaneously, simply randomly picks one direction and optimizes it.
That is, there is @pontaneous symmetry breakiiitgis better to optimize one polarization at

the expense of the other than to try to obtain a doubly degenerate cavity that resonates for both
polarizations. By selecting only one polarization to enhance, these structures sacrifice a factor
of 2 in the mean LDOS, which is why we conclude that the best single-mode LDOS is at least
twice as big as the best two-mode LDOS.

8.2.3. Optimization for a randomly polarized dipole: max phiDOS(&; &)

In the previous section, we showed that maximizingrtteanLDOS over all in-plane polariza-

tions was equivalent to maximizing the LDOS for a single polarization at the expense of the or-
thogonal polarization. In order to obtain a structure that enhances all polarizations equally (via
a doubly degenerate resonance), we consider a different objective: we maximmgimaim

LDOS over all in-plane polarizations (rather than the mean). The result of this optimization is
a three-fold symmetric microcavity shown in Fig. 7(a), which is the smallest symmetry group
that supports a (hon-accidental) doubly degenerate mode [74] shown in Fig. 7(b-c). (The rectan-
gular FDFD grid breaks the three-fold symmetry, but the structure converges to true three-fold
symmetry with an exact degeneracy as the resolution is increased.) Intuitively, larger symmetry
groups have fewer degrees of freedom for optimization Ghe symmetry group [74] with
m-fold rotational symmetry plus reflections leaves only a wedge of anighein the degrees

of freedom), so the optimization is picking the smallest possible symmetry group in order to
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maximize the number of degrees of freedom available for maximizing LDOS.

As predicted in Sec. 8.2.2, the effective modal volumef this doubly degenerate cavity is
0.34(A /n)? > 2 times the volume of the single-mode cavity from Sec. 8.2.1.

Technically, maximizing the minimum LDOS over all polarizations is significantly harder
than maximizing the mean LDOS. Unlike the mean LDOS, it is not sufficient to consider only
the & and @&, polarizations, and in principle we must solve for the LDOS at all angles. The
simplest approach is to merely sample the set of polarizations to compute the LDOS at many
discrete angles, and then to maximize the minimum LDOS) over this set. Although we tried
sampling up to 20 discrete angles, we found that it was sufficient (obtainirsgithestructure)
to sample only three angles (0, 60, and 120). Furthermore, the minimum LDOS over several
angles is no longer a differentiable function, but we circumvent that problem by the standard
transformation [75] of introducing a “dummy” variable&nd solving mak subject to the non-
linear constraints < LDOS; at each anglg. (The resulting nonlinear-programming problem
was solved via the CCSA algorithm [65].)

8.3. 2D optimization for different frequencigaax mim LDOS ¢; &)

In nonlinear devices, e.g. for nonlinear frequency conversion, it is often desirable to design a
cavity which resonates at multiplistinct frequencies [9, 10, 76—79], leading to a challeng-

ing multi-frequency cavity-design problem if one desires a small-volume cavity [80, 81]. The
simplest approach to designing such a multi-frequency cavity with our optimization techniques
is to maximize theminimumLDOS for sources at two (or more) frequenciés,and . For
example, we begin by consideririgp = 2¢ (coupling TM to TM or TE to TE), the desired
relationship for intra-cavity second-harmonic generation (SHG) [79, 81], with results shown
in Figs. 8(a) and 8(c). These results exhibit Bragg-onion-like structures similar to the single-
frequency optimization in the previous sections, which is not surprising considering that Bragg
mirrors tend to have gaps at integer frequency multiples [14] and so the same mirror can con-
fine both a fundamental and harmonic frequency. A more challenging case for optimization,
therefore, is to design frequencies that are not integer multiples, and for illustration purposes
we consideredy, = 1.5¢, which results in the more complicated structure shown in Figs. 8(b)
and 8(d).

8.4. 2D TE thin strip case

In previous 2d TM and TE polarization cases, we expect and obtain alm@svarsus/ trade

off since the cavity can be surrounded by complete photonic bandgap or a Bragg onion, with
Q only limited by the computational-cell size. In a 2d setting, to g€ wersusV trade off
analogous to 3d slabs, we need to limit the degrees of freedom in one direction in order to force
the possibility of radiation loss. In this section, we choose the region for degrees of freedom to
be a thin strip [Fig. 3(b)].

Although we expect cavities in a finite-thickness strip to have intrinsic radiation loss in the
direction transverse to the strip, we also expect that it should be possible to make this radiation
loss arbitrarily small at the expense of modal volume. For example, if one starts with a periodic
waveguide structure [14] and introduces a defect in the periodicity, a resonant mode can be
trapped, and th@ can be made arbitrarily large by gradually tapering from the defect to the pe-
riodic structure [14,82-84]. To explore this tradeoff, we limit the modal volume by considering
a finite-lengthd x 1A strip of degrees of freedom. For each valuel¢fl = 1,2,3,51), we plot
the obtained radiation lifetim®,,4 as a function of the requested bandwi@thand the result is
shown in Fig. 9(a). For any givet asQ is increased the@;aqis increased as well (as explained
in Sec. 4), until it saturates at a maximum determined by two factors. First, the max@Qnum
is limited byd: a longerd gives more degrees of freedom and increases the maximum possible
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Fig. 7. Optimized doubly-degenerate cavity from Sec. 8.2.3, generated by maximiz-
ing the minimumLDOS over all in-plane polarizations. Starting from a vacuum initial
guess, the optimization discovers a structure \@ith (3-fold) rotational symmetry (top),
which supports doubly-degenerate [74] TE modes whtséelds are plotted at bottom
(blue/white/red = negative/zero/positive). (The rectangular FDFD grid slightly breaks the
three-fold symmetry and the degeneracy, but the results converge toGyastmmetry

and degeneracy as resolution increases.)
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(a). Optimization for TM withéy = 26y (b). Optimization for TM withéy, = 1.5¢.
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(c). Optimization for TE withéy, = 2¢;. (d). Optimization for TE withéy = 1.5

Fig. 8. Two-frequency cavity optimization from Sec. 8.3, for either TM (top) or TE (bottom)
polarizations. Left: microcavities which maximize the minimum LDOS at two frequencies
& and @y, = 26y, e.g. for intra-cavity second-harmonic generation applications [79, 81].
Confinement of such integer-multiple frequencies is physically enabled by the fact the con-
centric Bragg-onion “1d” bandgaps tend to occur at integer-multiple frequencies [14]. A
more challenging case is a two-frequency cavity d@r= 1.5¢x, resulting in the more
complicated structures shown at right. (All structures were optimized from vacuum initial
guesses.)
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Qrad, as expected. Second, arou@dq~ 10’ the improvement becomes limited by the numer-
ical precision, which prevents the optimization from making progress even though Righer
should theoretically be possible. Fibe= 51, the resulting structure is shown in Fig. 9(b). [Note
that the data in Fig. 9(a) are from the optimization result for the objeefieLDOS(w, x’).]
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(a). Qraq vs O for 2d thin strip with different length (different DOF).
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(b). An optimized structure for 2d thin strip from vacuum initial guess.

Fig. 9. 2D TE optimization for thin strips with fixed width (geometry sketched in Fig. 3b).
Fig. (a): Quag Vs. O for 2d thin stirps with same widthA( but different length ¢ =
A,2A,3A,51). AsQis increased in the optimization, high®f,q are obtained untiQaq is
limited by the degrees of freedom. As the degrees of freedom inci®agdirst gets big-
ger, but becomes saturated at some level arouidd@8 to numerical precision. Fig. (b):
An optimized 2d thin-strip structure with width and lengthd = 5A.

8.5. 3D case

In this section, we present the optimization results for the TE-like polarization in the 3d slab
setting (Fig. 10). We also briefly discuss some variations on the optimized structure and its
comparison with an air-slot cavity.

8.5.1. 3D slab optimization

With the optimization tools developed in the previous sections, we run large-scale simulations
on 3d slab case (with an in-plane dipole source, coupling to even-symmetry “TE-like” [14] res-
onances). Here we choose the dimensions of the slab 18432 30.19A, where the thickness is
0.19A =0.67(A /n). A sketch of the physical model is shown in Fig. 10(a), and the real compu-
tation domain (with mirror-symmetry reductions) is illustrated in Fig. 10(b). The optimization
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(a). Sketch of the region for degrees of freedom in 3d slab. (b). Sketch for 3d slab computational do-
main (with mirror-symmetry imposed).

Fig. 10. We wish to optimize a microcavity in an air-membrane Si slab in Sec. 8.5, with
the effective computational domain depicted in (a), where the degrees of freedom are every
pixel in the 2d pattern of the slab cross-section for a fixed thickness. Since all 2d single-
polarization optimizations found structures with two mirror symmetry planes, we can re-
duce the computational domain tg8lthe volume (b) by imposing these mirror symmetries
along with the vertical mirror symmetry.

discovers a structure (Fig. 11) with quality factQr= 30000 and extremely small mode vol-
umeV = 0.06(A /n)3. [This result is obtained from optimizations with absorpt@gradually
increasing from 10 to 10 The optimization discovers structures with radiat@s- 1.18 x 10*
atQ = 100, with radiatiorQ = 2.55x 10* at Q = 1000, and with radiatio = 2.98 x 10* at
Q=10%]

A comparison with other large- or small-scale optimization work, such as 2.5d optimiza-
tion [72], Ls-type cavity [20] and kj-type cavity [1] optimization are given in table 1. Clearly,
the optimization was able to achieve four times smaller mode volume than the smallest mode
volume (forQ within one order of magnitude of ours) we found in the literature [pte that
Ls-type [20] and H-type [1] cavities are designed from small-scale optimization and can be
fabricated; while both 2.5d optimization [72] and our results are purely theoretical and compu-
tational investigation from a large-scale optimization perspective.)

Table 1. Comparison d ard V for structures from our result and the literature.

Optimization Quiality FactorQ | Mode VolumeV (A /n)3
2.5d optimization [72] 8000 0.32
L 3-type cavity optimization [20] 100000 0.70
Ho-type cavity optimization [1] | 280000 0.23
LDOS optimization 30000 0.06

8.5.2. Sensitivity to small features

In the optimized structure, there are some filament-like structures which would be difficult to
fabricate at infrared scales. As a first assessment of the importance of these tiny features, we
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Fig. 11. Optimized pattern for a 3d slab from vacuum initial guess (Sec. 8.5.1) with dimen-
sions 3\-31-0.19A: Q=30000 and/ = 0.06(A /n)3.
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Fig. 12. 3d slab structure after manually removing tiny features in Fig. 11 (Sec. 8.5.2):

Q = 10000 andv = 0.06(A /n)3.
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manually remove the filaments and obtain a structure (Fig. 12) @ith 10000 and roughly
sameV. Instead of post-processing the structure in this way, which has the disadvantage of
no longer being a local optimum, future work should consider suppress these tiny features by
imposing some explicit constraints during optimization or by some regularization and projec-
tion [3] as further discussed in Sec. 9.

8.5.3. Comparison with air-slot cavity

All these cavities listed in table 1 are dielectric cavities. In other words, the centers of these cavi-
ties are high-dielectric materials (Si and GaAs) and these cavities are useful for dipoles/emitters
lying in these materials. It is also reflected in our unit of mode volume. For example, the mode
volume of the cavity we obtain i = 0.06(A /n)3 = 0.06(A /ng;)°.

It is known that air-slot cavities [85—88] can have extremely small volumes. For example,
Nomura [86] reported an air-slot cavity wi@= 4.8 x 10° andV = 0.015(A /ny;;)2. Although
0.015 is smaller than 0.06, these two kinds of cavities are not comparable in two ways. First,
the two mode volumes are in different urﬂfs/nair)3 versus(A /nSi)3. In our units, their modal
volume is 065(A /ns;)3. Second, these two types of cavities are for different applications: air-
slot cavities are useful for emitters lying in air, while the semiconductor-based cavities are
designed for emitters lying in Si and GaAs.

If the application is for emitters lying in air, in theory, we can also introduce an infinitesimal
air-slot at the center, oriented perpendicular to the electric field, into our structure. As discussed
in [85], after the introduction of an air-slot, the mode volume decreases by afaa;t@mfair)z
without changindQ. In our case, this factor is about 12.4, and the new mode volum@8is 4
1073(A /nsi)® = 1.1 x 1074(A /ngir)3. Because the resolution we used (46-pixel per wavelength
in air) is not that high, the optimization discovers a dielectric cavity, instead of one with air-
slot type. In future work, one could run the optimizations with high resolutions (at least in 2d
cases) to investigate whether air-slot structures can be discovered; at such high resolution, the
regularized figure of merit of Eq. (21) discussed in Sec. 5.2 becomes essential.

9. Manufacturability: Projection and Regularization

The primary purpose of this paper is to improve the mathematical formulation of the mi-
crocavity problem to make it amenable to large-scale topology optimization. It is well known,
however, that such topology optimization can sometimes lead to non-manufacturable designs,
due to three problems: regions of intermediatealues, fine features (such as the “hairs” in
Fig. 11), and extreme sensitivity to variations in the design parameters. Fortunately, there are
a variety of techniques to correct these difficulties, which could easily be combined with our
LDOS formulation, and we briefly review these projection, regularization and robustification
techniques here for the benefit of future work.

In cases where the optimization does not lead to “bang-bang” solutions, i.e. where there are
large regions of intermediate values that do not correspond to available materials, one can use a
variety of penalization techniques that add a penalty (increased as needed) to the objective for
intermediatee values [3, 89]. Another possibility is to use a level-set method [4, 90, 91], which
guarantee binary solutions (except possibly on a set of measure zero, since intermediate values
are typically used at the level set boundary in order to ensure continuity). A third possibility is
the SIMP (Solid Isotropic Material with Penalization) [3], a re-parameterization of the problem
that is used in conjunction with the filtering techniques described below in order to project the
solution towards a bang-bang result.

To eliminate small features, a common solution is to apply a smoothing filter to the degrees
of freedom (combined with a smoothed Heaviside projection to transform back towards
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bang-bang designs) [2,5-8,92-95]. This is often viewed as a regularization to ensure that the
problem is well-posed in the sense that the optimum should converge with resolution (rather
than yielding finer and finer features) [3]. Another approach that can eliminate small features
as well as designs with extreme parameter sensitivity is “robust” optimization, in which one
typically optimizes a worst-case design over a set of parameter uncertainties (e.g. a small
“noise” added to each pixel) [67,96,97], which has been shown in some cases to also eliminate
small features in topology optimization for photonics [68, 98, 99].

10. Conclusion

In this paper, we presented a novel formulation for large-scale optimization of optical cavities
via frequency-averaged LDOS. With this formulation, we obtained various 2d and 3d cavity-
optimization results for different applications. Our results show that several times smaller modal
volume is theoretically possible for silicon cavities compared to previous work, without sacri-
ficing Q. Many other possibilities present themselves for future work. First, the slab thickness
in the 3d optimization (Sec. 8.5) is fixed, but one can further extend our approach by allowing
the slab thickness to be one additional degree of freedom to improve the figure of merit. Second,
although we focused here on silicon-based cavities, one can easily apply our approach to other
materials (such as lower-index diamond for visible frequencies [100,101]). Since silicon cavity
design has been so heavily studied and many adequate designs are already known, it is espe-
cially in the context of new materials systems that optimization can be valuable. Third, instead
of maximizing LDOS, one can maximize the frequency-averagtd DOS over the whole
computational cell, which is known to be related to the bounds of the light trapping in photo-
voltaic problems [102, 103]. Fourth, one can extend our work on multi-frequency optimization
(Sec. 8.3) by defining a more specialized figure of merit for nonlinear frequency conversion
that includes an overlap factor [79, 81] for the two modes.

Appendix A: Computation of f/(w,x’)

In this section, we comput& (w,x’), the differentiationd /dw of f(w,x’) from Eqg. (12), to
show that the residue of Eq. (21) can be evaluated without any additional matrix solves. Differ-
entiating on both sides of Eq. (8), we have

JE(X, w) n 0.4 (€, w)

(€, ) EP 0 E(x,w) =iJ(x)
ﬁ%ﬁ)w) —t <iJ(x) - WE(X, w)> — 1 (i3(%) + 2we (X E(X, ).
(28)
Now differentiating on Eq. (12), we have
f'(w,X) = —%/J*(x)%dx
61
=—— | [ 23X Hiwd(x))dx + 2w [ I*(X).# Le(X)E(x, w)dx
2/ / -

- _%/ (%J*(X)E(x, W)X + 1_712/ (" Yiwd(x))) " £()E(x, w)dx

- f(“’iwxl) +i1—n2/£(x)ET(X,w)E(Xv“’)dX'

Note that we use the properties that(s, w) is complex symmetric.¢Z = .# ") for both real
and complexw andJ(x) is real P*(x) = JT (x)].
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Appendix B: Computation of the objective and its gradient

In this section, we derive an efficient expression for the objectie=
Re[f(@+if) —if f’(@+if)] defined in Sec. 5.2 as well as its gradient. The gradient
of the objective with respect to the design parameters is calculated with standard adjoint
methods [54] in order to minimize the number of required matrix solves.

Let us denote its complex version b = f(&+if) —if f’/(@+il). From Eq. (12) and
Eq. (22), we can simplify it as

L = H(@+iF) —ilf ' (@+if)

— f(@+if) - 'F<7f(°”'rx)+'12 E(ET (x, &+ iF)E(x, D+ i )dx
O+il
o ] . (30)
= f(o+il) + / X)ET (X, @+iF)E(x, @+il )dx.
G+il
® 6 . o
= S (-8 Ex i)+ r/ X)ET (x, @+ if)E(x, @+ if)dx.

In the rest of this section, we compute the gradien#ofvith respect to the design parameter
&, which is the dielectric constant at= x. To obtain the sensitivity oE(x, &+ il") to &, we
differentiate Eq. (17) with respect &g

- 0E(x,&)+if)+a//i(s,d))

M (g,6) E(x,0+il)=0

o0& o0& (31)

OB(x,@+if) _ 5, [@2 (1+ i) (% — x)E(x, @+iF)| .

dsk

Therefore, from Eq. (12), Eq. (22) and Eg. (31), we have

0 [J*(x) ;zkarlr /J xdc:kJrlr)dX
. (HE}) /(///N’lJ(x))TcS(x—xk)E(x,cI)JriI:)dx -
— ik (1+ i) /ET(x,&)+iI:)6(x—xk)E(x,tD+iI:)dx
= i@ (1+ i) ET (X, @+iF)E(x, @+il),
and
7‘”8(2)5&”( =2 eET 7‘9E(X£L+”:)dx+/6(x7xk)ET(x,(D+if)E(x,(IHif)dx
- z/s(x)ET//Z’l {aﬁ (1+ 2LQ> S(x—x)E(x, O+ if)} -

+ET (X, @+iF)E(x, @ +if)
= 267 (1+ ZLQ> / (//2*1 [e(X)E(x, @+ if)])T 8(x—x)E(x, & +if )dx

+ET (X, @ +iF)E(xy, @ +iF).
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Combining Eqg. (30), Eq. (32) and Eq. (33), we have

0F ([ 1\6. 1, . .=

ag_k — (I+Q) n_o)E (xk,w+|l')E(xk,w—i—|I')
12678 i\ AT o LiF

+;6(1+2—Q)A (X @0+ 1) E(x @+1), (34)

whereA(x, &+ i) satisfies the scattering equation
M (&, 0)A(X, O+i) = e(X)E(X, D+il). (35)

Therefore, as usual for adjoint-methods [54], the gradied¥ofiith respect to design parame-
terse can be evaluated with only a single additional matrix solve Eq. (35).
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