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Previous nonlinear gyrokinetic simulations of specific DIII-D L-mode cases have been found to

significantly underpredict the ion heat transport and associated density and temperature fluctuation

levels by up to almost one of order of magnitude in the outer-core domain, i.e., roughly in the last

third of the minor radius. Since then, this so-called shortfall issue has been subject to various spec-

ulations on possible reasons and furthermore motivation for a number of dedicated comparisons for

L-mode plasmas in comparable machines. However, only a rather limited number of simulations

and gyrokinetic codes has been applied to the original scenario, thus calling for further dedicated

investigations in order to broaden the scientific basis. The present work contributes along these

lines by employing another well-established gyrokinetic code in a numerically and physically com-

prehensive manner. Contrary to the previous studies, only a mild underprediction is observed at the

outer radial positions which can furthermore be overcome by varying the ion temperature gradient

within the error bars associated with the experimental measurement. The significance and reliabil-

ity of these simulations are demonstrated by benchmarks, numerical convergence tests, and further-

more by extensive validation studies. The latter involve cross-phase and cross-power spectra

analyses of various fluctuating quantities and confirm a high degree of realism. The code discrepan-

cies come as a surprise since the involved software packages had been benchmarked repeatedly

and very successfully in the past. Further collaborative effort in identifying the underlying

difference is hence required. [http://dx.doi.org/10.1063/1.4904301]

I. INTRODUCTION

The energy and particle confinement in tokamaks are

mainly limited by small-scale turbulent transport caused by

steep temperature and density gradients. Due to the high

temperatures and thus low-collisionality on the one hand and

the existence of strong background magnetic fields, the gyro-

kinetic theory1 is established as the most appropriate theoret-

ical description, see, e.g., Refs. 2 and 3 and references

therein. However, solutions of the underlying nonlinear sys-

tem of equations in 5D phase space can generally only be

obtained numerically, and hence a number of corresponding

implementations with different numerical approaches and

different degrees of physical comprehensiveness exists.2

However, the ultimate and common goal is to finally develop

a predictive capability for present and future fusion experi-

ments and to support the optimization and actual design of

the devices and the diagnostics. As early gyrokinetic simula-

tions could only be run with reduced physics models—e.g.,

by using simplified magnetic equilibria, adiabatic electrons,

etc.—they were mainly restricted to qualitative statements.

Though some results were already quite impressive, the last

decade has seen major improvements and extensions such

that by now quantitative comparisons with experiments can

be carried out. Hence, the great opportunity to not only ver-

ify but also validate the numerical tools and the gyrokinetic

theory itself can be utilized.

Pioneering work along these lines can, for instance, be

found in Refs. 4–7 where particularly H- and QH-mode but

also L-mode plasmas could successfully be assessed with the

gyrokinetic code GYRO at various radial positions.8 However,

similar validation attempts in the outer-core domain (i.e., in

about the last third of the minor radius) of a small number of

DIII-D tokamak9 L-mode discharges failed to reproduce the

experimental heat flux levels.10,11 One of the first and most

detailed publications in this context is Ref. 10 where a signif-

icant ion heat transport underprediction or shortfall is

reported. Here, the same code as for the aforementioned suc-

cessful validation studies for different physical scenarios has

been employed. Consequently raised concerns that this trans-

port shortfall might be rather universal to L-mode modeling

and thus point to missing or incorrect physics within the

gyrokinetic codes or the theory itself could meanwhile be

repealed partially. In Ref. 11, for instance, a slight underpre-

diction can only be seen at lower electron-to-ion temperature

Te/Ti � 1 while at high Te/Ti even a slight overprediction can

be observed. Similar studies for L-modes in other machines,

e.g., for Alcator C-MOD,12 NSTX,13 and in a joint project of

two different gyrokinetic codes for ASDEX Upgrade,14

could not reproduce the ion heat transport underprediction;

while such discrepancies in the electron heat flux have been

observed in some cases. However, as the latter may be attrib-

uted to the typically neglected electron gyroradius scales,

only the ion heat transport underprediction is labeled as

shortfall in the following.a)Electronic mail: tobias.goerler@ipp.mpg.de
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Albeit the recent restrictions for a shortfall scenario, the

original findings are puzzling and give rise to concerns

whether neglected non-local effects like turbulence spread-

ing,11 the suppression of higher-order nonlinear effects

retained in full-f codes, or the application of gyrokinetics per

se should be reconsidered for the DIII-D case and similar

discharges.15 As the published data is currently mostly based

on the results of a single gyrokinetic code with only a few

data points contributed from another one,11 it is of prime im-

portance to involve other groups and broaden or constrain

the scientific basis for the aforementioned concerns.

This contribution aims at bridging this gap by applying

a numerically different but physically similar comprehensive

code to the same L-mode scenario as described above. In

this context, advantage is taken from the fact that both imple-

mentations have already successfully passed a number of

intercode comparisons in the past—see, e.g., Refs. 16–18 for

the popular Cyclone benchmark, small-scale (electron tem-

perature gradient, ETG) mode, and electromagnetic turbu-

lence comparisons. However, none of these studies has

either reached this level of comprehensiveness as required

here or addressed independent and comprehensive validation

attempts.

The rest of the paper is organized as follows. In Sec. II,

the physical scenario is discussed in detail and the numerical

tool and relevant observables are reviewed. A characteriza-

tion of the main microinstabilities in the considered L-mode

discharge is found in Sec. III before the nonlinear gyroki-

netic simulation results regarding the turbulent transport are

presented in Sec. IV. These results are further substantiated

by validation against experimental measurements in Sec. V.

Conclusions are presented in Sec. VI.

II. PHYSICAL SCENARIO AND NUMERICAL TOOLS

A. Experimental setup

In the following, one of the first and hence quite promi-

nent gyrokinetic investigations reporting a shortfall10 will be

reassessed and discussed in detail employing an alternative

and independent code package. Before introducing the latter,

the physical scenario shall be reviewed briefly.

Subject of this study is DIII-D discharge #128913 which

has first been presented in Refs. 19 and 20. This L-mode

plasma is characterized by an upper single-null shape, i.e., by

a deliberately chosen unfavorable rB drift configuration pre-

venting transition into H-mode. Its line-averaged electron

density is ne ¼ 2:3� 1013 cm�3, while on-axis parameters

are ne ¼ 3:4� 1013 cm�3; Te ¼ 2:6 keV, and Ti¼ 1.9 keV.

The toroidal field on axis is B0¼ 2.1 T and the plasma current

Ip¼ 1 MA. A single coinjected neutral beam has been applied

to deposit a heating power of 2.5 MW. The time slice consid-

ered for the magnetic equilibrium and the profiles is t¼ 1.5 s.

While preliminary simulation results and a first remark

regarding a transport underprediction are presented in the

above references, a detailed description regarding the numeri-

cal setup and the results can be found in Ref. 10. Two radial

positions, namely, q¼ 0.5 and q¼ 0.75, are considered where

q denotes the square root of the toroidal flux being normal-

ized to its separatrix value. While good agreement between

the measured and simulated ion heat transport levels is found

at the inner position, an underprediction by a factor of 7 is

reported at q¼ 0.75. It shall also be mentioned that the half-

radius position has been considered in detail in an intercode

benchmark presented in Ref. 21 in the electrostatic and

rotation-free limit. With respect to the ion heat flux, the code

results agree reasonably well within 20% (30%) without

(with) collisions. Naturally, these results form a solid basis to

be reproduced in the present study.

B. Numerical tools and observables

The tool at hand for this purpose is the Eulerian nonlin-

ear gyrokinetic code GENE
22,23 which solves the gyrokinetic

Vlasov equation coupled self-consistently to Maxwell’s

equations either in a flux-tube or in a (wide) radial annulus

simulation domain. The former option—which benefits from

spectral methods in both directions perpendicular to the mag-

netic field thus being numerically very robust and efficient—

represents an appropriate choice if the gyroradii are small

compared to the machine size and to the gradient length

scale variations.24,25 In the given context, these requirements

appear to be fulfilled for all radial positions under considera-

tion. Unless stated otherwise, all simulations are considering

fully gyrokinetically treated deuterium ions and electrons,

electromagnetic effects by solving for the parallel compo-

nent of Ampère’s law, a finite Debye length, full inter- and

intra-species collisions modeled by a linearized Landau-

Boltzmann collision operator,26 geometry information

directly taken from the geqdsk efit file by field line tracing,27

parallel flow shear, and—after a first sufficiently long initial

saturation phase—E�B shear flow effects via time-

dependent radial wave numbers as described in Ref. 28. The

physical input parameters are derived from the DIII-D data-

base files using 3rd order Lagrange interpolation. Numerical

dissipation is only activated along the parallel direction

where a fourth order centered finite difference scheme is

employed for the derivatives, not in the perpendicular direc-

tion as is sometimes chosen in order to avoid spectral pile-

ups due to unresolved scales. The latter effect is found to be

reasonably small a posteriori.

Results of nonlinear simulations are typically time-

averaged over a range of at least 200 a=cs in the quasi-

stationary state. Here, the reference length a ¼
ðWtor;sep=pBrefÞ1=2

denotes the unnormalized q value corre-

sponding to the toroidal flux Wtor;sep at the separatrix and the

magnetic field on axis Bref . Typically, a is comparable but

not identical to the tokamak minor radius a. The ion sound

speed is given by cs ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
Te=mi

p
and can be used to define the

reference gyroradius as qs ¼ cs=Xi with ion gyrofrequency

Xi ¼ qiBref=ðmicÞ. Here, mi denotes the ion mass, qi its

charge, and c the speed of light.

Statistical error bars for nonlinear, fluctuating quantities

are defined similarly to Ref. 6 where the standard deviation

of the mean values of consecutive temporal subdomains of

the saturated state is proposed as a measure for the statistical

uncertainty. The scheme is slightly extended as the subin-

terval time ranges are given by 5 correlation times (if more

than ten intervals fit into the total time range; else two

122307-2 G€orler et al. Phys. Plasmas 21, 122307 (2014)
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correlation times). This way, averaging over the fast turbu-

lence time scales should be established even for extreme

cases while a time range fixed in simulation time units might

be insufficient.

While a multitude of observables—e.g., density and par-

allel/perpendicular temperature fluctuations—can be tracked

with GENE, the radial particle and heat transfer rates are the

quantities of main interest in this context. Hence, their defini-

tion shall briefly be reviewed. Both observables are basically

moments of the perturbed part of the particle center distribu-

tion function f
ðpcÞ
1 which can be derived from the gyrocenter

distribution function f
ðgcÞ
1 via f

ðpcÞ
1r ¼ f

ðgcÞ
1r þ ½qrð�/

ðgcÞ
1

�/ðpcÞ
1 Þ þ l �B

ðgcÞ
1k �f0r=T0r with magnetic moment l, back-

ground temperature T0r and Maxwellian distribution func-

tion f0r of the r th species. The overbar denotes

gyroaverages, the index 1 (0) indicates perturbed (equilib-

rium) quantities. With these definitions the particle and heat

transfer rates read

Cr ¼
ð

d3vf
ðpcÞ
1r vD � rx

� �
� V0; (1)

Pr ¼
ð

d3v
1

2
mrv

2f
pcð Þ

1r vD � rx

� �
� V0; (2)

where the drift velocity vD is approximated by the general-

ized E� B drift velocity, as in Ref. 10

vD �
c

B2
0

B0 �r /1 � v � A1=c½ �; (3)

with vector field A1. Here, h…i denotes flux surface averag-

ing, x is the chosen radial coordinate (mostly, q), and V0 ¼
@V=@x the radial derivative of the volume V enclosed by the

(local) flux surface under consideration.

III. CHARACTERIZATION OF MICROINSTABILITIES

Though validations of gyrokinetic simulations vs.

experiments are mainly based on turbulent transport fluxes,

fluctuation levels or spectra which represent nonlinear fea-

tures, linear investigations nevertheless provide a solid foun-

dation and numerically inexpensive ground for such studies.

First, they allow an easy characterization of the underlying

micro-instabilities and the relevant scales. Second, they pro-

vide information on the required resolution in most of the pa-

rameter space. Third, sensitivities with respect to various

input parameters can be assessed with much less effort and

thus typically in much more detail than in nonlinear

simulations.

A. Baseline parameter set

An overview regarding the most unstable growth rates

and associated real frequencies determined by individual local

simulations at a wide range of radial positions and toroidal

mode numbers can be found in Fig. 1. Here and in the follow-

ing linear investigations, E�B shear flow effects have

been neglected due to the significantly more sophisticated

analysis required in such cases. The resolution is at least

ðnkx
; nz; nvk ; nlÞ ¼ ð9; 24; 48; 16Þ in terms of numerical radial

wave numbers, parallel grid points, and (parallel velocity and

magnetic moment) velocity space grid points, and conver-

gence has been checked with scans at even higher resolution.

The velocity space extends up to ðlvk ; llÞ ¼ ð3vth;r; 9T0r=BrefÞ,
where vth;r ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2T0r=mr

p
denotes the thermal velocity of the r

th species with equilibrium temperature T0r and mass mr. In

these linear simulations, each kx mode is coupled to kx¼ 0 via

the parallel boundary condition such that the dominant mode

has a physical wave number kr¼ 0. In Fig. 1, ion temperature

gradient (ITG) driven modes—in GENE identified by a positive

sign of the drift frequency indicating an ion diamagnetic drift

and their sensitivity with respect to the logarithmic tempera-

ture gradient a=LTi ¼ �a @xlnTi—can clearly be seen in the

toroidal mode numbers range n� 10–100 which corresponds

to the ion-gyroradius scale. At smaller and larger scales, the

dominant modes drift in the opposite direction, i.e., in the elec-

tron diamagnetic drift direction. Based on a parity-analysis of

the mode structure, the large scale (n � 1–5) instabilities can

be identified as microtearing modes (MTM). As they appear to

be only weakly driven, their transport contribution to the elec-

tron heat transport is most likely minor—the ion heat channel

is typically only marginally affected by MTMs anyway. At

larger wave numbers, smaller scales, respectively, trapped

electron modes (TEMs) and ETG driven modes—partially

transitioning smoothly into each other—prevail. Again their

contribution to the ion heat transport is typically small.

FIG. 1. Linear growth rate (a) and—for readability—negative frequency (b)

vs. toroidal mode number n and radial coordinate qtor for discharge 12 8913

at kr¼ 0. Here, the deuterium/electron mass ratio is used and collisional

effects as well as a finite Debye wave length are taken into account, while

E�B shear flow effects are neglected. Two radial positions which will be

considered in more detail are marked by black lines and the zero frequency

plane is depicted by gray lines.
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However, it has been shown that MTMs29–31 and even the

ETG driven electron-gyroradius-scale turbulence22,32,33 might

cause substantial electron heat fluxes which has to be kept in

mind if simulation results neglecting these scales and modes

are compared with the experiment.

A rough rule-of-thumb which heuristically emerged

from Refs. 33 and 34 and was successfully applied in Refs.

12 and 35 is to compare the growth rate peaks at ion- and

electron-gyroradius-scales. Substantial ETG contributions

are expected if the ratio is larger than the square root of the

ion-to-electron mass ratio,
ffiffiffiffiffiffiffiffiffiffiffiffiffi
mi=me

p
. In the linear spectra at

hand, the ratio appears to be close to this value at the outer

radial position. Hence, ETG activity is expected but is most

likely adding only modest electron heat transport fractions.

However, the relevance of ETG might increase with E�B
flow shear suppressing mainly large scale turbulence and

slightly decrease if impurities are taken into account.

A final conclusion regarding the MTM and ETG mode

contributions would require full-physics multiscale simula-

tions reaching from supra-ion-down sub-electron-gyrora-

dius-scales, a task which is virtually impossible with

present-day computing resources. However, as the effects on

the ion heat channel are most likely weak, nonlinear simula-

tions targeting at just accurately modeling this channel can

be restricted to a significantly reduced wave number range

which roughly spans n � 10–100.

For comparison, the two radial positions (q¼ 0.5 and q
� 0.75) considered in previous publications are marked with

black lines and the main physics input parameters being

extracted from the ONETWO profiles are additionally listed in

Table I for reference.

Particularly, the outer one where a shortfall has been

reported in Ref. 10 shall be considered in more detail. Its

location is r=a¼ 0.8 which translates to q¼ 0.739 (instead

of q¼ 0.75 as stated elsewhere).

B. Stability analysis with respect to the main physics
parameters

As the transport underprediction could well be related to

just slightly missing a threshold or critical value for mode

excitation due to uncertainties in the input parameters, vari-

ous (linear) parameter scans are demonstrated in the follow-

ing. Variations of the gradients within the experimental error

bars—estimated by 30%—are shown in Fig. 2. Clearly, no

steep mode transition can be seen and while the dominant

mode changes sign at lower toroidal wave numbers with

increasing electron temperature gradient, it is only a=LTi

which clearly affects the ITG growth rate as expected. An

influence of the density gradient can hardly be seen. Further

parameters which may alter the dominant mode are the

TABLE I. List of local parameters at the radial positions q¼ 0.5 and

q¼ 0.7386 which will be of particular interest in Secs. IV–VI. All of them

have directly been derived from the ONETWO profiles by GENE’s internal pro-

file interface.

q ¼ qtor=a 0:5 0:7386

r/a 0.558 0.803

q 1.810 2.766

ŝ ¼ q @qlnq 0.560 1.791

a=LTi
¼ �@qlnTi 1.954 2.384

a=LTe
¼ �@qlnTe 2.810 4.613

a=Ln ¼ �@qlnn 1.163 1.034

Ti/Te 0.828 1.175

Zeff 1.323 1.334

bref ¼ 8pneTe=B2
ref 1:939� 10�3 6:669� 10�4

�c;ref ¼ p logce4nea=ð
ffiffiffi
2
p 3

T2
e Þ 5:905� 10�4 2:229� 10�3

k2
D ¼ k2

D=q
2
s 5:460� 10�4 6:962� 10�4

cE�B ¼ � a
cs

q
q

dXtor

dq 0.092 0.078

q� ¼ qs=a 1/353.2 1/532.7

nrefð¼ neÞ=1019m�3 2.107 1.653

Trefð¼ TeÞ=eV 992.2 436.1

Bref=T 2.084 2.084

Lrefð¼ aÞ=m 0.770 0.770

qs=mm 2.183 1.447

cs=ðkm=sÞ 218.0 144.6

@q=@ðr=aÞ 0.931 1.053

FIG. 2. Linear growth rate at q¼ 0.739 vs. low-k toroidal mode numbers n
and temperature and density gradient variations within 30%. The spectra at

the nominal values are indicated by black lines.
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temperature ratio Ti/Te, the collisionality, and the thermal-to-

magnetic pressure ratio b. Their influence can be seen in Fig.

3. Variations of the temperature ratio are mainly changing

the boundary in wave number space between the dominant

modes drifting in ion- and electron-diamagnetic drift direc-

tion as can be expected for ITG and ETG modes which align

to the ion and electron thermal velocity and gyroradii which

directly depend on the temperature ratio. Here, however, the

influence is rather marginal given that the presented 30%

variation is clearly exaggerating—the experimental error bar

is more likely on the order of 10%, see Ref. 10, Fig. 1. The

collisionality and b do not have a significant impact when

varied within the 30% range. However, the collisions per se

have strong impact on the dominant mode. Already at very

small amplitude, they strongly reduce the TEMs being domi-

nant in the collisionless case. The effect on the ITG mode

taking over at finite collisionality is, however, almost negli-

gible. Similarly, the b value. Only if increased by a factor of

larger than 5 some stabilizing effect on the ITG modes can

be found before Kinetic Ballooning Modes (KBM) take over

at roughly 10 times the nominal value.

Summarizing, the most pronounced effect on the ion heat

transport can be expected to originate from the ion tempera-

ture gradient for the radial position under consideration. Flux

matching in nonlinear simulations should thus first be based

on the adjustment of a/LTi and the E�B shearing rate which

may very well be another possible regulator for ITG mode

based ion heat transport. However, it should be noted that the

nonlinear behavior may deviate from the linear, dominant

mode based expectation, e.g., particularly in the vicinity of

mode transitions and in the presence of substantial subdomi-

nant modes as is discussed, for instance, in Ref. 36. In the

case at hand, TEMs are present as subdominant mode for

nominal parameters, thus motivating further nonlinear studies.

IV. HEAT TRANSPORT IN FULLY NONLINEAR
GYROKINETIC SIMULATIONS

This section is dedicated to the actual heat transport pre-

dictions based on nonlinear simulations. Before addressing

the shortfall issue itself, contact is first made to previous

studies at half-radius where previous benchmarking efforts

have successfully taken place and where comparatively good

agreement has been found between experiment and numeri-

cal simulation. Establishing similar findings with GENE is

hence a natural step to be taken.

A. Inner-core validation and benchmark

A first test bed is defined in Ref. 21 where physical pa-

rameters for three species—deuterium, carbon impurities

and electrons—are taken from the DIII-D discharge #128913

at q¼ 0.5 and used to run E�B-flow-free simulations in a

Miller-type equilibrium.37 Collisions are modeled by pitch-

angle scattering and the number of toroidal modes has been

fixed in the participating codes GYRO, GEM, and GS2. The

nonlinear simulations results are summarized in Table II.

FIG. 3. Linear growth rate at q¼ 0.739 vs. low-k toroidal mode numbers n
and (a) the temperature ratio Ti/Te, (b) the collisionality, and (c) the plasma

b (only in the field equations; the magnetic equilibrium is kept constant).

The nominal values are indicated by black lines.

TABLE II. Electrostatic electron, ion, impurity, and combined (perpendicu-

lar) magnetic flutter heat transport fluxes Qes
e;i;C;QB? (here) normalized to

Qgb ¼ neTecsq2
s=a2 together with the electron and ion particle fluxes Ce;i in

Cgb ¼ csq2
s=a gained from nonlinear (local) simulations at qtor ¼ 0:5. The

GS2, GYRO, and GEM results are taken from Ref. 21, Table I. All simulations

are run in Miller geometry, with pitch-angle collision operator and without

E�B shear.

GS2 GENE GEM GYRO

Qes
e =Qgb 5:24 6 0:60 4:61 6 0:31 4.00 60.96 4:41 6 0:54

Qes
i =Qgb 5:18 6 0:64 4:51 6 0:33 4.54 61.06 4:03 6 0:52

Qes
C =Qgb 0:14 6 0:02 0:14 6 0:01 0.10 60.02 0:12 6 0:01

QB?=Qgb 0:05 6 0:04 �0:02 6 0:01 �0:06 6 0:04 �0:10 6 0:02

Ce=Cgb 0.84 6 0.10 0.62 6 0.05 0.62 6 0.17 0.53 6 0.08

Ci=Cgb 0.77 60.10 0.52 60.05 0.59 60.17 0.47 60.08
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Here, GENE has been run with a radial box size of Lx ¼
144:655qs (here, x¼ r is the average minor radius of the flux

surface, qs¼ 2.183 mm; a code-independent measure is

nexc¼ 8, the multiplier of the distance Dx between neighbor-

ing mode rational surfaces associated to the lowest finite n
mode, Dx ¼ r=ðqn0ŝÞ) and 192 radial grid points (wave num-

bers, respectively). The minimum toroidal wave number is

n0 ¼ 8 ðkyqs ¼ 0:0434Þ and 16 toroidal wave numbers are

considered in total.

Indeed, agreement within the error bars can be demon-

strated for almost all observables defined in Ref. 21, i.e., for

the electrostatic electron (Qe), ion (Qi), and impurity species

(QC) heat transport fluxes, the combined electromagnetic

heat transport ðQB?Þ linked to perpendicular magnetic field

fluctuations in gyroBohm units (here: QgB ¼ neTecsq2
s=a2) as

well as for the electron and ion particle fluxes. Hence, further

confidence in the results of all four codes is provided—at

least, in the given scenario neglecting E�B shear flows and

assuming similar collision and geometry models.

Corresponding investigations relaxing these constraints are

on-going or future work.

The second point of contact is the GYRO results including

E�B shear flow effects but restricting the simulation to ki-

netic deuterium and electron species. In Ref. 10, these are

found to be slightly above the experimental value and almost

on top of the experimental level if the shear flow strength is

increased by 20%. Running GENE at this radial location yields

similar results though a 10% change in the ion temperature

gradient rather than an increase in the shear flow is consid-

ered. However, taking a closer look at the corresponding

data points in Fig. 4 reveals that the nominal GENE value is

somewhat larger which is on the one hand consistent with

the 3 species benchmark result where GYRO reported the low-

est values of all four codes. On the other hand, it might sim-

ply reflect that the simulations in Ref. 10 were performed

approximately at q¼ 0.5. Comparing, e.g., the safety factor

q in Refs. 10 and 21, reveals that the true position would be

more like q¼ 0.511. Given the strong dependence on the

gradients as found by GENE, a small change in the radial posi-

tion already yields slightly different input parameters and

hence transport level differences on the order as found in

Fig. 4 at q � 0.5 are not surprising.

B. Outer-core transport simulation results

Having established reasonable agreement with previ-

ously published data and experimental levels at q¼ 0.5, the

more interesting radial domain, namely, the outer-core

ðq � 0:75Þ is addressed in the following. Similar to Refs. 10

and 11, the simulated ion heat transfer rate first develops a

trend opposing the ONETWO results—i.e., it decreases while

the interpretation of the experimental values increases—as

can be seen in Fig. 4(a). However, the underprediction in

GENE is much less pronounced compared to Ref. 10—rather a

factor of 2 than a factor of 6.7—and at q¼ 0.85 the predicted

transport is furthermore again above the experimentally

determined one. Amongst other uncertainties, this could be

related to over- or underestimated ion temperature gradients

as has been discussed in Sec. III. Corresponding scans can

be found in Fig. 5, where a strong a/LTi dependence is indeed

confirmed at various radial positions. Assuming the ion tem-

perature gradient is the only uncertain parameter, the largest

increase required for flux matching is 22% at q¼ 0.7386.

However, even this value would be within the error bars as

even small uncertainties in the temperature profile itself may

translate to relatively large ones (up to �20%–30%) in the

FIG. 4. Ion (a) and electron (b) heat transfer rates. The black line represents

the ONETWO, the orange circles the gyrokinetic results taken from Ref. 10.

The blue squares indicate the corresponding GENE results. Filled squares/

circles represent the simulation results for nominal parameters, open circles/

squares the best result when varying the input parameters within the range

set by the accuracy of the measurement. For comparison, the neoclassical

GENE result is added as well as green line and confirms the dominance of the

anomalous transport in this discharge.

FIG. 5. Ion heat transfer rates vs. radius and ion temperature gradient, dem-

onstrating the flux matching procedure. Dark blue squares indicate the indi-

vidual GENE results and light blue circles the best match. Horizontal black

lines represent the ONETWO value at that radius and vertical lines the nominal

ion temperature gradient.
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gradients. A consistency check can be performed by recon-

structing a new ion temperature profile by using the flux

matched gradient values as it is done in Fig. 6. The result is

within the error bars of the original profile and the modifica-

tions small enough that any effect of the modified Te/Ti ratio

can be neglected.

The whole approach here mimics an application of a

transport solver being coupled to a gyrokinetic turbulence

code as can be found in Refs. 38 and 39. Subject of the latter

reference is even the discharge at hand. However, the profile

is already fixed at r/a¼ 0.7 such that the radial range under

question is excluded. Given the grid resolution being used by

GENE, another such automated flux-matching attempt is not

feasible at the moment due to the associated substantial com-

putational costs.

Besides the ion temperature gradient, another important

parameter possibly affecting the turbulence under considera-

tion is the E� B shear flow and the parallel flow shear which

is consistently evolved in GENE. Hence, a corresponding sen-

sitivity scan at q¼ 0.7386 can be found in Fig. 7. Clearly

here and in Fig. 8, the turbulence level drops significantly

about a factor of two as soon as the additional shearing is

activated as can be anticipated given the associated eddy tilt-

ing and breaking. However, within 20% variations about the

nominal shear flow amplitude reflecting the maximum error

bars in Ref. 10, the ion heat transfer rate is only modestly

changed ð� 20%Þ compared to its response to similar ion

temperature gradient variations where about a factor of two

has been observed. Compared to the transport levels from

Ref. 10, the shearing effect seems to be somewhat weaker—

the reduction is rather a factor of 2 than approximately 2.6.

The differing shear flow implementations in both codes may

thus explain some fraction of the observed discrepancy.

However, even in the unsheared case, the ion heat transfer

rate presented here exceeds the one in Ref. 10 by a factor of

about 2 (about 3 including the shearing).

Before discussing details regarding numerical conver-

gence, the simulation data presentation shall be completed

with the spectra of the transfer rates. Qualitatively, they do

agree well with those found in Ref. 10, Fig. 4(b). For

instance, a particle pinch is found at smaller scales while an

outward flow can be observed below toroidal mode numbers

n � 60. The ion heat channel appears to be well resolved

with only very small contributions at the lowest and largest

finite wave numbers. The electron heat flux spectrum, on

the contrary, does not decay towards zero at largest resolved

wave numbers. This is in line with previous notions regard-

ing possible small-scale ETG contributions and could hence

explain the remaining Pe discrepancy in Fig. 4(b) even with

increased a=LTi. Indeed, running a single-scale simulation

restricted to electron gyroradius scales and with adiabatic

ions gave additional 0.45 MW of electron heat transfer rate

which would pretty much compensate the missing fraction.

The Pe underprediction hence appears to be of less concern.

However, a final answer could strictly speaking only be

gained via multiscale simulations covering ion- and elec-

tron-gyroradius-scales self-consistently which is beyond

this work.

FIG. 6. Nominal ion temperature profile and profile reconstructed from flux

matching gradients with the profile being fixed at q¼ 0.9. The reconstructed

profile is still within the experimental error bars (dotted lines) found in Ref.

10.

FIG. 7. Time-averaged ion heat transfer rates at q¼ 0.7386 as function of the

(external) E� B shear flow amplitude. For comparison, the results extracted

from Ref. 10 are displayed as well. Here, the unsheared value has been esti-

mated from a time trace and hence been labeled with a large error bar.

FIG. 8. Time traces of flux-surface averaged heat and particle transfer rates at

q¼ 0.7386 using default parameters. The vertical line indicates the point in time

at which the external E� B shear flow is activated. Time averages are taken

starting at t ¼ 250a=cs, the individual subwindows for the statistical error span

5 correlation times ðtcorr ¼ 10:7a=csÞ and are included as vertical lines.
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Returning to the spectra, it is furthermore noteworthy

that the heat flux peak positions are similar as well—the to-

roidal mode number at peak position is npeak ¼ 60 in Ref. 10

and npeak ¼ 49 in Fig. 9. The slight downshift is also

reflected in a steeper decay to smaller wave numbers and

might be linked to the differing shear flow models which

preferably act on these spatial scales. However, summariz-

ing, the spectra do not provide indications for entirely differ-

ent physics—rather the opposite. Only the amplitudes appear

to be scaled compared to Ref. 10.

C. Numerical convergence tests

With two different code predictions at hand, particular

emphasis should be given to numerical convergence both in

grid numbers and sizes in great detail. First of all, the per-

pendicular directions are addressed as the safety factor and

the magnetic shear become quite large in the outer-core

range, thus typically requiring larger boxes due to the for-

mer40 and higher radial resolution to compensate for the lat-

ter. The corresponding results are summarized in Fig. 10

where radial and binormal spectra are shown for the default

grids and for increased box size or resolution. Clearly, nei-

ther of these variations yields substantial deviations, which

is furthermore reflected by the total ion heat transfer rates

which do not vary much, i.e., within the range of the statisti-

cal error bars. Numerical convergence can thus be ensured in

the first two dimensions. Addressing the remaining direc-

tions has been done by simultaneously increasing the resolu-

tion by at least a factor of 1.5. The result can be found in

Table III and hardly differs from the reference.

Further simulation results to be found here are, e.g.,

comparisons with and without an effective ion charge Zeff ¼
1:334 in the collision operator, an approach which is often

used in two-species simulations to mimic at least parts of the

effect of the missing impurities. The ion heat flux indeed

responds with a 10% reduction which can be further

enhanced to almost 14% by employing a collision operator

based on pitch-angle scattering instead of the linearized

Landau-Boltzmann operator. On the other hand, approximat-

ing the slightly up-down-asymmetric flux surface shape by a

Miller parametrization has hardly any effect—both of these

models are used in Ref. 10. The simultaneous usage and fur-

thermore the application of similar grids and physical input

parameters as in the reference publication again yields

results very similar to the default GENE case with

FIG. 9. Time-averaged heat and particle transfer rate spectra vs. binormal

wave number kyqs or toroidal mode number n, respectively, at q¼ 0.7386.

FIG. 10. Time-averaged radial (a) and binormal (b) spectra of the ion heat

transfer rate Pi for different box sizes (minimum wave numbers) and resolu-

tions (number of modes). The total ion heat transport seems to be reasonably

well captured with the default choice of grid numbers and box sizes

(Lx¼ 114qs (nexc¼ 10) and n0¼ 7).

TABLE III. Nonlinear simulation results at q¼ 0.7386 for different resolu-

tions or physical models. The differences compared to the default grid

nx� nky� nz� nv� nw¼ 256� 24� 16� 32� 8 or in the choice of the

collision operator (default: linearized Landau-Boltzmann) or MHD equilib-

rium (default: efit tracing) are indicated in the first column.

Pi Pe Ce

Variation (MW) (MW) (MW/keV)

Zeff ¼ 1: default 0.52 6 0.04 0.51 6 0.02 �0:01 6 0:01

Zeff ¼ 1:334: default

(nz, nv, nw) ¼ (48, 48, 16)

pitch-angle collisions

Miller equilibrium

0.47 6 0.02 0.49 6 0.01 �0:01 6 0:0

0.47 6 0.02 0.48 6 0.01 �0:01 6 0:0

0.45 6 0.05 0.51 6 0.04 �0:05 6 0:01

0.51 6 0.03 0.48 6 0.02 �0:01 6 0:0

Miller equilibrium, pitch-angle

collision, Ref. 10 parameters

(nx, nky)¼ (320, 16)

0.52 6 0.05 0.53 6 0.04 �0:04 6 0:01
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Zeff ¼ 1:334—except for the particle flux which generally

appears to be larger with pitch-angle scattering.

The almost unchanged ion heat transfer rate can be

explained by a cancellation of the pitch-angle scattering

related reduction with slightly larger gradients between those

listed in Ref. 10 and those independently extracted from the

data base.

V. VALIDATION BEYOND TRANSPORT COMPARISONS

The set of diagnostics available at DIII-D allows for a

much more detailed comparison and validation of the turbu-

lence simulations beyond the transport comparisons

employed above. For instance, temperature and density fluc-

tuation amplitudes as well as the cross phases between these

fluctuating quantities can be addressed and assessed regard-

ing their impact on the transport levels.

However, accurately comparing the fluctuation ampli-

tudes requires the implementation and application of sophisti-

cated synthetic diagnostics as described in Ref. 10. The setup

being used here to model Beam Emission Spectroscopy (BES)

and Correlation Electron Cyclotron Emission (CECE) is very

similar and can be summarized as follows. First, temporally

high-resolved 3D density and temperature fluctuations are

translated from co-moving to laboratory-frame by adding a

corresponding phase factor to the Fourier space data. After the

transform to configuration space, the data is mapped and inter-

polated from fluxtube to torus geometry by exploiting the to-

roidal periodicity and the quasi-periodic boundary condition

in the direction parallel to the magnetic field which are inher-

ent to fluxtube simulations. For now, BES and CECE are con-

sidered as 2D filters and hence only particular poloidal cuts are

convoluted with appropriate 2D point spread functions (PSFs)

modelling the (R, Z) extend of the individual BES and CECE

channels. The resulting data are processed in the same way as

in the experiment, for instance, by computing cross-power

spectra with the same subroutine. It should be noted that—

unlike Ref. 10 which used numerical PSFs taken from Ref. 41

for the BES—asymmetric Gaussians are employed which ap-

proximate the numerical shapes with Gaussian widths taken

from Ref. 41. By comparison with symmetric Gaussians, an

impact of the shape on the signal can be confirmed. It does,

however, not affect the qualitative results and has rather small

effect on the quantitative findings. The synthetic BES density

fluctuations—or, more precisely, the cross-power frequency

spectra—for the nominal gradient and the flux-matched GENE

simulation at q¼ 0.7384 can be found in Fig. 11, together with

the experimental measurements and the reference simulation

results from Ref. 10. First of all, even the GENE signal based on

the nominal parameters is significantly larger than in previous

gyrokinetic simulation attempts which is consistent with the

heat fluxes, see Fig. 4. Like in Ref. 10, the spectral shape is al-

ready close to the experimentally measured one. However, the

amplitudes are underestimated. The root-mean-square (RMS)

averaged density fluctuation in the 40–400 kHz window is

0.50% compared to 1.1% in the experiment and 0.33% in Ref.

10. As can be seen in Fig. 11, the agreement is significantly

improved with the increased ion temperature gradient where

the RMS value is 0.71%. The remaining discrepancy could

point towards the necessity of running additional sensitivity

scans, e.g., in the density gradient in order to match this

observable more accurately or could indicate the need for fur-

ther refinement of the synthetic diagnostic. For instance, any

temperature fluctuation impact on the beam emission intensity

is currently neglected in line with Ref. 10. However, as the

current degree already appears to be reasonable, this task is

left for future work—together with another refinement sug-

gested in Ref. 42. Here, 2D spectra of the correlation between

the BES channels have been compared between BES measure-

ments and synthetic GYRO results and demonstrated a modest

but notable disparity that might reflect a difference in how fi-

nite ExB shear impacts turbulence.

The CECE diagnostics at DIII-D allows for similar com-

parisons for the electron temperature fluctuations. Cross-

power spectra from synthetic CECE diagnostics with

nominal gradient and flux-matched GENE simulation data are

plotted together with those from Ref. 10 and the experimen-

tal measurements in Fig. 12. Consistent with the heat flux

FIG. 11. Cross-power frequency spectra of electron density fluctuations for

the shortfall discharge at q� 0.74. Besides BES data from experiment, syn-

thetic BES results from gyrokinetic GENE simulations with nominal and

increased ion temperature gradient and corresponding simulations from Ref.

10 are shown.

FIG. 12. Cross-power frequency spectra of electron temperature fluctuations

for the shortfall discharge at q � 0.74. Synthetic CECE results taken from

gyrokinetic GENE simulations with nominal and increased ion temperature

gradient are compared to the corresponding results in Ref. 10 and to the

actual experimental data. Furthermore, the difference in using perpendicular

or total electron temperature fluctuations for synthetic CECE is depicted.
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observations, the synthetic electron temperature fluctuations

from GENE are again much larger than those from Ref. 10

when using the nominal parameters.

However, maybe even more strikingly, significantly

more low frequency contributions can be found with GENE,

whereas the simulation in Ref. 10 fails to reproduce this

trend. The latter may be decisive for explaining the shortfall

as low frequency components are found to be dominant in

the experiment. Furthermore, it should be noted that total
temperature fluctuations have been used in the aforemen-

tioned reference and hence for the direct code-code compari-

son at hand. However, the CECE diagnostics should be more

or even exclusively susceptible for the perpendicular tem-

perature component. With GENE’s native velocity space coor-

dinates vk and l, the separation into parallel and

perpendicular components is straight-forward and the syn-

thetic CECE results with T? only are shown in Fig. 12 as

well. The agreement with the experimentally measured sig-

nal is indeed significantly improved for the nominal

parameters and very impressive in the case of the flux-

matched simulation where the spectral shapes almost match.

This is also reflected in the RMS temperature fluctuations in

the aforementioned frequency window. With total tempera-

ture fluctuations and nominal parameters, 0.82% are found

compared to 0.50% in Ref. 10. Due to the strong anisotropy

of the fluctuations, this value increases to 1.20% when con-

sidering the perpendicular component only. Finally, consid-

ering the flux-matched simulation, the (perpendicular)

electron temperature fluctuation level is 1.72% which is well

within the error bars of the measured signal 1.6% 6 0.2%.

Another observable of interest are cross phases as

they—together with the fluctuation amplitudes—determine

the transport level. Here, they are defined as aðA� BÞ
¼ tan�1ðImðA=BÞ=ReðA=BÞÞ for two observables A and B. If

the latter—for instance, radial electric field and density fluc-

tuations—are shifted by p/2, i.e., electrostatic potential

and density fluctuations are in phase, no particle transport

Ces � hn1vE�Bi can be established as is approximately

FIG. 13. Time-averaged cross-phases

aðA� BÞ between indicated observ-

ables for (a) ions and (b) electrons as

function of the binormal wave number

at q¼ 0.7386. The histogram is based

on the values at all radial and parallel

grid points and weighed by amplitude.

For comparison, the corresponding lin-

ear results are added as dashed, orange

line.
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achieved in the present scenario. Hence, Fig. 13 displays the

remaining linear and nonlinear cross phases relevant for the

electrostatic heat transport—the electromagnetic fraction is

negligible anyway. Clearly, the phase relation between the

electrostatic potential and both ion temperature components

is most favorable, i.e., near to p/2, around kyqs ¼ 0:15� 0:8
and tending towards a phase shift of p at largest wave num-

bers thus substantially reducing the transport. For the elec-

tron counterparts, however, the phase shift is less

pronounced moving from p/2 to p which explains the resid-

ual electron heat flux at these scales. A third column displays

the density and perpendicular temperature cross phases as

functions of the binormal wave number. Comparing with the

second column it becomes apparent that /1 and n1 are indeed

approximately in phase.

However, more importantly these results can be com-

pared with experimental measurements hence extending the

options for validation. Though not available for the discharge

discussed above (#128913), experimental results can be

found for a very similar discharge in Ref. 43, Fig. 8. At

q¼ 0.75, the experimentally observed phase shift between

the electron density and perpendicular electron temperature

fluctuations is 101	 6 8	 with reversed sign due to contrary

definitions used here. The corresponding GENE simulation

result using the #128913 profile input in the approximate

wave number range of the diagnostics 0:2 � kyqs � 0:4 is on

the same order but higher at about 135	. However, running

another set of dedicated GENE simulations with the input pa-

rameters taken from the profiles of this sibling discharge

(#138040) yields a significantly improved agreement. As can

be seen in Fig. 14, the cross-phase is now about 103	 in the

aforementioned wave number range. Furthermore, good

experiment-simulation agreement is also demonstrated at

another radial location (q¼ 0.65) and for an additional sce-

nario with electron cyclotron heating as additional power

input (discharge #138038). We note in passing that none of

the simulations for the additional discharges has found a sub-

stantial shortfall. Concluding this paragraph, confidence for

GENE matching the correct cross phase reasonably well in the

shortfall case can be considered to be high.

In summary, the GENE simulations for the original DIII-

D shortfall appear to be very realistic. Cross-phase predic-

tions for similar discharges where the corresponding experi-

mental diagnostics had been available seem to be very robust

and in good agreement. With appropriate synthetic diagnos-

tics modeling and slight adaptations of the temperature pro-

file within the error bars, whole BES and CECE cross-power

spectra can be validated to a very high degree. In this con-

text, the necessity to implement synthetic CECE diagnostics

with the perpendicular temperature fluctuation component

only has been demonstrated.

VI. CONCLUSIONS

After a number of successful and encouraging validation

studies with local df gyrokinetic simulations, e.g., in L-mode

inner-core and H- and QH-mode regimes, a series of publica-

tions reported failures in similar attempts for outer-core L-

mode plasmas—known as “shortfall.” While significant

underpredictions of the electron heat transport could very well

be related to unresolved scales, no such explanation is avail-

able for the ion counterpart. Hence, various concerns regard-

ing the applicability of fluxtube simulations, the validity of

common approximations in the implementations, or even the

gyrokinetic theory itself have been raised for this general type

of plasmas. However, with more recent local gyrokinetic stud-

ies addressing outer-core L-modes in other devices and

matching the ion heat flux within experimental error bars of

the input parameters,12,14 the original conclusion seems to be

less universal. Furthermore, no effort had been undertaken so

far to investigate the original scenarios independently with

another implementation and interface to the experiment.

This deficit has been overcome in the present contribu-

tion where the plasma microturbulence code GENE has been

applied to one of the L-mode discharges where a gyrokinetic

shortfall had been observed for the first time. In agreement

with previous findings, the ion heat transport is indeed found

to be underpredicted around q � 0.75 while the simulation

results tend to be even larger than in the experiment in the

deep core regime at q¼ 0.5. However, the shortfall is much

less pronounced and can be removed by mild changes of the

ion temperature profile within the experimental error bars.

FIG. 14. Time-averaged mean ðne;T?;eÞ cross-phases from nonlinear, local

simulations for DIII-D discharges #138038 and #138040 at two radial posi-

tions ðqtor ¼ 0:65; 0:75Þ as function of the binormal wave number. The error

bars represent the standard deviation from the cross-phase distribution (as

shown in Fig. 13). The experimental values43 are included as dashed blue

(#138040) and dotted black (#138038) lines. The relevant range for compari-

son due to diagnostics constraints is indicated by the shaded region.
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Furthermore, even the nominal transport levels tend to over-

estimate rather than underestimate the experimental results

around q � 0.85 again. Finally, extended validation studies

involving cross-phases and synthetic BES and CECE signals

have demonstrated a high degree of realism and hence pro-

vide further confidence in the presented GENE simulations.

The validity of the GENE results has furthermore been

substantiated by benchmarks with other codes at inner core

positions and the demonstration of numerical convergence.

All in all, the total computational effort invested in the above

tasks is quite substantial. About 5 MCPUh had to employed

for physical and numerical parameter scans.

In summary, even local df gyrokinetic simulations seem

to be sufficiently adequate to capture the main features of the

L-mode discharge and the radial position under considera-

tion. This does not exclude further improvements by the

additional consideration of nonlocal effects, particularly at

even larger radii. However, concerns regarding a possible

breakdown of gyrokinetic theory appear to be premature in

this parameter regime. A comparison with the previous study

of this discharge10 reveals that both codes are describing

quite similar physics—transport spectra, for instance, dem-

onstrate remarkable qualitative agreement in all three chan-

nels shown. However, the quantitative disagreement is an

open question and subject to on-going collaborative verifica-

tion efforts.
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