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Our understanding of the state of the universe between the end of inflation and big bang

nucleosynthesis (BBN) is incomplete. The dynamics at the end of inflation are rich and a

potential source of observational signatures. Reheating, the energy transfer between the
inflaton and Standard Model fields (possibly through intermediaries) and their subse-

quent thermalization, can provide clues to how inflation fits in with known high-energy

physics. We provide an overview of our current understanding of the nonperturbative,
nonlinear dynamics at the end of inflation, some salient features of realistic particle

physics models of reheating, and how the universe reaches a thermal state before BBN.
In addition, we review the analytical and numerical tools available in the literature to

study preheating and reheating and discuss potential observational signatures from this

fascinating era.
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1. Introduction

Our understanding of the early history and evolution of our observable universe is

anchored by two major poles: cosmic inflation and big-bang nucleosynthesis. Build-

ing on the well-understood framework of quantum field theory in curved spacetime,

models of cosmic inflation make specific, quantitative predictions for observable

quantities, such as the spatial curvature Ωk and the spectral tilt of primordial cur-

vature perturbations, ns. (For reviews of inflation, see Refs. 1, 2, 3, 4, 5, 6.) Likewise,

big-bang nucleosynthesis builds on detailed information about nuclear reactions to

predict quantities such as light-element abundances.7 Both inflation and nucleosyn-

thesis are tightly constrained by high-precision measurements, and to date both

theories match observations to impressive accuracy.

Despite these resounding successes, we still have an inadequate understanding of

how to connect these two important eras in cosmic history. If confirmed, the recent

announcement by the BICEP collaboration of the detection of primordial gravita-

tional waves implies that inflation occurred at an energy scale of order E ∼ 1016
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GeV, corresponding to a cosmic time t ∼ 10−38 seconds after the big bang.a Mean-

while, big-bang nucleosynthesis began at an energy scale E ∼ 10−3 GeV around

t ∼ 1 second.7 Although inflation and nucleosynthesis are each grounded in solid

theoretical ideas and are increasingly constrained by robust empirical data, be-

tween them stretches a huge range of energy and time scales that are neither well

understood nor strongly constrained. The electroweak symmetry-breaking phase

transition, for example, which occurred around E ∼ 103 GeV at t ∼ 10−12 seconds,

represents an intermediate stage between inflation and primordial nucleosynthesis

that is increasingly well-understood from experiments at CERN. That transition,

however, was likely many orders of magnitude removed from inflationary energy

scales.

The observational difficulties for constraining this period arise due to two main

reasons. (1) For consistency between BBN calculations and measured light-element

abundances, the universe has to be thermal (at least in most of the Standard Model

species) by the time of BBN. As a result, most of the information about potentially

complicated dynamics after inflation and before BBN gets washed away. (2) For

simple scenarios, the typical scales over which spatial perturbations are generated

during this period are smaller that the Hubble horizon H−1 at that time, due

to causality considerations. Therefore one does not generically expect effects of

these perturbations on scales that affect the cosmic microwave background radiation

(CMB) or large-scale-structure observations (though in certain special scenarios,

preheating dynamics can generate large fluctuations on superhorizon scales8–15).

In spite of these difficulties, the period between the end of inflation and BBN is

exciting for a number of reasons. On the theoretical/phenomenological side, in order

to connect the successes of inflationary cosmology to the standard big-bang scenario,

it is crucial to understand how the universe transitioned from the supercooled con-

ditions during inflation to the hot, thermalized, radiation-dominated state required

for nucleosynthesis. Presumably this transition occurred as the energy that had

driven the exponential expansion of spacetime during inflation was dispersed into

more familiar forms of matter. Post-inflation reheating is thus a critical epoch for

connecting studies of the early universe with realistic models of high-energy particle

physics. If inflation put the “bang” in the big bang, it is post-inflation reheating

that populated our universe with matter more like the kind we see around us today,

and of which we are made.

Dynamics at the end of inflation also impact how we connect inflationary predic-

tions to empirical observations of temperature anisotropies in the CMB. Relating

those two epochs depends upon understanding the expansion history of the universe

between inflation and later times; and the expansion history, in turn, depends on

whether the post-inflation transition to a hot, thermalized state occurred quickly

aWe do not know how old the universe actually is, or even whether this age is finite. We only have

a lower bound on how long inflation lasted. When assigning an age to an event in cosmology, we

usually assign times using standard big-bang cosmology, ignoring inflation.
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or slowly. Uncertainty in the energy scale and duration of post-inflation reheat-

ing accounts for why inflationary predictions for spectral observables are typically

evaluated at N∗ = 55 ± 5, where N∗ is the number of e-folds before the end of

inflation when cosmologically relevant perturbations first crossed outside the Hub-

ble radius.16–18 In simple models, observable quantities such as the spectral index,

ns, and the tensor-to-scalar ratio, r, vary inversely with N∗, and hence the resid-

ual uncertainties from reheating will become important as more and more spectral

observables are measured to percent-level accuracy or higher.19–22 As we discuss

below, the energy scale of inflation also has implications for potential observational

consequences that could derive from the reheating process itself.

Physicists began to study post-inflation reheating soon after the introduction of

the first inflationary models. The original calculations focused on perturbative de-

cays of individual inflaton particles into other forms of matter.23–25 About a decade

later, several groups recognized that the energy transfer at the end of inflation could

involve highly nonperturbative resonances, as the inflaton field oscillated around the

minimum of its potential.26–33 Such a “preheating” phase, governed by parametric

resonance, may be studied in a linearized approximation, to first order in field fluc-

tuations. Yet the resonant, exponential growth of fluctuations means that linearized

analyses can only remain self-consistent for a limited duration, before fully nonlin-

ear effects must be considered. Moreover, perturbative decays of the inflaton still

play a critical role in the reheating process: at late stages, perturbative decays help

to complete the transfer of energy from the inflaton and avoid an extended phase

of matter-dominated evolution.

Much of the exciting recent work in post-inflation dynamics has therefore focused

on three main challenges: (i) Accounting for the production of ordinary matter af-

ter inflation, which requires studying how inflation and reheating can occur within

realistic models of high-energy particle physics. (ii) Delineating and understanding

several distinct stages in the reheating process, from nonlinear fragmentation of the

fields soon after inflation to the stage that leads to thermalization of the universe in

a radiation-dominated phase at some reheat temperature, Treh. (iii) Understanding

observational constraints on and observational implications of post-inflation dynam-

ics. We highlight different stages of reheating and their distinct phenomenological

features in Fig. 1.

In Section 2, we consider the initial conditions for studying dynamics near the

end of inflation. Section 3 provides an introduction to parametric resonance and

preheating. Section 4 focuses on nonlinear effects and Section 5 on thermalization.

Section 6 surveys recent efforts to embed inflation and reheating in realistic models

of particle physics, and Section 7 discusses some possible observational consequences

of the post-inflation epoch. Section 8 turns to discussion and prospects for further

research.

A number of excellent previous reviews on reheating may be found in the liter-

ature (see, for example, Refs. 2, 34, 35, 36, and Section 5.5 of Ref. 37). Indeed, the

literature on post-inflation reheating has grown rapidly over the past two decades;
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Fig. 1: Post-inflation reheating consists of several distinct stages. At the end of inflation,
parametric resonance (“preheating”) often dominates the early transfer of energy from the
inflaton into other types of particles. This highly nonperturbative process can modify the
predictions for observational signatures from inflation or create its own unique signals. As
preheating enters a fully nonlinear regime, nontrivial field configurations such as solitons
and oscillons may be created. Late-stage reheating typically involves perturbative decays
of the inflaton to complete the energy transfer and avoid a matter-dominated phase of
expansion, before the universe achieves thermal equilibrium in a radiation-dominated phase
at some temperature Treh.

at the time of writing, some of the seminal early papers that helped launch the

new understanding of preheating (e.g., Refs. 28, 33) have each been cited nearly

900 times in the SLAC-SPIRES database. Rather than aim at encyclopedic cover-

age of such a vast literature, we have instead tended to cite original work, recent

work, and a limited number of references in between, with the goal of providing

the reader enough guidance to dig into the subject further. Our aim is to provide a

reasonably self-contained, pedagogical treatment of the subject, especially the lin-

earized analysis. Because realistic models of high-energy physics generically include

multiple scalar fields at inflationary energy scales, we devote particular emphasis to

multifield dynamics.

Throughout this review we use the following notation and conventions. We work

in 3 + 1 spacetime dimensions, with metric signature (−,+,+,+). Greek letters

label spacetime indices, µ, ν = 0, 1, 2, 3; lower-case Latin letters label spatial indices,

i, j = 1, 2, 3; and upper-case Latin letters label fields, I, J = 1, 2, 3, ..., N for models

with N scalar fields. We adopt “natural” units in which ~ = c = 1, and we use the

reduced Planck mass, Mpl ≡ 1/
√

8πG ' 2.43× 1018 GeV.
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2. Degrees of Freedom and Initial Conditions

Models of inflation with N scalar fields may be constructed from an action of the

form

S =

∫
d4x
√−g

[
M2

pl

2
R− 1

2
GIJgµν∂µφI∂νφJ − V (φI)

]
, (1)

where GIJ(φK) is a metric on the field-space manifold.b. In order to understand

post-inflation dynamics, we must consider the conditions at the moment when the

universe stopped inflating. We take the end of inflation to be when ε(tend) = 1,

where ε is the standard slow-roll parameter,

ε ≡ − Ḣ

H2
. (2)

Here H ≡ ȧ/a is the Hubble parameter, a(t) is the scale factor of the Friedmann-

Robertson-Walker (FRW) line element, and overdots denote derivatives with respect

to cosmic time, t. The condition ε = 1 is equivalent to ä = 0. Around tend, the

inflaton field(s) typically begin oscillating around the minimum of the potential,

V (φI).

We are interested in the behavior of quantum fluctuations during this era. We

expand both the scalar fields and the spacetime metric to first order around their

background values,

φI(xµ) = ϕI(t) + δφI(xµ), gµν(xλ) = ḡµν(xλ) + hµν(xλ). (3)

The scalar degrees of freedom of the perturbed line-element may be written

ds2 = −(1 + 2A)dt2 + 2a(∂iB)dtdxi + a2 [(1− 2ψ)δij + 2∂i∂jE] dxidxj . (4)

We expand around a spatially flat FRW metric because we are interested in condi-

tions near the end of inflation.

From the (scalar) metric perturbations, one may construct the well-known

gauge-invariant Bardeen potentials, Φ ≡ A − ∂t[a
2(Ė − B/a)] and Ψ ≡ ψ +

a2H(Ė−B/a).2,39 For models with an action of the form in Eq. (1), the anisotropic

stress vanishes to first order in the perturbations: δT ij = 0 for i 6= j, where

δTµν ≡ Tµν(φI , gµν) − Tµν(ϕI , ḡµν). We will work in Newtonian gauge, with

E = B = 0. In absence of the anisotropic stress, the i 6= j Einstein’s field equation

yields Φ = Ψ. The fluctuations in a model governed by an action of the form in Eq.

(1) thus include N+1 scalar degrees of freedom (δφI and Ψ), though the other Ein-

stein’s field equations provide an additional constraint, leaving N physical degrees

of freedom among the scalar fluctuations.

To background order, the equations of motion that follow from the action in Eq.

(1) may be written

Dtϕ̇I + 3Hϕ̇I + GIKV,K = 0 (5)

bModels that incorporate nonminimal couplings between the fields φI and the Ricci spacetime

curvature scalar, R, may be put in this form following a conformal transformation.38
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and

H2 =
1

3M2
pl

[
1

2
GIJ ϕ̇I ϕ̇J + V (ϕI)

]
, Ḣ = − 1

2M2
pl

GIJ ϕ̇I ϕ̇J , (6)

where V,K ≡ ∂V/∂φK , and the quantities GIJ , V , and their derivatives are evaluated

at background order, as functions of ϕI . Here we have introduced a (covariant)

directional derivative, DtAI = ȦI + ΓILJ ϕ̇
LAJ , appropriate to the nontrivial field-

space metric.c

To first order, the fluctuations obey

D2
t δφ

I + 3HDtδφI +

[
− 1

a2
δIJ∇2 +MI

J

]
δφJ = −2GIKV,KΨ + 4ϕ̇IΨ̇, (7)

where

MI
J ≡ GIK (DJDKV )−RILMJ ϕ̇

Lϕ̇M , (8)

andRIJKL is the Riemann tensor constructed from GIJ and its first two derivatives,

and again we evaluate V , GIJ , and their derivatives to background order. The metric

perturbation Ψ satisfies

Ψ̇ +HΨ =
1

2M2
pl

GIJ ϕ̇IδφJ ,(
Ḣ − 1

a2
∇2

)
Ψ =

1

2M2
pl

GIJ
[(
Dtϕ̇I

)
δφJ − ϕ̇I

(
DtδφJ

)]
.

(9)

Upon using Eq. (9) and performing a Fourier transform,d we may cast Eq. (7) in

the suggestive form48

Lk(t) · δ~φk(t) =
[
I∂2t −Π(k, t)∂t −F(k, t)

]
· δ~φk(t) = 0. (10)

Here Lk is a linear differential operator, second-order in t, which depends on k and

t. The identity matrix is represented by I. Because δ~φk = [δφ1k, δφ
2
k, ..., δφ

N
k ]T is an

N -component vector, the operator Lk is an N ×N matrix. By writing the operator

Lk in terms of ∂t rather than Dt, the explicit expressions for the matrices ΠIJ and

FIJ no longer appear manifestly covariant with respect to GIJ :

ΠI
J(k, t) = −3HδIJ − 2ΓILJ ϕ̇

L +
1

M2
pl

[GIKV,K + 2Hϕ̇I

Ḣ + (k2/a2)

]
GKJ ϕ̇K (11)

and

FIJ(k, t) = −k
2

a2
δIJ −N I

J +
2

M2
pl

GKJ ϕ̇I ϕ̇K

− 1

M2
pl

[GIKV,K + 2Hϕ̇I

Ḣ + (k2/a2)

] [
GKJ ϕ̈K +

(
GKJΓKBC − GKCΓKJB

)
ϕ̇Bϕ̇C

]
,

(12)

cFor any vector in the field-space manifold, AI , we may introduce a covariant derivative, DJAI =
∂JA

I + ΓIJKA
K , where the Christoffel symbol for the field-space is defined in the usual way,

ΓILJ ≡
1
2
GIK [∂LGKJ + ∂JGLK − ∂KGLJ ].40–47

dOur convention for Fourier transforms is F (xµ) =
∫
d3k Fk(t)eik·x.
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where we have defined

N I
J ≡ GIKV,KJ − GIAGKB (∂JGAB)V,K +

(
∂JΓILM

)
ϕ̇Lϕ̇M . (13)

The terms in ΠIJ and FIJ proportional to M−2pl arise from the metric perturbations

on the righthand side of Eq. (7).

In general, neither ΠIJ nor FIJ will be diagonal in multifield models. Nonvan-

ishing cross-terms link the behavior of δφJ and δφK , even at linear order.e The fact

that the equations of motion for the fluctuations become coupled has important

physical implications. In particular, the nonvanishing cross-terms in ΠIJ and FIJ
can drive complex dynamics among the coupled fields — a qualitatively different

evolution of the fluctuations than in single-field models, or in multifield models in

which one neglects the cross-terms within the operator Lk(t).13,52,53

Eq. (10) is a set of N linear second-order, ordinary differential equations; any

such system will have 2N linearly independent solutions. For real-valued scalar

fields, we may therefore write the solutions as (see, for example, Refs. 54, 43, 48,

55):

δ~φk(t) =

N∑
n=1

~un(k, t)akn + ~u∗n(k, t)a∗−kn, (14)

which in component form is given by

δφJk(t) =

N∑
n=1

uJn(k, t)akn + uJ∗n (k, t)a∗−kn. (15)

For each n, Lk(t) · ~un(k, t) = 0. For a two-field model involving fields φ and χ, for

example, we may label akn → bk for n = 1 and ck for n = 2, and likewise label the

components of ~u1,2 as ~u1 = [v, z]T and ~u2 = [w, y]T . Then Eq. (14) becomes

δφk(t) = v(k, t)bk + w(k, t)ck + v∗(k, t)b∗−k + w∗(k, t)c∗−k,

δχk(t) = y(k, t)ck + z(k, t)bk + y∗(k, t)c∗−k + z∗(k, t)b∗−k.
(16)

Eq. (10) and Eq. (14) couple the functions v and z together, while w and y become

coupled. Because ΠIJ and FIJ depend on time, any rotation of the basis that sets

w(k, t0) = z(k, t0) = 0 at some moment t0 will evolve over time, so that the general

time-dependent solutions for δφk(t) and δχk(t) will include a mixture of functions

as in Eq. (16).f

eThe fluctuations δφI are gauge-dependent. One may choose instead to work in terms of N gauge-

invariant fluctuations, by generalizing the Mukhanov-Sasaki variable, QI ≡ δφI+(ϕ̇I/H)ψ.2,49–51

Then one may write a source-free equation of motion for the N -component vector QI , in similar

form to Eq. (10), again with nonvanishing cross-terms.47 In such a basis, the gauge-invariant

comoving curvature perturbation, Rc, may be constructed as a linear combination of the QI . In
our present formulation, Rc is given by a simple linear combination of Ψ and Ψ̇.
fAn analogy may be found with neutrino oscillations: in general the flavor-eigenstates and the

mass-eigenstates are distinct, which gives rise to the phenomenon of neutrino-flavor oscillations.56
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We may quantize the fluctuations by promoting akn and a∗kn to operators, akn →
âkn and a∗kn → â†kn, which obey the usual commutation relations,

[âkn, âqm] = 0,
[
âkn, â

†
qm

]
= δ(3)(k− q)δnm. (17)

Correlation functions among the fields are then given by

〈0|δφ̂Ik(t)δφ̂J†q (t)|0〉 = δ(3)(k− q)P IJ(k, t), (18)

where

P IJ(k, t) =

N∑
n=1

uIn(k, t)uJ∗n (k, t). (19)

We emphasize that cross correlations need not vanish, and in fact can become

significant, especially on superhorizon scales — a point that can have important

implications for the initial conditions at the start of post-inflation dynamics.48

During inflation, one typically considers fluctuations around the Bunch-Davies

vacuum state.43,57 When modes of comoving wavenumber k are sufficiently deep

inside the Hubble radius during inflation, with k � aH, the mode functions evolve

as43

uIn(k, t)→ eIn(t)

(2π)3/2a(t)
√

2k
exp

[
−ik

∫ t

tin

dt′

a(t′)

]
, (20)

where tin is some initial time, early in inflation. Here eIn(t) is a vielbein of the

field-space metric, defined via GIJ(ϕK(t)) =
∑
n e

I
n(t)eJn(t).41–43 One may then

evolve the fluctuations forward in time, to the end of inflation. When performing

lattice simulations for dynamics near the end of inflation, one typically sets initial

conditions by treating the power spectra for the quantum fluctuations (and their

velocities), P IJ(k, tend), as a probability distribution for an ensemble of classical

(stochastic, Gaussian-distributed) values for the fluctuations.58

It is important to include the contributions arising from metric perturbations —

proportional to M−2pl in Eqs. (11) and (12) — when evolving the system governed

by Eq. (10) up to the end inflation. Although such terms are typically slow-roll

suppressed during inflation, they can become significant near the end of inflation

(when the slow-roll parameter ε→ 1). The discrepancies between power spectra at

tend calculated with or without the inclusion of the metric perturbations become

especially pronounced for wavelengths longer than the Hubble radius at the end of

inflation, k < a(tend)H(tend). See Fig. 2.

An additional subtlety arises when considering fluctuations near the end of in-

flation. In general, the Hamiltonian for the system depends explicitly on time (given

the expansion of the universe, ȧ 6= 0), and hence so do the eigenvectors. A state that

minimizes the energy of the system at one time (the “vacuum”) will not, in gen-

eral, remain the state of lowest energy at later times: even a noninteracting scalar

field can undergo particle production strictly from the change of the FRW scale

factor.57,59 Early lattice simulations of post-inflation reheating therefore tended
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Fig. 2: Power spectrum of the field fluctuations (in arbitrary units) versus wavenumber
at the end of inflation, when ε = 1 . The black solid line shows the spectrum for the
field fluctuations for the canonical single-field inflation model with V (φ) = 1

2m
2
φφ

2 in the
Newtonian gauge. The dashed orange line shows the spectrum for the fluctuations δφ when
metric perturbations Ψ are ignored. The two spectra coincide for wavelengths shorter than
the Hubble scale at the end of inflation, k > aeHe, but differ substantially for modes with
k < aeHe, where aeHe = a(tend)H(tend).

to measure changes with respect to the state that instantaneously minimizes the

energy of the system at the end of inflation.60–63 Just like the effects of metric

perturbations, changes in P IJ(k, tend) arising from the choice of these two different

vacuum states can be significant on superhorizon lengthscales, but rapidly vanish

for k > a(tend)H(tend).

3. Inflaton Energy Transfer

At the end of inflation, the inflaton field(s) must decay into other particles, eventu-

ally yielding the particle content of the Standard Model. Those decay products need

to thermalize at some equilibrium temperature, Treh, before the onset of big-bang

nucleosynthesis.

Reheating was originally studied as a perturbative process, in which individual

quanta of the inflaton field decay independently of each other. Later studies empha-

sized the importance of collective, nonperturbative resonances in the initial transfer

of energy from the inflaton to other species of matter.



11

3.1. Perturbative decay

A simple model of perturbative decay involves a three-point interaction of the form

σφχ2, where φ is the inflaton field, χ is some (scalar) decay product, and σ is a

coupling constant with dimensions of mass. For an interaction of this type, with

φ→ χχ decays, the decay rate may be calculated in the usual way.64 To tree-level

order, one finds for the decay rate

Γ =
σ2

8πmφ
, (21)

where mφ is the mass of the inflaton field. The effect of these decays on the evolution

of φ may be approximated by including an extra friction term, Γφ̇, in the equation

of motion for φ,33,65 though the full effects of dissipation on the inflaton field can,

in general, become rather complicated.66–69

Early estimates of the reheat temperature arose from equating the Hubble pa-

rameter to the inflaton decay rate, H ∼ Γ.23–25,33 Assuming that the decay products

are light compared to H, they should behave like radiation, and hence one may set

ρ =
π2

30
g∗T

4 = 3M2
plH

2, (22)

where g∗ ∼ O(102) is the number of relativistic degrees of freedom one would expect

for Standard Model species at high energies. Setting H ∼ Γ yields

Treh ∼
(

90

g∗π2

)1/4 √
Mpl Γ. (23)

This simple estimate may be modified by other interaction terms such as g2φ2χ2,

which allows for φφ→ χχ scattering; if the inflaton decays primarily into fermions

instead of scalar bosons;65,70,71 or if one takes into account the back-reaction of

the bath of decay products on the inflaton dynamics.72,73 Nonetheless, trilinear

couplings of the form that lead to Eq. (21) are important to include so that the

transfer of energy from the inflaton field may eventually become complete. Other-

wise the universe could end up cold, empty, and unsuitable for life.33,65,74

3.2. Preheating and parametric resonance

At the end of inflation, the homogeneous field(s) start sloshing about the minimum

of their potential. Perturbative calculations of reheating neglect the fact that the

oscillations of the inflaton(s) at the end of inflation can be large and coherent.

Such oscillations drive parametric resonances, which are much more efficient than

single-body decays at transferring energy from homogeneous inflaton fields to their

own perturbations and to other coupled fields.2,26–36,75–77 Such resonances require

a nonperturbative description, to which we now turn. This phase precedes the final

thermalization and is referred to as “preheating”.

The rapid growth of small fluctuations in a background of oscillating homoge-

neous fields may be captured by Floquet analysis, which applies to linear equations
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of motion with periodic coefficients. We note that strict periodicity of the back-

ground fields is rare at the end of inflation due to two reasons. First, in an FRW

universe, expansion causes field amplitudes to decay. If the oscillation time-scales

are fast compared to the typical expansion time-scale, one may ignore expansion as a

first approximation, though this is not always self-consistent. Second, even without

expansion in a general multifield case, periodic motion at the background level only

occurs for special trajectories (e.g., effectively one-dimensional, oscillatory motion

in field space and Lissajous curves). Nevertheless, a Floquet analysis is an impor-

tant first step in determining whether significant instabilities exist in the evolution

of perturbations, as well as the length scales associated with such instabilities. For

quasi-periodic motion, a somewhat modified Floquet analysis can be applied, see

Refs. 78, 79, 80.

To avoid loss of periodicity, as a first approximation, we set Mpl → ∞ while

keeping the fields’ energy density finite. This corresponds to a rigid spacetime: from

Eq. (6), we find H(t) → 0 (and hence a(t) → constant) in this limit, and the

metric perturbations likewise remain negligible.g We will therefore ignore gravity

in this section. After calculating the rate-of-growth of fluctuations in a Minkowski

spacetime, we may compare it to the expansion rate and see if significant growth is

possible when we relax the restriction Mpl →∞.

Without gravity, Eqs. (10), (11), and (13) for the field fluctuations become

Lk · δ~φk(t) =
[
I∂2t −Π(k, t)∂t −F(k, t)

]
· δ~φk(t) = 0, (24)

where

ΠI
J(k, t) = −2ΓILJ ϕ̇

L,

FIJ(k, t) = −k
2

a2
δIJ −N I

J .
(25)

In an attempt to understand the instabilities of the fluctuations, we will formally

derive a complete basis of linearly independent solutions of the above equations.

We will not need to worry about the quantum operator nature of δ~φk at this stage,

since the operator aspects will be contained in the coefficients multiplying this basis

of solutions. For a more detailed quantum field theory treatment of the parametric

resonance regime see Ref. 81.

Before moving to a general Floquet analysis of this equation, we consider a

simple example. Let us assume that inflation is driven by a single field φ, but is

coupled to a subdominant χ field (with 〈χ〉 ≈ 0). For concreteness, we consider the

potential

V (φ, χ) =
1

2
m2
φφ

2 +
1

2
m2
χχ

2 +
1

2
g2φ2χ2, (26)

gThe gauge-invariant Bardeen potential obeys a generalized Poisson equation, (1/a2)∇2Ψ =

δρm/(2M2
pl), where δρm ≡ δρ − 3Hδq is the comoving density perturbation.2 For finite δρm,

we therefore find Ψ→ 0 in the limit Mpl →∞.
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with a trivial field-space metric GIJ = δIJ where I, J = {φ, χ}. Note that for this

simple case ΠI
J = 0 and N I

J = ∂I∂KV . In this case the linearized equations of

motion for the fluctuations δ~φk = (δφk, δχk)T are

δφ̈k + (k2 +m2
φ)δφk = 0,

δχ̈k + (k2 +m2
χ + g2ϕ2)δχk = 0.

(27)

Note that the equations are decoupled because we have assumed 〈χ〉 = 0. The

equation for δφk is that of a simple harmonic oscillator, with solutions δφk ∼
ei
√
k2+m2

φt. The equation for δχ, however, has a time-dependent frequency

ω2
k(t) = k2 +m2

χ + g2ϕ2(t). (28)

Because the background field satisfies ϕ̈ + V,φ ' 0, the inflaton solution ϕ(t) =

Φ sin(mφt). As a result, ω2
k(t) is periodic. Eq. (27) for δχk is therefore an example

of Hill’s equation,82,83 which is typically written in the form

d2yk
dz2

+ [Ak + qF (z)] yk(z) = 0, (29)

where z is a dimensionless time-like variable and F (z) is some periodic function

in z with unit amplitude. For our model, we may take z = mφt and find Ak =

(k2 + m2
χ + 1

2g
2Φ2)/m2

φ and q = g2Φ2/(2m2
φ). In the special case in which F (z) is

harmonic (and not just periodic), Hill’s equation is known as the Mathieu equation.

Properties of Hill’s equation have been studied extensively.82,83 In particular,

Floquet’s theorem (discussed in detail below) states that solutions to Eq. (29) are

of the form

yk(z) = eµ̃kzg1(z) + e−µ̃kzg2(z), (30)

where g1(z) and g2(z) are periodic functions and µ̃k is a complex number known as

the “Floquet exponent” (or “characteristic exponent”). The exponent µ̃k depends on

wavenumber k as well as other parameters such as the coupling g2 and the inflaton

amplitude Φ. For wavenumbers k such that <[µ̃k] > 0, the corresponding modes

δχk(t) grow exponentially, whereas for µ̃k pure imaginary, the modes are stable and

no parametric resonance occurs. In general, the system exhibits a band structure,

revealing boundaries between regions of stability and instability as functions of Ak
and q. Instead of plotting the instability bands as a function of Ak and q, in Fig.

3 we plot the bands as a function of the amplitude of oscillations Φ and rescaled

wavenumber K ≡
√
k2 +m2

χ. Note that µ̃k ≡ µk/mφ.

The exponential instabilities correspond to the breakdown of the WKB approx-

imation. In particular, the time dependence of ωk(t) means that the system repeat-

edly violates the adiabatic condition:∣∣∣∣ ω̇k(t)

ω2
k(t)

∣∣∣∣� 1 adiabatic condition (31)

with |ω̇k(t)/ω2
k(t)| > 1 around the times when ϕ(t) passes through zero. Rather

than evolve as δχk ∼ e±i
∫
ωkdt, modes grow as δχk ∼ eµkt, with <[µk] > 0.
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Fig. 3: A plot of the instability band structure for the model V (φ, χ) = 1
2m

2
φφ

2+ 1
2m

2
χχ

2+
1
2g

2φ2χ2. The color represents the real part of the Floquet exponent rescaled by the mass of
the inflaton, <(µk)/mφ. The two other axes represent the scaled amplitude of the inflaton

field, gΦ/mφ, and the rescaled wavenumber K/mφ, where K =
√
k2 +m2

χ.

Couplings beyond 1
2g

2φ2χ2 can also yield efficient resonances. For example, tri-

linear couplings, such as either φ2χ or φχ2, can drive parametric resonances.84–86

Meanwhile, tachyonic instabilities can develop in models with spontaneous symme-

try breaking: in the phase with negative mass-squared, modes with wavenumbers

that satisfy k2 < |m2| will grow as δχk(t) ∼ e
√
|m2|−k2 t. Models in this class include

those with couplings of the form g2φ2χ2, with g2 < 0.84,85,87–89

Physically, the exponential amplification of modes that lie within a resonance

band corresponds to rapid particle production. The energy per mode and the num-

ber density of particles per mode may be written33

Ek =
1

2
|δχ̇k|2 +

1

2
ω2
k|δχk|2,

nk =
1

2ωk

[
|δχ̇k|2 + ω2

k|δχk|2
]
− 1

2
,

(32)

and hence for modes that fall within some resonance band ∆k, one finds nk ∼ e2µkt.
This rapid, early burst of particle production is known as “preheating.” Given band

structure as in Fig. 3, the resulting spectrum from the preheating phase is highly

nonthermal.

Apart from some special cases, in general it is difficult to derive closed-form

expressions for the Floquet exponents.32–34,90–94 For a single degree of freedom,
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a simple algorithm for calculating Floquet exponents numerically may be found,

for example, in Refs. 36, 95, 96, and in the appendix to Ref. 97. However, there

does not appear to exist in the literature a general, pedagogical treatment for the

case of multiple, coupled scalar fields. In what follows we therefore provide a very

general framework for calculating Floquet solutions and exponents, which is appli-

cable to multifield scenarios with and without canonical kinetic terms.h To state

the algorithm in a general form, we first establish useful notation and preliminaries.

The second-order equation of motion in Eq. (24) may be cast as a first-order

system as follows:

δπIk ≡ δφ̇Ik,
δπ̇Ik = ΠI

Jδπ
J
k + FIJδφJk.

(33)

In matrix form, this first-order system of linear equations may be written as

∂tx(t) = U(t)x(t), (34)

where

x(t) = [δφ1k, . . . , δφ
N
k , δπ

1
k, . . . , δπ

N
k ]T ,

and

U(t) =

(
0 I
F Π

)
=



0 0 . . . 0 1 0 . . . 0

0 0 . . . 0 0 1 . . . 0
...

...
...

...
...

...
...

...

0 0 . . . 0 0 0 . . . 1

F1
1 F1

2 . . . F1
N Π1

1 Π1
2 . . . Π1

N

F2
1 F2

2 . . . F2
N Π2

1 Π2
2 . . . Π2

N
...

...
...

...
...

...
...

...

FN1 FN2 . . . FNN ΠN
1 ΠN

2 . . . ΠN
N


. (35)

Note that U(t) and hence the solutions x(t) depend on the wavenumber k. We

suppress that dependence in what follows to reduce clutter.

Before we state Floquet’s theorem, it is useful to recall the idea of the “funda-

mental matrix” of solutions. The fundamental matrix O(t, t0) is defined as

∂tO(t, t0) = U(t)O(t, t0),

O(t0, t0) = I,
(36)

where I is the N × N identity matrix. Explicitly, O(t, t0) consists of 2N columns

representing 2N independent solutions. The fundamental matrix solution evolves

hThe following discussion is based on notes prepared by one of us (MA), in part, for the under-

graduate students of the “Density Perturbation Group” at MIT in 2010-2011. A simple numerical
code for calculating the exponents and generating Floquet instability charts is available on re-

quest: mustafa.a.amin@gmail.com. MA would like to acknowledge many fruitful interactions with

Leo Stein geared towards the development of a more general numerical code.
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the initial conditions x(t0) in time:

x(t) = O(t, t0)x(t0). (37)

The theorem and the proof below are based in part on Ref. 83.

3.2.1. Floquet theorem

Consider the linear system

∂tx(t) = U(t)x(t), (38)

where x is a column vector and U is a real, 2N×2N matrix satisfying U(t+T ) = U(t)

for all t. Floquet’s theorem states that the fundamental solution can be expressed

as

O(t, t0) = P (t, t0) exp[(t− t0)Λ(t0)], (39)

where Λ(t0) is defined via O(t0 + T, t0) = exp[TΛ(t0)] and P (t+ T, t0) = P (t, t0).

Proof: Any invertible matrix can be represented as the exponential of some other

matrix (not necessarily real). Hence it is possible to define a matrix Λ(t0) such that

O(t0 + T, t0) = exp[TΛ(t0)].

Suppose the fundamental solution takes the form

O(t, t0) = P (t, t0) exp[(t− t0)Λ(t0)], (40)

where the form of P is to be determined. Then

P (t, t0) = O(t, t0) exp[−(t− t0)Λ(t0)]. (41)

For t→ t+ T we have

P (t+ T, t0) = O(t+ T, t0) exp[−(t+ T − t0)Λ(t0)],

= O(t+ T, t0)O−1(t0 + T, t0) exp[−(t− t0)Λ(t0)],

= O(t+ T, t0 + T ) exp[−(t− t0)Λ(t0)],

= O(t, t0) exp[−(t− t0)Λ(t0)],

= P (t, t0).

(42)

In the second line we used O−1(t0 + T, t0) = exp[−TΛ(t0)] whereas in the third

we used O(t1, t2)O(t2, t3) = O(t1, t3) and O−1(t1, t2) = O(t2, t1). The fourth line

follows from the fact the U(t + T ) = U(t) since that implies that O(t + T, t0 + T )

and O(t, t0) both satisfy the same differential equation.

Thus, O(t, t0) = P (t, t0) exp[(t − t0)Λ(t0)] is a solution with Λ(t0) defined via

O(t0 + T, t0) = exp[TΛ(t0)] and P (t+ T, t0) = P (t, t0). This completes the proof.

The eigenvalues µ1
k, µ

2
k, . . . , µ

2N
k of Λ(t0) are known as Floquet exponents. As

we will see below, we have unstable, growing solutions iff for some s = 1, 2 . . . 2N ,

<[µsk] > 0. We have used k in the subscript as a reminder that the Floquet exponents

are in general functions of the wavenumber k.
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3.2.2. Floquet solutions

For simplicity we will assume that Λ(t0) has 2N distinct eigenvectors

{e1(t0), e2(t0), . . . , e2N (t0)} corresponding to the (not necessarily distinct) eigen-

values µ1
k, µ

2
k, . . . , µ

2N
k .

An arbitrary initial condition x(t0) can be written in terms of this eigenbasis as

x(t0) =
∑2N
s=1 cses(t0). The general solution x(t) is then given by

x(t) = O(t, t0)x(t0) =

2N∑
s=1

csP (t, t0) exp[(t− t0)Λ(t0)]es(t0)

=

2N∑
s=1

csP (t, t0)es(t0)eµ
s
k(t−t0),

(43)

where in the last step we used Λ(t0)es(t0) = µskes(t0). A solution in Floquet form is

x(t) =

n∑
s=1

csPs(t, t0)eµ
s
k(t−t0), with Ps(t, t0) = P (t, t0)es(t0). (44)

Note that Ps(t, t0) is a column vector with period T for each s. From the above

form of the solution we can now see that we get exponentially growing solutions iff

at least one of the eigenvalues µsk of Λ(t0) satisfies <[µsk] > 0. The coefficients cs
contain all the necessary information about the operator-valued coefficients for the

quantum problem.

Note that we can construct the entire solution, including P (t, t0), es(t0), and µsk,

from O(t, t0) evaluated on a single period 0 ≤ t− t0 ≤ T . To see this, recall that µsk
and es(t0) are the eigenvalues and eigenvectors of Λ(t0) = T−1 lnO(t0+T, t0). Using

O(t, t0) for 0 ≤ t − t0 ≤ T , we can evaluate P (t, t0) = O(t, t0) exp [−(t− t0)Λ(t0)].

Since P (t, t0) = P (t+ T, t0), we have P (t, t0), and hence Ps(t, t0), for all time.

3.2.3. Calculating Floquet exponents: A simple algorithm

Based on the above analysis, we describe a simple algorithm to determine the Flo-

quet exponents. Of particular importance is whether there exist exponentially grow-

ing Floquet solutions.

(1) Find the period T of the system from U(t).

(2) Solve ∂tO(t, t0) = U(t)O(t, t0) from t0 to t0 + T to obtain O(t0 + T, t0).

(3) Diagonalize O(t0 + T, t0) to obtain the (in general complex) eigenvalues osk =

|osk|eiθ
s
k . Since O(t0 + T, t0) = exp[TΛ(t0)], the Floquet exponents are given by

µsk =
1

T
[ln |osk|+ iθsk]. (45)

(4) We have exponentially growing solutions if for any s,

<[µsk] =
1

T
ln |osk| > 0. (46)
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3.3. Worked examples

We will apply the above algorithm to calculate the Floquet exponents for two simple

examples.

3.3.1. Self-resonance

For the case in which we have a single inflaton without couplings to other fields,

the equation of motion of the inflaton fluctuations (with Mpl →∞) is given by

δφ̈k +
[
k2 + V,φφ(ϕ)

]
δφk = 0. (47)

For V (φ) = 1
2m

2
φφ

2, Eq. (47) is that of a simple harmonic oscillator with a time-

independent frequency, ω2
k = k2 +m2

φ. However, if the potential has nonlinearities,

and if the field is oscillating, the frequency becomes periodic and time-dependent, a

scenario in which fluctuations can grow exponentially via parametric resonance. This

is often called “self-resonance.” Such a phenomenon is important for all inflationary

models in which the self-coupling is significant compared to the coupling to other

fields (see for example, Refs. 98, 77). For long wavelengths, the Floquet exponent

can be derived analytically as µ±k = ± i cs k, where cs is a sound speed associated

with the time averaged pressure of the background.96,99 For arbitrary wavelengths,

the Floquet exponent requires a full numerical analysis, as we now describe.

To calculate the growth rate of the instabilities, we first get the equations of

motion in first-order matrix form. Given δπk = δφ̇k, we have x(t) = [δφk, δπk]
T

,

and Eq. (47) becomes ∂tx(t) = U(t)x(t) where

U(t) =

(
0 1

−k2 − V,φφ(ϕ) 0

)
. (48)

We now follow the steps described in the algorithm above to find the Floquet expo-

nents for this single-field scenario. Note that this can be adapted to the first example

discussed in this section (see Eq. (26)) with the replacement V,φφ(ϕ)→ g2ϕ2.

(1) First we need the period T of U . The period of U(t) will depend on the initial

amplitude of the homogeneous field ϕ(t0) (assuming ∂tϕ(t0) = 0) and is given

by

T (ϕmax) = 2

∫ ϕmax

ϕmin

dϕ√
2V (ϕmax)− 2V (ϕ)

. (49)

Usually we will end up specifying either ϕ(t0) = ϕmax or ϕmin. The other

can be found by solving V (ϕmin) = V (ϕmax). For a symmetric potential with

V (ϕ) = V (−ϕ), we have ϕmax = −ϕmin = ϕ(t0). One can also find the period of

U(t) by solving the equation of motion of the background field, ϕ̈+V,φ(ϕ) = 0.

(2) Next we need to solve ∂tO(t, t0) = U(t)O(t, t0) from t0 to t0 + T to obtain

O(t0 + T, t0). Explicitly we wish to obtain

O(t0 + T, t0) =

(
δφ

(1)
k (t0 + T ) δφ

(2)
k (t0 + T )

δπ
(1)
k (t0 + T ) δπ

(2)
k (t0 + T )

)
, (50)
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Fig. 4: Left: A plot of the instability band structure for the field fluctuations δφk in the

case of self-resonance in the model V (φ) = m2M2
[√

1 + (φ/M)2 − 1
]

(see Ref.77). Φ

is the amplitude of oscillation of the background inflaton field and k is the wavenumber
of the fluctuation. The color represents the real part of the Floquet exponent rescaled
by the mass m: <(µk)/m. Right: Same as the left plot, but now the Floquet exponent
is scaled by the instantaneous Hubble parameter <(µk)/H, where H is calculated using
H2 = V (Φ)/(3M2

pl). In an expanding universe, the exponential growth is counteracted by
expansion. Heuristically, <(µk)/H � 1 is a strong indicator of rapid growth of fluctuations.
For this model, such growth is possible for M �Mpl.

where the initial conditions O(t0, t0) = I. Note that the superscripts represents

two sets of solutions, not different fields. This is of course equivalent to solving

Eq. (47) for the two set of initial conditions, {δφ(1)k (t0) = 1, δφ̇
(1)
k (t0) = 0},

and {δφ(2)k (t0) = 0, δφ̇
(2)
k (t0) = 1}, from t0 to t0 + T . We have suppressed the

dependence of T on ϕ(t0) to reduce clutter.

(3) Now we need to find the eigenvalues of O(t0 + T, t0). Explicitly, these are

o±k =
δφ

(1)
k + δπ

(2)
k

2
±

√{
δφ

(1)
k − δπ

(2)
k

}2

+ 4δφ
(2)
k δπ

(1)
k

2
, (51)

where all the quantities are evaluated at t0 + T .

(4) The real parts of the Floquet exponents are given by

<[µ±k ] =
1

T
ln |o±k |. (52)

If <[µ±k ] > 0, then we have exponential growing solutions. For the case above, it

is easy to check that µ+
k +µ−k = 0. Hence, if one of the solutions is growing, the

other is always decaying. In Fig. 4 we plot the Floquet bands for the monodromy

model,77,100,101 with the potential V (φ) = m2M2
[√

1 + (φ/M)2 − 1
]

where M

is the scale where the potential changes from quadratic to linear.



20

3.3.2. O(N) symmetric potential

Multifield models can often lead to background motion that is not periodic. How-

ever, there exist multifield scenarios in which periodicity at the end of inflation is

guaranteed. This occurs for example, when the Lagrangian carries an O(N) sym-

metry among the fields as examined by Ref. 96. In this case, inflation generally

redshifts away any angular motion in field space, leaving only radial motion as the

attractor solution.102 Let us consider a scenario with a trivial field space metric

GIJ = δIJ and an O(N) symmetric potential, V (~φ) = V (|~φ|), with a minimum

at ~φ = ~0. We take the radial motion, without loss of generality, to be along the

ϕN direction, which we label σ. In this case, the field perturbations parallel to the

direction of motion of the homogeneous field satisfy the following equation:

δσ̈k + [k2 + V ′′(σ)]δσk = 0. (53)

On the other hand, the field perturbations perpendicular to the direction of motion

satisfy

δs̈Ik +

[
k2 +

V ′(σ)

σ

]
δsIk = 0, (54)

where I 6= N . Note that the parallel and perpendicular components decouple in

this scenario, because inflation drives the background motion to be radial. (In mod-

els that break the symmetry, more complicated evolution among the ϕI , including

trajectories that turn in field space, will generically couple the δσ and δsI pertur-

bations.2,42,45,47,103)

For each of these uncoupled components, we may now apply our algorithm to

calculate the Floquet exponents, with the important feature that the perpendicular

components have a different “auxiliary potential”.96 The periodic U matrices for

these two scenarios are given by

Uσ(t) =

(
0 1

−k2 − V ′′(σ) 0

)
, Us(t) =

(
0 1

−k2 − V ′(σ)
σ 0

)
. (55)

As discussed in Refs. 96 and 48, in some cases this leads to complementarity be-

tween the most unstable, low-momentum modes: either the components parallel to

the direction of motion are significantly resonant or the components perpendicular

to the direction of motion, but not both. By performing a long wavelength fluid

analysis in Ref. 96, this complementarity and stability structure is derived from the

pressure that governs the adiabatic mode δσ, and a type of “auxiliary pressure” that

governs the isocurvature modes δsI . Alternatively, this can be understood in terms

of the attraction/repulsion of the underlying many particle quantum mechanics of

bosons.104

We emphasize that although the examples in Sections 3.3.1 and 3.3.2 involve

effectively single-field examples, the method described in Sections 3.2.1 - 3.2.3 is

valid quite generally, and applies to multifield models with non-canonical kinetic

terms as long as the background motion of the fields is periodic.
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Let us now re-introduce the effects of expansion by relaxing the assumption that

Mpl → ∞. In an expanding universe, the growth of perturbations in counteracted

by the expansion. Parametric resonance results in significant growth only if the

growth rate of fluctuations is much larger than the expansion rate, as in Fig. 4,

<(µk)

H
� 1, (56)

for a sufficiently long time. One should imagine passing though Floquet bands as

the wavenumbers as well as the field amplitudes redshift. If the condition of Eq.

(56) is satisfied for a sufficiently long time, the perturbations eventually grow large

enough to enter the fully nonlinear regime. Mode-mode coupling and other forms of

nonlinear interactions begin to dominate, which can transfer power between modes

of different wavenumbers.33,36,51,60–63,105 To address the behavior of fields after

such mode coupling begins, we need to turn to a nonlinear analysis and numerical

simulations, and will be discussed in Section 4.

4. Nonlinear Effects

As emphasized in Section 3, in a large class of models the homogenous oscillations

of the inflaton(s) lead to rapid growth of spatially varying perturbations via para-

metric or tachyonic resonance. However, such growth cannot proceed forever. It is

eventually shut off due to backreaction of perturbations on the homogeneous fields.

Such backreaction leads to a fragmentation of the homogeneous inflaton(s), and the

subsequent evolution of the combined inflaton-daughter fields system is dynamically

rich and a potential source of observational signatures. In this Section we focus on

the period after the initial burst of particle production but before thermalization.

4.1. Numerical simulations

The dynamically rich behavior of the inflaton and daughter fields during the non-

linear phase makes numerical simulations invaluable. Typically it is necessary to

solve the coupled system of fields, including gravity, on a lattice, subject to

∇µ∇µφI + ΓILJ∂µφ
L∂µφJ = GIKV,K(φJ),

Gµν(gµν) =
1

M2
pl

Tµν(φJ , gµν),
(57)

where ∇µ is a covariant spacetime derivative. Some fields φJ may be important dur-

ing inflation, and some may act as daughter fields into which the inflaton transfers

its energy after inflation. There can be non-canonical kinetic terms even beyond

the ansatz GIJ 6= δIJ , and the daughter fields do not have to be scalars (unlike the

expressions above).

A number of publicly available computer programs already exist for evolving

(mostly) scalar fields on a lattice in an expanding universe. A limited number of

them include the calculation of metric perturbations, and even fewer include the
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backreaction of the metric perturbations on the field dynamics. We list a few of

them below. Each comes with its pros and cons, and the choice depends on the

user’s familiarity with the programming language used as well as the nature of the

problem at hand.

• Lattice Easy (Ref. 106) is perhaps the most widely used and has detailed doc-

umentation. It is a finite-difference code, with a possibility of running over

multiple machines.

• Defrost (Ref. 107) is a finite-difference code. It has sophisticated templates for

spatial derivatives and has excellent energy conservation.

• PSpectre (Ref. 108) is a pseudo-spectral code, unlike the previously mentioned

finite-difference codes.

• HLattice (Ref. 109) includes metric perturbations and their backreaction on the

scalar fields.

• GABE (Ref. 110) can simulate fields with noncanonical kinetic terms.

• CudaEasy (Ref. 111) is a GPU accelerated lattice code for cosmological scalar

field evolution. It has the potential to significantly reduce the time required for

detailed, long-time simulations.

• PyCool (Ref. 112) is a Python based, GPU accelerated lattice code with sym-

plectic integrators.

We briefly consider the zoo of possible phenomena that can occur during the

nonlinear phase, and their implications.

4.2. Nonlinear dynamics in single-field models

In the simplest case, consider an effectively single-field model in which the inflaton is

very weakly coupled to other fields, such that other fields may be neglected during

the period of interest. Even for a single massive inflaton with no self-couplings,

with V (φ) = 1
2m

2
φφ

2, homogenous oscillations of the inflaton do not remain stable

indefinitely. Gravitational interactions eventually lead to the formation of nonlinear

structures, akin to the gravitational instability in pressureless matter in the late

universe. This fragmentation has been explored in detail.113–115

If the inflaton potential includes self-interactions,

V (φ) =
1

2
m2
φφ

2 +
λ3
3
φ3 +

λ4
4
φ4 + . . . , (58)

the oscillating inflaton can fragment on a much faster timescale compared to the

gravitational one. Such self-interactions are present in all but the simplest models,

and depending on their form they can lead to complex, nonlinear phenomena.

In a class of models in which the potential opens up away from the minimum,

such fragmentation can lead to the formation of soliton-like configurations known as

“oscillons.”76,77,116–119 (See Fig. 5.) Oscillons can dominate the energy density of

the universe for a large class of of observationally consistent models (for example, see

Ref. 77). Oscillons eventually decay away,119,120 leading to a radiation-dominated
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Fig. 5: Left: Self interactions of the inflaton can lead to fragmentation and soliton

formation in the inflaton field at the end of inflation. The plot shows soliton (os-

cillon) formation after inflation where the inflaton potential flattens away from the

minimum.77 Right: Fragmentation in a model where the inflaton is governed by a

quadratic potential, and is coupled to a daughter field through a quartic interaction

term g2φ2χ2 [figure on the right, courtesy K. Lozanov]. The surfaces are iso-density

surfaces (several times the average density). In both cases the size of the box is

smaller than H−1 at that time.

universe. In models in which the scalar field is complex, one can also get nontopo-

logical solitons called Q-balls.121,122 Oscillons and Q-balls could play an important

role in baryogenesis (see, for example, Refs. 123, 48), generate high-frequency grav-

itational waves,124,125 change the expansion history or delay thermalization. Along

with self-interactions, non-canonical kinetic terms can also lead to nontrivial dy-

namics during this phase.110,126

4.3. Nonlinear dynamics in multifield models

In models in which the inflaton’s couplings to other fields dominate the inflaton’s

self-couplings, the nonlinear evolution of the system often leads to the formation of

temporary bubble-wall-like structures which collide and fragment further.127,128 In

most cases the initial structures have coherence on large spatial scales (still smaller

than the horizon at that time), and subsequent fragmentation and evolution tends to

transfer momentum to higher and higher momenta.91,128 In certain cases, multifield

models can also lead to the formation of defects and solitons.129–132

Models that include more than just scalar fields can also lead to new phenomenol-

ogy at the end of inflation. A number of authors have considered lattice simulations

of reheating involving Abelian gauge fields133–135 and non-Abelian gauge fields136

(the latter in a non-expanding background). In such models, gauge fields can lead to

the formation of defects such as cosmic strings at the end of inflation.134 (See Fig.
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Fig. 6: When gauge fields are coupled to the inflaton, defect-like configurations

(strings) tend to form at the end of inflation. Shown here is the magnetic field

density associated with Abelian gauge fields soon after the end of inflation. (From

Ref.134)

6.) The coupling of the inflaton to gauge fields can also generate magnetic fields

after inflation (as discussed below in Section 7.6). Finally, gauge fields may also

speed up the transition to a radiation-dominated universe.135

5. Thermalization

In the last major stage of reheating, the universe achieves a radiation-dominated

state in thermal equilibrium at some reheat temperature Treh. The process is gov-

erned by out-of-equilibrium quantum field theory.68,69,71,137–140

The reheat temperature, Treh, governs several important phenomena, such as the

fate of dangerous relics, phenomena associated with nonequilibrium effects such as

out-of-equilibrium production of heavy particles and topological defects, nonthermal

phase transitions, and gravitational waves.141 Most important, the Standard Model

degrees of freedom (at least) must attain complete thermalization before the start

of big bang nucleosynthesis, which places a lower bound of Treh ≥ 1 MeV.

5.1. Conditions for thermalization

To reach complete thermalization, two conditions must be satisfied: (1) the system

attains a nearly constant equation of state, with w = p/ρ ∼ 1/3, and hence the

universe is radiation dominated; and (2) the system reaches Local Thermal Equilib-

rium (LTE). Criterion (1), sometimes dubbed “prethermalization,” can occur much

earlier than (2).65,141

The condition of reaching LTE itself entails two separate requirements: (2a)

kinetic equilibrium, which ensures that the momentum distribution of the particles

maximizes the entropy, and (2b) chemical equilibrium, which ensures the stability of

different species of matter interacting with each other.142,143 For weakly interacting
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particles, kinetic equilibrium implies that the particles in the system will be close

to the Bose-Einstein distribution (for bosons) or a Fermi-Dirac distribution (for

fermions).

In order to achieve thermalization, the inflaton must complete its decay. If a

massive inflaton remains, then the universe may become matter-dominated before

nucleosynthesis. For example, for a coupling of the form g2φ2χ2, scattering becomes

inefficient due to the expansion of the universe and the number of inflaton quanta

becomes constant. One way to achieve complete decay of the inflaton is to introduce

three-leg interactions, such as φχ2 or a Yukawa interaction with fermions, φψ̄ψ.65,74

Hence perturbative decays of the inflaton remain critical to the process of reheating,

even if they are overshadowed at early stages by nonperturbative resonances.

5.2. The stages of thermalization

Thermalization proceeds in stages.74,144–146 These stages are associated with differ-

ent time-scales, in addition to the usual time-scales of Hubble expansion, H−1,

and the inflaton oscillation time, m−1φ . For example, for a simple model with

V (φ, χ) = 1
2m

2
φφ

2 + 1
2g

2φ2χ2, one finds four distinct regimes:74

• Preheating: The duration of this first phase, dominated by parametric resonance,

is typically of order δt1 ∼ 100m−1φ in simple models.

• Nonlinear dynamics and chaos: At the end of preheating, a short and violent

stage occurs in which nonlinear effects evolve in a chaotic way, erasing details

of initial conditions. The duration is typically of order δt2 ∼ 10m−1φ .

• Turbulent regime: The spectrum of fluctuations cascades toward both ultraviolet

and infrared modes on a time-scale δt3 which is longer than either δt1 or δt2.

• Thermalization: The last stage is characterized by particle fusion and off-shell

processes. The spectrum relaxes to a thermal distribution on a time-scale δt4
which is the longest of the four stages.

As we found in Section 3.2, preheating yields a highly nonthermal spectrum.

From Eq. (32), we find that the number density of created particles grows as nk ∼
e2µkt for modes that lie within a resonance band. Parametric resonance is most

efficient for long-wavelength modes, and thus the particle-number distribution is

strongly peaked in the infrared at this early stage. Next comes a stage marked by

strongly nonlinear dynamics, as described in Section 4. Particle occupation number

is ill-defined at this stage, and a nonlinear wave description is more appropriate.74

Note that while the stage can be short in the particular model discussed above, in

many cases metastable objects such as oscillons and Q-balls can emerge during this

stage and significantly extend the time-scale of this stage.

The turbulent regime begins with a phase of driven turbulence, in which the

system is driven by the energy in the infrared modes of the inflaton. When the

energy stored in the inflaton condensate drops below the energy stored in the created

particles, the evolution of the system transitions from driven to free turbulence.
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During the turbulence regime, the particle-number distributions smooth out and

begin evolving toward higher comoving momenta (at a much slower rate, δt3 �
δt1, δt2). The spectra in the infrared approach a saturated power-law state, which

then slowly propagates toward the ultraviolet. Although one may observe a greater

tendency toward equilibrium distributions among the infrared modes (for which the

rescaled spectra are closer to flat), the overall distributions remain typical of the

turbulent regime and are far from thermal.74,145,146

The turbulence regime has been studied analytically and with lattice simulations

in Refs. 145, 146. They find that the occupation number is characterized by self-

similar evolution. For example, for a λφ4 model, they find

nk(τ) = τ−qn0(kτ−p) (59)

where τ = η/ηc is the rescaled conformal time and n0(k) is the distribution function

at some late time ηc, chosen during the self-similar regime. The best numerical fits

correspond to q ∼ 3.5p and p ∼ 1/5.145,146

Finally, during the last stage of free turbulence, the front of the distribution

propagates into the ultraviolet until it relaxes to a Bose-Einstein (or Fermi-Dirac)

spectrum. At that stage, quantum effects dominate over thermal fluctuations, and

the system is commonly taken to have achieved thermal equilibrium. Despite these

promising recent studies, however, an understanding of the entire thermalization

process remains incomplete, and deserves further study. In particular, given any

particular model, it remains an open challenge to trace the evolution of the system

through each of the four major stages and compute a robust, equilibrium reheat

temperature, Treh.

6. Particle Physics Models

At the very high energies relevant to (p)reheating, the full set of degrees of freedom

and interactions remains unknown. The governing particle theory could involve

many degrees of freedom beyond the Standard Model. Indeed, the inflaton itself

might consist of multiple fields with noncanonical dynamics. In this Section, we

provide an overview of some of the various possibilities that have been explored in

the literature.

6.1. Multifield inflation

Let us consider the case of inflation governed by N scalar fields, φI , each of which

couples to the same daughter field, χ, with the potential

V (φI , χ) = U(φI) +
1

2

∑
I

g2I (φI)2χ2, (60)

where U(φI) only involves the N inflaton fields, and for now we assume that each

coupling g2I > 0. One could include higher-dimension operators, but there is a con-

sistent power-counting scheme in which such higher-order terms are subdominant
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at the end of inflation, when the inflaton field values are small. In particular, at the

end of inflation it is often sufficient to approximate the potential U(φI) by Taylor

expanding around its minimum to quadratic order,

U(φI) =
1

2

∑
I

m2
I(φ

I)2 + ... (61)

Eq. (61) would obviously need to be modified for massless inflaton fields.

For couplings between φI and χ as in Eq. (60), and with unequal inflaton masses

mI , the effective mass of the χ field will rarely pass through zero. The parametric

resonance for fluctuations δχk will therefore be less efficient than in the models

considered in Section 3. Indeed, if there are many inflaton fields, as in models like “N-

flation”,147–150 then there is considerable reduction in the efficiency of preheating,

related to the de-phasing of the pump fields ϕI(t)151,152(however, see Refs. 153,

154).

On the other hand, preheating in multifield models could become more efficient

than in simple models by incorporating other types of couplings. Couplings beyond

the simple g2φ2χ2 form — such as φnχ or φχn, with n = 2, 3 — arise in the

low-energy effective actions for supersymmetric and supergravity models, and such

couplings produce very efficient resonances.84–86 Likewise, even for couplings of the

form g2I (φI)2χ2, if at least one coupling g2I < 0, then the negative-coupling instability

can drive efficient, broad-resonance preheating.84,87 (The potential for such models

will be well-behaved for large field values if one includes quartic self-couplings for

the fields.)

6.2. Higher-spin daughter fields

It is quite important to consider daughter fields that are not simply scalars, since it

is reasonable to assume that the inflaton will couple to various degrees of freedom,

including fermions and gauge bosons.

6.2.1. Fermions

We begin by considering the possibility that the daughter species consists of spin-1/2

particles. For example, a Yukawa interaction between the inflaton φ and a fermion

ψ of the form

∆L = y φ ψ̄ ψ (62)

allows the inflaton to decay into fermion/anti-fermion pairs. The usual expectation

is that this process is inefficient due to “Pauli blocking,” wherein only one fermion

can occupy a single mode. However it has been shown that this can still lead to

a form of parametric resonance, since the inflaton can decay into a wide band of

wavenumbers.155–158 So although each mode cannot grow substantially, neverthe-

less, many modes can be excited. This still leads to an enhanced decay compared

to standard perturbative decays. For reheating into higher-spin fermions see, for

example, Refs. 159, 160.
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6.2.2. Gauge bosons

Another natural possibility is to couple the inflaton to spin-1 fields. We assume

that these are massless spin-1 fields to avoid complications in the ultraviolet, that

is, we consider gauge bosons. This leads to two natural options. The first is if the

inflaton is a gauge singlet. We can then couple φ to a gauge field Aµ through higher

dimension operators of the form

∆L = −W (φ)FµνF
µν , (63)

where W (φ) may be linear or quadratic in φ. Resonances are especially efficient if

the fields are coupled with such a conformal factor.135

The second possibility arises if the inflaton is charged.78,161 If we take φ to be

a complex scalar field under an Abelian U(1) symmetry, then the standard kinetic

term takes the form

∆L = −|Dµφ|2 = −|∂µφ|2 + ig(φ∂µφ
∗ − φ∗∂µφ)Aµ + g2|φ|2AµAµ. (64)

The final term is naturally reminiscent of the toy-model interaction g2φ2χ2 that

we examined in Section 3, but with the scalar field χ replaced by a gauge field.

Since spin-1 fields are bosonic this can lead to significant parametric resonance.

Further interesting possibilities naturally emerge if we charge φ under a non-Abelian

symmetry.136,162

6.3. Higher-derivative interactions

In Section 6.1 we considered a standard power-counting scheme in which higher-

derivative operators are suppressed by some high cutoff. One may instead consider

an alternative power-counting scheme in which higher-derivative terms do not re-

main so strongly suppressed. A well-known example is so-called “DBI inflation,”163

in which the kinetic term for the inflaton takes the form

∆L = M4
√

1− (∂φ)2/Λ4, (65)

where Λ sets the cutoff on the field theory with respect to the Minkowski vacuum.

(The effective cutoff will be altered in the inflationary de Sitter background.) Similar

to having a nonlinear potential V (φ), this can lead to self-resonance. It was claimed

that this can improve the efficiency of preheating in Ref. 164, but contrary results

were found in Ref. 95.

Another possibility is to couple φ to a daughter field with derivative interactions.

For example, if φ carries some type of shift symmetry, then the usual g2φ2χ2 will

be forbidden, but a term of the form

∆L = − 1

2F 2
(∂φ)2χ2 (66)

can be allowed. Although this is a dimension-6 operator, it can still lead to apprecia-

ble parametric resonance. This is obvious when φ is exhibiting standard harmonic
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oscillation with frequency mφ, leading to

∆L ≈ −
m2
φ

2F 2
φ2χ2. (67)

Hence such derivative interactions can take on the form of standard couplings due

to the coherent behavior of the inflaton.

“Natural inflation” presents another possibility, in which φ is a pseudo-scalar

Goldstone boson arising from the spontaneous breaking of an axial symmetry, i.e.,

a type of “axion.” Since the axion carries an almost exact shift symmetry, it can

only couple to total derivatives. This leads to couplings of the form

∆L =
1

F
φ εµναβFµνFαβ (68)

where εµναβ is the totally anti-symmetric tensor. This model of inflation is perhaps

one of the most compelling as it is dictated almost entirely by symmetry and sym-

metry breaking. It is interesting that it also allows for reheating and may even give

rise to gravity waves.165

6.4. Standard Model and beyond

A complete model would include all the relevant degrees of freedom at the infla-

tionary scale. For simple models of inflation with efficient reheating, the typical

reheating temperature is of order Treh ∼ 1015 GeV. This suggests that we need to

include all degrees of freedom of masses less than or comparable to m ∼ 1015 GeV.

At such energies, we may be able to ignore GUT-mass particles or stringy states,

but almost all other degrees of freedom would need to be accounted for. Colliders

have given us significant information regarding the degrees of freedom that exist and

their interactions up to ∼TeV, still many orders of magnitude lower than the char-

acteristic reheating temperature. This leaves a great deal of ambiguity regarding

the appropriate dynamics for reheating.

One simple possibility is to just focus on the Standard Model degrees of free-

dom. This approach ignores corrections coming from dark matter,166–173 baryoge-

nesis,174–179 unification,180–184 and so on, but may nonetheless be informative. For

example, one could consider models like “Higgs inflation”185 and the associated

preheating dynamics.186–188 These models incorporate a large nonminimal coupling

to gravity, whose validity as an effective field theory has been analyzed in various

works (see, e.g., Refs. 189, 190, 191, 192, 193, 194 and references therein).

Another possibility is to build a fuller model including new physics beyond the

Standard Model, such as supersymmetry and/or supergravity. These models have

the drawback that we have very poor constraints on many of the parameters in

these models. The huge landscape of string theory is indicative of this ambiguity

in parameters (though some intriguing models include Refs. 195, 196). However, if

a particular model of inflation were confirmed through a combination of observa-

tions,197 including CMB, gravitational waves, and so on, then we may be able to
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infer the dynamics relevant to reheating. Furthermore, observations can constrain

the details of reheating. For example, if collider data forces baryogenesis or dark

matter production to be at high scales, then the reheat temperature would have to

be correspondingly high.

7. Observational Consequences

Reheating is an important and dynamically rich period after inflation, but it is dif-

ficult to constrain observationally. There are two main reasons for this. First, since

reheating occurs after inflation has ended, the complicated dynamics on subhorizon

scales tend to get masked by later, nonlinear evolution of structure on short scales

(though see the discussion of modulated reheating and non-Gaussianity from pre-

heating below, in Section 7.4). Second, we know that the universe has to be in a

thermal state (at least for the Standard Model species) by the time big bang nu-

cleosynthesis occurs. This “late” thermal state essentially hides information about

the early stages of the universe after inflation. Nevertheless, direct and indirect

signatures of reheating are possible, some of which we discuss in this Section.

7.1. Expansion history effects

In the standard lore, the universe goes from being inflaton-dominated during infla-

tion, with equation of state w ≡ p/ρ = −1, to radiation-dominated with w = 1/3 at

the end of inflation. In reality, however, we have very little observational evidence

for the equation of state (and hence for the expansion history) between the end of

inflation and the time of big bang nucleosynthesis.

If reheating is very inefficient, the universe can undergo a prolonged period of

matter-dominated expansion following inflation. While not observable directly, such

a phase can affect our determination of inflationary parameters.19–22 For example,

the expansion history affects how one matches perturbations on observable scales

today to the time those perturbations first crossed outside the Hubble radius during

inflation (see Fig. 7). The number of e-folds before the end of inflation, N∗, when

perturbations of interest first crossed the Hubble radius may be written16–18

N∗ = 63.3 +
1

4
ln

V∗
(1016 GeV)4

+
1

4
ln

V∗
ρend

− 1

12
ln
ρend
ρreh

, (69)

where quantities marked with an asterisk correspond to the time during inflation

when k∗ = (aH)∗, and “end” and “reh” refer to the end of inflation and the onset of

radiation domination, respectively. Uncertainty in the duration of reheating affects

N∗ via the last term on the righthand side of Eq. (69); and that uncertainty, in

turn, translates into uncertainties in predictions for spectral observables such as the

spectral tilt, ns, which typically varies as N−1∗ . Conversely, in Refs. 198 and 199, the

authors provide constraints based on the CMB data on the reheating temperature

in single-field models.
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Fig. 7: Although the thermal history does not impact the evolution of adiabatic curvature
perturbations on superhorizon scales, it does change the mapping of observed scales in the
CMB to horizon-exit during inflation. The figure show two possible expansion histories: (1)
instantaneous thermalization and radiation domination (gray) after the end of inflation;
and (2) radiation domination and thermalization preceded by a long matter-dominated
phase after end of inflation (red). Uncertainty in the duration between the end of inflation
and the thermalization that completes reheating leads to an uncertainty in the number of
e-folds after the end of inflation.

7.2. Gravitational waves

The rapid fragmentation of the inflaton field(s) at the end of inflation and subse-

quent thermalization often generates gravitational waves.196,200,205–215 These waves

can in principle be observed today as a stochastic gravitational wave background.

This background is in addition to the usual spectrum of gravitational waves gen-

erated during inflation and observable via CMB polarization. While both arise in

the early universe, their origins are quite different. The inflationary one is distinctly

quantum in nature whereas the gravitational wave background from (p)reheating

arises mostly from classical motion of inhomogeneities at the end of inflation. In

general, the inflationary spectrum is nearly flat, whereas the preheating one is rel-

atively peaked. This peak is roughly determined by the characteristic length scale

of inflation fragmentation at the end of inflation,

λ∗end = βH−1end. (70)

The prefactor β allows for the scale λ∗end to be either larger or smaller than the hori-

zon H−1end at that time, and can estimated from a linear analysis of the instabilities
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Fig. 8: The energy density of the current universe in gravitational waves per logarithmic
interval in frequency. The thick, peaked curve at the right end of the plot is typical of
what is expected from preheating for GUT-scale inflation/reheating. Some low-scale in-
flation models, however, might be accessible to future experiments since the location of
the peak is proportional to the energy scale at the end of inflation.200 Shaded regions are
ruled out by current observations. Dotted line “buckets” for eLISA and Advanced LIGO
indicate approximate sensitivities for these experiments . The current observational upper
limits from the CMB, pulsar timing arrays, BBN, and terrestrial detection are taken from
Refs.201–203 (also see Ref.204). For the approximately constant line (thin grey) we assumed
an approximately scale-invariant inflationary gravitational wave spectrum, without con-
sidering reheating effects or effects due to transient changes in the expansion history. The
“bend” at low frequencies is due to a transition from radiation to matter dominated era.

at the end of inflation. This peak frequency redshifted to today is then given by200

f∗ ∼
(
aend
a0

)
β−1Hend ∼ β−110−4

(
Eend

1 TeV

)
Hz, (71)

where a0 is the scale factor today and aend is the scale factor at the end of infla-

tion. In the final expression we have assumed that the universe becomes radiation

dominated soon after the end of inflation.

The fraction of energy density in gravitational waves per logarithmic interval in

frequency, at the peak frequency, can be written as i

Ωgw(f∗) ∼ Ωr0δ
2
π (Hendλ

∗
end)

2 ∼ Ωr0δ
2
πβ

2, (72)

iM. A. Amin and E. A. Lim, unpublished notes, 2009. For different parameterizations, see for

example Refs. 127, 210 and 216.
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where Ωr0 is the current energy density in radiation and δπ is the fraction of the

energy density in anisotropic stresses at the time of preheating. The appearance of

Ωr0 is due to the fact that after matter domination the gravitational wave energy

density dilutes faster than the total energy density in the universe. We caution

that this is a very rough estimate provided to highlight the scaling with relevant

physical quantities. To improve upon this rough estimate (which assumes very rapid

reheating), one may determine the detailed shape and amplitude of the gravitational

wave spectrum from simulations. This simple scaling works for a number of (though

not all) reheating models.

For simple models one typically finds Ωgw(f∗) ∼ 10−9−10−11, which follows from

assuming that δπ ∼ 1/3, that is 1/3 of the energy is in anisotropic stresses respon-

sible for gravitational wave generation and β ∼ 10−2 − 10−3. For comparison, the

inflationary contribution at high frequencies (assuming no running of the spectral

index) is of order 10−15. Nevertheless, note that for inflation at high energy scales,

the peak frequency is very high, f∗ ∼ β−1109 Hz (assuming Eend = 1016 GeV).

This makes such a signal highly unlikely to be detected by conventional detectors

for two reasons. First, the frequency is too high for such detectors, since their sen-

sitivity deteriorates at high frequencies (Advanced LIGO has its best sensitivity

near 103 − 104 Hz). Second, the chirp amplitude scales inversely with frequency

hc(f) ∝
√

Ωgw(f)/f217 (See Fig. 8.) For low enough energy scales at the time of

gravitational wave production, the frequency shifts towards the detectable regime.

We also note that there exist proposals for non-interferometric, high-frequency de-

tectors.218,219

Phase transitions after the end of inflation can lead to defect formation and

energetically subdominant scaling seed networks which can generate gravitational

waves potentially observable in CMB polarization.220 Unlike the peaked spectrum

from fragmentation during preheating discussed earlier, such gravitational waves can

yield a scale invariant spectrum over a wide range of frequencies (see for example

Refs. 221, 222).

Finally, we note that even without fragmentation, the gravitational wave spec-

trum generated during inflation is affected by reheating . The observed spectrum

damps close to the reheating scale, and is also sensitive to changes in the expansion

history after the end of inflation. If the reheating scale is low enough, this damp-

ing could be probed by proposed experiments such as DECIGO.223,224 In addition,

atom interferometry might provide an exciting avenue for direct gravitational wave

detection in the future.225

7.3. Density perturbations from modulated reheating

The essential idea of ‘modulated’ reheating is that the value of coupling ‘constants’

that determine the decay of the inflaton are functions of a light field. Such a light

field develops fluctuations during inflation, resulting in spatially varying decay rates,

which in turn generates spatial perturbations in the densities of the decay prod-
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ucts.226–229 Modulated reheating allows the fluctuations in the CMB to be sourced

by the decay rates after inflation, rather than the density perturbations of the in-

flaton itself. Such a modulated reheating scenario can generate adiabatic as well as

isocurvature fluctuations.

7.4. Non-Gaussianity

In multifield models, entropy (or isocurvature) perturbations can cause modes of

the curvature perturbation to evolve even after they have been stretched beyond

the Hubble radius; they stop evolving once the system has achieved the adiabatic

limit. Hence reheating — an epoch marked by enormous entropy generation —

can affect the behavior of observables such as the primordial bispectrum of non-

Gaussianities in the curvature perturbation spectrum. (The squeezed, local shape

for the primordial bispectrum, in particular, couples modes of very different wave-

lengths, and hence can depend on dynamics around the end of inflation.230–232)

The non-Gaussian parameter fNL can be sensitive to the duration of the reheating

epoch, even in the case of perturbative reheating with no strong resonances.233,234

For models that do feature strongly nonperturbative, nonlinear, chaotic dynam-

ics of massless fields at the end of inflation, even stronger non-Gaussianities can be

generated in the curvature perturbations, and hence could in principle be observ-

able in the CMB.12,13,235 The essential idea is that the expansion (or equivalently

the curvature perturbation) in different Hubble patches shows extreme sensitivity

to the vacuum expectation value of the light scalar field(s) in that patch. (See Fig.

9.) Using the same mechanism, others have calculated an anisotropic gravitational

wave background from preheating.14,213

Along with the non-perturbative preheating dynamics, significant non-

Gaussianity (compared to usual single-field inflation) is also generated in scenarios

such as modulated reheating (discussed above). For a recent analysis, see Refs. 236,

237 and references therein.

7.5. Primordial black holes

The production of large inhomogeneities at the end of inflation could potentially lead

to the formation of primordial black holes.98,238–242 If such black holes decay quickly,

they would contribute to reheating the universe. If they survive for a long time, they

would eventually dominate the radiation component, leading to a matter-dominated

expansion history. Such considerations can put constraints on the mechanisms of

black hole production after reheating.243

7.6. Primordial magnetic fields

Large-scale (galactic and cluster scale) magnetic fields in the contemporary uni-

verse might require a primordial origin (see for example, Refs. 244, 245). Phase
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Fig. 9: Non-Gaussianity in the curvature perturbation can arise from an extreme

sensitivity of the expansion rate to the vacuum expectation value of light fields at

the end of inflation. (From Ref.13)

transitions in the early universe, including reheating after inflation, provide pos-

sible mechanisms for helical magnetic field generation.246,247 However, connecting

the typical causal length scale (the size of the horizon) at the time of generation

in the early universe to galactic and cluster scales in the contemporary universe

poses serious challenges. Such primordial magnetic fields can also generate stochas-

tic gravitational waves.247

7.7. Reheating and baryogenesis

In the Standard Model, baryogenesis is difficult.248 A number of ideas for the gener-

ation of baryon asymmetry, with ingredients from beyond the Standard Model, have

been put forth (see, for example, Refs. 24, 25, 249, 250). It is possible and interesting

to try to connect reheating to the observed baryon asymmetry. For example, a vari-

ation of the Affleck-Dine mechanism251 using the inflaton as the Affleck-Dine scalar

field was proposed in Refs. 177, 178. In these cases, the resonance and nonlinear

dynamics at the end of inflation can significantly affect the generated baryon asym-

metry.48,104 Some other interesting connections between reheating and baryogenesis

include Refs. 252, 253, 254, 255, 256, 257, 258.

8. Conclusions

With ever increasing evidence for inflation coming from the CMB and large-scale

structure, the post-inflationary era becomes one of the major frontiers in our un-

derstanding of the early universe. The details of inflation are starting to be pinned

down with measurement of the spectral index, constraints on non-Gaussianity and

isocurvature perturbations, as well as possible evidence of the energy scale of infla-

tion from B-modes in the CMB. By contrast, there is as yet relatively little known

about the precise details of the universe between the inflationary phase and the

later thermal phase of big bang nucleosynthesis. The reason for this discrepancy in
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understanding is due to the fact that inflation stretches modes to huge length scales

that are cosmologically observable, while post-inflationary dynamics tends to yield

effects on much smaller scales.

This observational gap leads to a wide variety of possibilities regarding the dy-

namics and degrees of freedom that were relevant at the end of inflation and during

the post-inflationary era before radiation domination. In particular, various forms

of nonperturbative dynamics can take place, including the formation of solitons and

defects. Much of this is being studied carefully with lattice simulations.

In addition to the many works on the post-inflationary era that we surveyed

in this review, there are various directions for future work in this field. On the

more theoretical side, it is important to develop and compute the details of more

realistic post-inflationary models. This includes a full study of models involving not

only scalar fields (as has been typical), but also Abelian and non-Abelian gauge

fields. Ultimately, this should include W and Z bosons and all the various degrees

of freedom of the Standard Model and beyond.

Other open questions concern the production of relics: in particular the forma-

tion of the matter/anti-matter asymmetry (baryogenesis), the production of dark

matter, and other relics such as photons and neutrinos. Ultimately these degrees

of freedom must arise from the (possibly nonperturbative) decay of the inflaton.

Furthermore, if inflation occurred at a high energy scale, moduli fields can play an

important role. A detailed model of the particle dynamics in the post-inflation era

is currently unknown, but it is important to narrow the range.

Another outstanding direction for future work is a full understanding of ther-

malization. In particular, although much work has gone into understanding the

fragmentation of the inflaton condensate and its decay, most analyses stop short of

seeing the full development into a proper thermal distribution of particles. A number

of studies have found long-lived metastable configurations of the fields, which could

delay thermalization. A full accounting of thermalization, even without metastable

field configurations, would presumably involve a detailed quantum mechanical com-

putation to see evolution towards a state of maximum local entropy, such as a type

of Bose-Einstein or Fermi-Dirac distribution.

On the observational side there is also much work to be done, as nonperturbative

dynamics after inflation can lead to observational consequences. Of course, progress

in this direction is difficult because the relevant modes of interest tend to be on

small scales (although there do exist multifield models in which superhorizon per-

turbations may also be amplified during reheating). Indirect clues could come in the

CMB by narrowing down to a specific model for inflation. More direct information

on the post-inflationary era could come from the detection of gravitational waves

arising from the nonperturbative fragmentation of the inflaton condensate. If the

scale of inflation is very low, then the corresponding frequencies may be obtainable

with large interferometers. On the other hand, if the scale of inflation is high, then

the frequencies of gravitational waves from reheating would make a direct detection

challenging.
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Another observational signature would be the detection of non-Gaussianity on

small scales. But perhaps the most direct impact on observations from the post-

inflationary era is its impact on the expansion history of the universe, which affects

how we map perturbations on cosmologically relevant length scales today to the time

during inflation when they first crossed outside the Hubble radius. In the meantime,

further constraints on the relevant degrees of freedom in the early universe may come

from particle accelerators or cosmic rays, giving clues as to the physics at very high

energies.

Ultimately, a unified theory of physics must provide a consistent theory of infla-

tion, reheating, high energy physics, and late-time observations. A full understand-

ing of the nonperturbative dynamics after inflation remains an ongoing challenge in

this quest for unification.
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